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Decision making in Manufacturing Planning and Coh8ystems (MPCS) use
processes that consider several levels of prodygegation and different time
horizons. Decisions rendered on each level dolaatys have similar goals. The
problem is that building Intelligent ManufacturiGystems (IMS), involves
coordinate decisions on different levels to achi@e®mmon objective. There is
no current research on IMS regarding coordinatioorag decision levels in
Product-Driven Control Systems (PDCS), hence sitiwuia of the planning and
control processes should be conducted to analgzbeahavior of multi-level
objectives. Accordingly, in this paper a simulatinodel gives account of
different coordination issues between tactical eperational levels. At the
tactical level, production plans are generated by an Advancathi?flg and
Scheduling (APS) system, whereas atdber ational level, a distributed decision
rule is used. The whole simulation makes decerg&dldecisions that are
managed by production lots representedhdipns. Results for our simulation
indicate that coordination among active lots isata@ of making effective multi-

level distributed decisions when compared with emtional approaches.

Keywords: manufacturing systems; intelligent mantifeng systems;

production planning and control.

Introduction

Holonic Manufacturing Systems (HMS) show promising results towards improving

features such as flexibility and adaptability, do¢he complexity and dynamism of

current manufacturing systems (Valckenaers e2@07; Valckenaers et al., 2009). In a

HMS, entities (i.e, machines, robots, AGVs or wesk@are modeled dw®lons, which



consist of a physical component and an informgti@tessing component (Pannequin

et al., 2007; Pannequin et al., 2009).

The majority of the manufacturing applications dgéerent approaches to model HMS,
focusing only on operational and control levelgafically to model and implement
manufacturing execution systems (MES). For instalBxelanTech is an agent-based
technology for planning and production control (fRacek et al., 2007, Marik et al.,
2000), which was developed as a multi-agent sysbemproject-based production
systemsExplanTech uses a community of autonomous agents that reyreséties or

information production entities, in which no cefizad decision mechanism is used.

On the other hand, hierarchical architectures sis¢ABADISPromise allows for
production control based on multiple levels of awation (Wunsch and Bratukhin,
2007), so that decisions centralization is avoioletbcating decision levels closer to
work-flow levels. Decision levels correspond to ERP (Enterprise Resource
Planning) at tactical level, MES at operationaklewand control levels, and
communication between ERP and MES is based on $gehbces” using ACL (Agent

Communication Language).

While these approaches consider planning and ddatrels, they do not include
products as central entities in the decision-makirngess. On the contrary, PDCS
(McFarlane et al., 2002; Morel et al., 2003, 200ansforms products into active agents

in the decision-making process, in which produets lce also represented as holons.

Decisions made at the planning level must inclugeiom-term horizons to prevent
“myopia”, so resources required for production.(ipersonnel, labor, raw materials,

and machinery maintenance) should be planned iaredy



Conversely, operational-level decisions are corestmith short-term horizons, which
are inherently “myopic”, and must respond quickhygl @fficiently to disturbances (i.e.,
production blocking, machine breakdowns, and dencdiathges). Thus, planning and
control systems should be robust, flexible andtreaevith respect to short, medium,

and long term decisions.

In order to deal with these issues, an architec¢turaodel a holarchy from products and
sets of products at each level have been propétedefa 2011, Herrera et al. 2012),
This approach allows coordination among multipleisien levels and their associated
decision horizons, while focusing on the work flgwoducts). Like other related
manufacturing approaches (Tang et al., 2011) atubkitecture allows for recursion, that
is, each composition level of the holarchy orgatniraexhibits the same structure and
organization on each of its levels. In additiomursion enables the replication of the
same functions at each level, by doing slight modifons to the objectives and

decision methods.

Accordingly, this work aims to analyze the coordio@ between centralized planning
and decentralized control decisions in PDCS. Taeaehthis objective, decentralized
decisions are assumed to be performed by numealass) which detect disturbances
in planning and trigger local changes that affecttial planning. To deal with this, an
agent-based simulation model is proposed. At therphg level, the goal is to preserve
the stability of the plans. At the operational lletlee goal is to minimize makespan
(maximum completion time adfmax) degradation by satisfying buffer-stock

constraints.

Our claim is that a product-driven system may bexomore effective than conventional

production planning and control approaches to doatd multiple objectives and



tactical decision levels.

This paper is organized as follows: Section 2 dessrthe main components and
methods of our HMS-based simulation approach, 8e&idiscusses the results of the
simulation experiment, Section 4 analyses the mesnlts, and Section 5 highlights the

conclusions and further work.

2. Materialsand Methods

2.1 Centralized and distributed decisions

At different levels of MPCS, decisions are madebwgsidering a rolling horizon, and
the levels of the architecture are associated a¥ffarent degrees of aggregation for

products (i.e., product families, production ordéwss, finished products, etc.).

A major challenge for these systems is to presgrwe&oherence of decisions among the
levels. However, whenever disturbances occur, kipectives for each level are not
easily achieved, and disturbances may cause miajonipg changes. Note that frequent
changes can be the source of considerable insyalbiliaddition, these effects often
cause reduced efficiency and poor productivity.rétexm changes are more frequent
and can significantly reduce system performancesTNPCS should provide

sufficient flexibility at the operational levelsdensure consistency with objectives at

the upper levels.

Accordingly, our approach considers two decisiorele tactical and operational. At
the tactical level, a decision concerns the pradoauantities for every item within a
product family and for each period on a plannimgetihorizon. This problem is
generally associated with the Master Productiore8ale (MPS) and is usually

represented usinglat-sizing model (Pochet and Wolsey, 2006). This model aims to



minimize production costs by defining a set of pagters such as marginal costs and
system capacity. During the first period of thiarpling horizon and once each quantity
has been obtained, these quantities must be digdddequenced to be incorporated
into the manufacturing system. This problem has lwadled the lot-streaming problem,
(Sarin and Jaiprakash, 2007) whose objectivesoarediuce the total production time
(Cmax)- This model is usually applied to manufacturiggtems that contain parallel
manufacturing processes. The decision at this isv@mprised of a sequence of sub-
lots that correspond to the weekly planning, whdohsiders the production start time

and the quantity of each product to be manufactured

Since lot-streaming assumes constant producties,raérious disturbances (i.e.,
machine blocking, machine breakdowns, accidenty)affact the rates. Thus, changes
of the parameters of the model may affect planeifigiency, by reducing production
capacity and increasing the gap between plannidghalaunched production (system

nervousness).

In our approach, products or sub-lots are modeddmwlans which can modify their
environment. Holons are assumed capable of maksiggée distributed decision that is
stopping its production at a certain stage andisically reassigning the remaining
quantity. Re-assignment consists of assigning tlaatty that has not been
manufactured to another scheduled lot (one or mavtyich modifies the planning.
Until the new assignment is completed, a part efgilib-lot remains in an intermediate
stock (buffer). Splitting decision is then depertdamthe remaining production and
stock capacities, and the existence of similargygfesub-lots that were previously

planned.

Once divisions have been maddobon sub-lot evaluates the variation in planning by



using a re-planning linear programming model. Tiueleh seeks to replace the
partitioned lots and assess different choiceswiiiaminimize the increase af,, .,
which correspond to different sub-sets of the segference that will increase their size,

to be placed in the queue sub-module.

2.2 Study Case

In order to perform our simulation, a company wele&ed as a case study. It
manufactures turbochargers for the automotive imguand produces a maximum of
ten thousand products per day with hundreds ofertes. The plant is divided into
production cells, which encompass all stages dadigetion that are required to produce

a finished product. Some production cells are dadttto a specific customer.

The production cell includes storage of raw matersemi-finished (buffer), and
finished products. In addition, the cell-based piciabn process is divided into two
stages. An initial set of operations are performneithe first line (module A), generating
semi-finished products. These products are thegndsied into three independent

assembly sub-modules (module B).

Figure 1 About Here

2.3 Distributed Decision Rule

The decision rule is based on a Linear ProgramitiiRy model that allows to evaluate
the global effects on th&,,,, with respect to the changes in the size of thelstsh
Since that at each time, the holon sub-lot degcisange in processing times, the rule
is used to approximate the overall effect of thengje in the planned quantities.

Rules using LP are specified as follows:



1=1,2,..,L :lots,
i€ : sub-lots in lot ],
j=1,2,..,] :sequence positions,

k=1,2,..,K :cellsatB.

Variables

Cmax : makespan,

xbjjx  :re-planned sub-lot quantity of item I in sequence position j assigned to
module k of stage B,

STA;

j :starttime at stage A of sub-lot in position j,

STBjx : start time at module k of sub-lot in position j

Parameters

Xeue - quantity to be re-planned,

gi : minimum sub-lot size of item i,

TPA; :marginal production time at A of item i,

TPB; :marginal production time at B of item i,

SA; : setup time at A of item i,
SB;  :setup time at B of item i,
=Y.l :number of sub-lots,
L : number of items,

K : number of sub-modules,

n; = |Q;/q;l :maximum number of sub-lots



inlot],

Q ={12,..,n} : set of sub-lots in lot 1
xfj  :fixed sub-lot quantities.

yfjx  :fixed sequence.

thew :New starttime at A for the first sub-lot in the planning after disturbance

detection.

(Po) min Cpyax (1)
Zieﬂw Z]Ll ZE=1 Xbjji = Xeue (2)

xbjj = 0,ieQ), V1 : 1 # w, Vj, Vk (3)
STA1 = thew (4)

STAj = STAj_; + Tica,, Z}=y Tia TPA, * Xfig_py + SAL* Yo Vi > 1 (5)
STBjx = STA;j + X1z Yicq, TPA; * yfiik, Vj, VK (6)
STBjk = STB(j-1)k + Xiz1 Ziea, TPB1 * (Xfi-1)k + Xbig-1)) + SBy - Yfig-1ie Vitj >

1,vk (7)

Cmax = STB]k + Z{d:l Zienl TPB] ) (Xfi]k + Xbi]k) + SB] - yfi]k' vk (8)

xbijy € Z*; STA,STB, Cpay 20 (9)

In our decision model, thabjective function (1) minimizes theC,, .,
represented by the end date of the last pieceeisgéfjuence. Constraint (2) ensures that
the sum of the re-assignmentd;f;) will be equal to the remaining quantity in the
intermediate stockk(, ;). Constraint (3) establishes that the re-assighiwemonly be
performed for the planned sub-lots that belondnéosame lot that was previously

divided. The start time of the sub-lot in positjaa set tot,.,, by constraint (4).



Constant,,, represents the new start time of the first sulaftgr disturbance
detection. This sub-lot corresponds to the firgt-kai in the planned sequence (not yet
in production). The recursive relationship in coaisit (5) expresses that the start time
of module A for the sub-lot in the j-th position stde equal to the start time of the
previous sub-lot (sub-lot in positign- 1) plus its setup and production time, which is
determined by considering a fixed sequendg (andyfj; ). Constraint (6) ensures that
the start time of module B will always be greatert the start time of module A plus
the production time for module A corresponding prctyl Constraint (7) considers that
the production time for module B must be incregsegbortionally by the re-assigned

quantities. The makespan is defined by constr8nt (

2.4 Simulation Settings

In order to simulate of distributed decision model decision levels have been

defined for our system:

1) Tactical Level: it uses an integer programming model that defqemntities
as produced by item and period in a rolling horigidarrera and Thomas
2009). Quantities are divided into sub-lots duttimg first period, and the
sequence to be used in the manufacturing processbauwefined using an
integer programming model that solves the lot-stiag problem. UnlikeP,
models, the quantities and sequences are variableh increases the
execution time. However, this is only performedyaat the beginning of the
operation period.

2) Operational Level: during the production period (week), variationghe

production times are simulated for different moduliee., disturbances are



simulated as blocking and breakdowns). In ordee&et to perturbations,
(Py) is solved to determine if a certain quantity efifs is placed into stock
so as to determine whether this decision improlregptanning with respect
to the initial situation. This distributed decisiprocess depends on the
variation between the planned waiting time andréa waiting time of a
product in the queue of module B. Table 1 showsrih& parameters

considered on the simulation.

Table 1 about here

3. Results

The simulation is performed considering a horizbore year, obtaining
weekly operational results. Some results consiuedistributed decision and others
disregard the distributed decision. Stability ibiaeed at the tactical level using a
nervousness measure (Herrera and Thomas, 2009) which quastifie variation in the
planned quantities on a weekly basis. At the opmral level, the obtained,,,,,, and

Work-In-Process (WIP) are compared.

3.1 Nervousness

The results of the decision processes are showigure 2, considering
nervousness, and comparing centralized and hyledidn approaches. The cases
represent situations in which the product is acthydrid) and situations in which the
product is inactive (centralized). The completeagkpent is discussed in Herrera

(2011). The centralized case considers a model¢kates the nervousness of the plan,



thus, its shape in Figure 2 represents a “stalale’plrhese results show the difference
between the launched production and the weeklyngldmproduction for a one-year

operational horizon (60 periods are covered acogrth a transient period of 8 weeks).

Figure 2 about here
Figure 3 about here

Table 2 about here

In order to capture major differences betweenwwedecision systems, Figure 3 shows
the same results by applyingavitzky-Golay filter, which preserves the features of the
initial distribution and the width of the peaks.

Table 2 displays the results of a statistical higpsis test that was employed to
verify if differences exist between the series. Hyehypothesis was described as
“significant differences exist between both caséh vespect to the nervousness
results”, and theéf; hypothesis was described as “significant diffeesndo not exist
between both cases respect to the nervousneststestk results reveal no changes in

stability for the plans in which the products acé\ee.

3.2 Couax

Figure 4 displays the results comparifig,, by using centralized and hybrid
approaches. Figure 5 shows the same result appysagtzky-Golay filter. Table 3
displays the results of a statistical hypothessttgat was employed to verify if
differences exist between the series. Hydrypothesis was described as “significant
differences exist between both cases with respatiet,, ., results”, and thél;

hypothesis was described as “significant differende not exist between both cases



respect ta’,, ., results”. The results reveal a statically sigmificdifference between

centralized and the proposed approach redugipg deterioration.

Figure 4 about here
Figure 5 about here

Table 3 about here

3.3WIP

Figure 6 displays the results showing the work+ioepss (WIP) for both approaches.
This measure represents the average stock offatereees at the end of the week.
Figure 7 shows the same result that Figure 6 apglaifilter. TheH, hypothesis was
described as “significant differences exist betwieeth cases with respect to thd P
results”, and thél; hypothesis was described as “significant diffeesndo not exist
between both cases respecktdP results”. These results show that the intermediate

stock level is used more frequently when the pritxlace active.

Figure 6 about here
Figure 7 about here

Table 4 about here

4. Conclusion and futurework

In this paper, a multiple decision levels simulatddPCS approach is proposed which
aimed at coordinating decisions at different lewssg centralized and distributed
methods. Here, local decisions represent decisi@de by a “holons sub-lots” in the

context of PDCS.



Experiments show our coordination between centrdllacal decisions for a PDCS
based approach is efficient. Stable planning atabtcal level in the middle-term is
assessed indicating a significant performanceantndty at the operation level in the

short term (operational level).

The results ofC,,,, are particularly interesting as they reveal agag with no drop in
stability, and show that “robustness” can be adatien different types of decisions. On
the other hand, results show that for stock cagtpaid for gain imervousness and

Cmax- 1N addition,C,,,, efficiency is directly related to the increase awén saturation

of the intermediate stock. Thus, the proposed mshi@lvs promise to enable efficient
use of stock. Also, mathematical programming basedels and methods are proved to
enable acceptable approximations to our optimingti@blem when comparing with

collaborative strategies.

As a further work, our system should be assesskge-production environments or
for situations in which centralized decisions anéfieasible at all. For this, new
formulations are needed to capture the globatesffef local decisions in terms of
computational efficiency. Furthermore, the adaptatf the adaptation of the proposed

system should be investigated in order to be apptieChilean industrial areas.

References

Herrera, C. (2011). Cadre générique de planificatigistique dans un contexte de

décisions centralisées et distribuées. Ph.D. thesisersité Henri Poincaré - Nancy |.



Herrera, C., Belmokhtar, S., and Thomas, A. (200Mable System Model approach
for holonic product-driven manufacturing systemaslume 402 of Studies in

Computational Intelligence (SCI), 169-181. Springer

Herrera, C. and Thomas, A. (2009). Simulation e§IBlaster Production Schedule
nervousness model. In Proceedings of the 13th IBjx@posium on Information

Control Problems in Manufacturing, 1585-1590.

Marik, V., Pechoucek, M., Stepankova, O., and LakgnJ. (2000). Proplant:
Multiagent system for production planning. Appligdificial Intelligence, 14(7), 727—

762.

McFarlane, D., Sarma, S., Chirn, J., Wong, C.,Asiaton, K. (2002). The intelligent

product in manufacturing control. Journal of EAB¥64.

Morel, G., Panetto, H., Zaremba, M., and Mayer260@3). Manufacturing Enterprise
Control and Management System Engineering: parasleymd open issues. Annual

Reviews in Control, 27, 199-209.

Morel, G., Valckenaers, P., Faure, J.M., Pereit&, G&nd Diedrich, C. (2007).
Manufacturing plant control challenges and iss@estrol Engineering Practice, 15,

1321-1331.



Pannequin, R., Morel, G., and Thomas, A. (2007hdBenarking issues for product-
driven decision-making. 9th International Conferepna the Modern Information

Technology in the Innovation Processes of the lirdusnterprise, MITIP’2007.

Pannequin, R., Morel, G., and Thomas, A. (2009 pérformance of product-driven
manufacturing control: An emulation-based benchimmarktudy. Computers in

Industry, 60(3), 195-203.

Pechoucek, M., Rehak, M., Charvat, P., Vicek, md Kolar, M. (2007). Agent-Based
Approach to Mass-Oriented Production Planning: Cisely. IEEE Transactions on

Systems, Man, and Cybernetics, Part C, 37(3), 3863

Pochet, Y. and Wolsey, L. (2006). Production plagrivy mixed integer programming.

Springer New York, New York.

Sarin, S. and Jaiprakash, P. (2007). Flow ShoBt@taming. Springer, New York.

Tang, D., Gu, W., Wang, L., and Zheng, K. (2011 neéuroendocrine-inspired
approach for adaptive manufacturing system contimtdrnational Journal of

Production Research, 49(5), 1255-1268. doi: 10/00207543.2010.518734.

Valckenaers, P., Brussel, H.V., Verstraete, P.n@ar, B.S., and Hadeli (2007).
Schedule execution in autonomic manufacturing ed@csystems. Journal of

manufacturing systems, 26(2), 75-84.



Valckenaers, P., Cavalieri, S., Germain, B., Vaett, P., Hadeli, Bandinelli, R., Terzi,
S., and Brussel, H.(2006). A benchmarking sernvacetfe manufacturing control

research community. Journal of Intelligent Manudfiaicty, 17(6), 667—679.

Wunsch, D. and Bratukhin, A. (2007). Multilevel erddecomposition in distributed
production. In Emerging Technologies and Factoryofmation, 2007. ETFA. IEEE

Conference on, 872-879. IEEE.



