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Abstract

A continuous-discrete time observer is proposed for a class of uncertain nonlinear systems where the output is available only at non uniformly spaced sampling instants. The underlying correction term depends on the output observation error and is updated in a mixed continuous-discrete fashion. The proposed observer is first introduced under a set of differential equations with instantaneous state impulses corresponding to the measured samples and their estimates. Two features of the proposed observer are worth to be pointed out. The first one consists in the simplicity of its calibration while the second one lies in its comprehensive convergence analysis. More specifically, it is shown that in the case of noise-free sampled outputs, the observation error lies in a ball centered at the origin and which radius is proportional to the bounds of the uncertainties and the sampling partition diameter. Moreover, in the free uncertainties case, the exponential convergence to zero of the observation error is established under a well-defined condition on the maximum value of the sampling partition diameter. The ability of the proposed observer to perform a suitable estimation of the reactions rates in biochemical reactors is highlighted through a simulation study dealing with an ethanolic fermentation.
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1 Introduction

Although a considerable research activity has been devoted to the observer design for nonlinear systems over the last decades, the available contributions deal mainly with the continuous-time measurements case [14, 19, 12, 1, 25, 21]. In order to handle the non continuous availability of the output measurements, many works have focused on the redesign of the continuous time state observers that have been proposed for the underlying systems. An early contribution was made using a high gain observer for a class of nonlinear systems that are observable for any input [7]. The design was firstly carried out assuming continuous-time output measurements before being appropriately modified to deal with the case where these measurements are only available at sampling instants. Based on the aforementioned contribution, many other observers have been proposed for specific classes of continuous time systems with sampled output measurements [16, 22]. In all these contributions, the continuous-discrete time observer operates as follows: a dynamical system, which is similar to the underlying system, is used to provide a state prediction over the sampling intervals. At the sampling instants, the output measurements are used to update the state prediction provided by the dynamical system. An output predictor approach has been proposed in [18] to cope with the non-availability of the output measurements between the sampling instants. It consists in a continuous time observer involving a suitable predictor of the output over the sampling intervals. More specifically, the output prediction is provided by the solution of an ordinary differential equation between two successive sampling instants with the value of the measured output sample as initial condition. The underlying observer is a hybrid system which is able to recover the continuous time observer properties for relatively fast sampling. Another approach was described in [24] where the authors proposed an impulsive continuous-discrete time observer for a class of uniformly observable systems with sampled outputs. The correction term of the pro-
The proposed observer is the product of a constant gain by the difference between the estimated and measured values of the last output sample. The determination of the observer gain is carried out through the resolution of an appropriate LMI.

In this paper, our objective consists in synthesizing a continuous-discrete time observer for a class of uncertain nonlinear systems where the output measurements are available only at non uniformly spaced sampling instants. In the absence of uncertainties, the considered class of nonlinear systems is observable for any input and has been considered in [11] for observer design purposes in the case where the output measurements are available in a continuous manner. The proposed continuous-discrete time observer is issued from a redesigned version of the high gain continuous time observer proposed in [11]. This observer shares the impulsive nature of the observer given in [24] up to an adequate modification of the observer gain matrix. Indeed, unlike in [24], the gain of the proposed observer does not necessitate the resolution of any system and its expression is given.

This gain is time-varying and depends on the sampling periods. There are two main features of the proposed continuous-discrete time observer that are worth to be emphasized with respect to the existing ones. The first one concerns the ease with which the observer gain is updated at sampling instants together with the simplicity of its implementation. The second feature is related to the convergence analysis simplicity and its ability to provide precise expressions of the upper bounds of the sampling partition diameter as well as the rate of the observation error convergence. More specifically, it is shown that the observation error lies in a ball centered at the origin with a radius proportional to the magnitude of the bounds of the uncertainties, the noise measurements and the maximum sampling partition diameter. Moreover, it is shown that in the noise-free outputs case, the ultimate bound of the observation error can be made arbitrarily small, as in the continuous-time output case, when the maximum sampling partition diameter tends to zero. A particular emphasis is put on the fact that the observation error converges exponentially to the origin in the absence of uncertainties and noise measurements. Of particular interest, the expression of the underlying decay rate is given.

The paper is organized as follows. In the next section, the class of systems under consideration and the notations employed throughout this paper are introduced together with concise convergence results on the continuous time high gain observer on which the proposed continuous-discrete time observer is based upon. The output noise measurements are taken into account in the provided convergence analysis. A technical lemma with its proof are also given in this section and this lemma is used to establish the main result of the paper. Section 3 is devoted to the main contribution of the paper, namely the design of the continuous-discrete time observer. The fundamental result is given with a comprehensive proof thanks to the technical lemma derived in Section 2. In Section 4, the effectiveness of the proposed observer is highlighted via simulation results involving the estimation of the reactions rates in a bioreactor involving an ethanolic fermentation. Finally, some concluding remarks are given in Section 5.

Throughout the paper, $I_p$ and $0_p$ will denote the p-dimensional identity and zero matrices respectively and $||\cdot||$ denotes the euclidian norm; $\lambda_M$ (resp. $\lambda_m$) is the maximum (resp. minimum) eigenvalue of a certain Symmetric Positive Definite (SPD) matrix $P$ and $\sigma = \sqrt{\lambda_M/\lambda_m}$ is its conditioning number.

### 2 Problem statement and preliminaries

Consider the class of multivariable nonlinear systems that are diffeomorphic to the following bloc triangular form:

\[
\begin{align*}
\dot{x}(t) &= A x(t) + \varphi_1(u(t), x(t)) + B \epsilon(t) \\
y(t_k) &= C x(t_k) + w(t_k) = x^T(t_k) + w(t_k)
\end{align*}
\]

with

\[
A = \begin{pmatrix} x^1 & \vdots & x^{q-1} \\
0 & \ddots & 0 \\
0 & \cdots & 0 \\
\end{pmatrix}, \quad B = \begin{pmatrix} I_p & 0_p \cdots 0_p \\
0_p & 0_p & \cdots & 0_p \\
\end{pmatrix},
\]

where $x^i \in \mathbb{R}^p$ for $i \in [1, q]$ are the state variables blocks, $u(t) \in U$ a compact subset of $\mathbb{R}^m$ denotes the system input and $y \in \mathbb{R}^n$ denotes the system output which is available only at the sampling instants that satisfy $0 \leq t_0 < \ldots < t_k < t_{k+1} < \ldots$ with time-varying sampling intervals $t_k = t_{k+1} - t_k$ and $\lim_{k \to \infty} t_k = +\infty$; $w(t)$ is the output noise and $\epsilon : \mathbb{R}^+ \to \mathbb{R}^q$ is an unknown function describing the system uncertainties and may depend on the state, the input and uncertain parameters.

As it is mentioned in the introduction, our main objective is to design a continuous-discrete time observer providing a continuous time estimation of the full state of system (1) by using the output measurements that are available only at the sampling instants. Such a design will be carried out under the following assumptions:

A1. The state $x(t)$ is bounded i.e. there exists a compact set $\Omega \subseteq \mathbb{R}^n$ such that $\forall t \geq 0$, $x(t) \in \Omega$.

A2. The functions $\varphi_i$ for $i \in [1, q]$ are Lipschitz with respect to $u$ uniformly in $u$, i.e.

\[
\forall \epsilon > 0; \exists \delta > 0 \text{ s.t. } \|u\| \leq \delta \forall (x, \bar{x}) \in \Omega \times \Omega : \|\varphi_i(u, x) - \varphi_i(u, \bar{x})\| \leq \epsilon \|x - \bar{x}\|
\]

A3. The unknown function $\epsilon$ is essentially bounded, i.e.

\[
\exists \delta_\epsilon > 0 : \sup_{t \geq 0} E_{\|\epsilon(t)\|} \leq \delta_\epsilon
\]

A4. The noise signal $w$ is essentially bounded, i.e.

\[
\exists \delta_w > 0 : \sup_{t \geq 0} E_{\|w(t)\|} \leq \delta_w
\]

Furthermore, one naturally assumes that the time intervals $t_k$’s are bounded away from zero by $t_m$ and are upper bounded by the upper bound of the sampling partition diameter $\tau_m$, i.e.

\[
0 < \tau_m \leq \tau_k = t_{k+1} - t_k \leq \tau_M, \quad \forall k \geq 0
\]

There are two remarks that are worth to be pointed out. Firstly, the class of systems described by (1) may seem very restrictive since it assumes a non prime dimension $(n = pq)$ and the state blocks $x^k$ have the same dimension $p$. This is not the case since it is shown in [15] that in the uncertainties-free case, system (1) is a normal form.
which characterizes a class of uniformly observable non-linear systems that can be put under this form via an injective map (see e.g. [15, 10] for more details). Secondly, since the system state trajectory lies in a bounded set $\Omega$, one can extend the nonlinearities $\varphi(u,x)$ in such a way that this extension becomes globally Lipschitz on the entire state space $\mathbb{R}^n$. The observer synthesis will then be based on the resulting extended system which coincides with the original system on the domain of interest i.e. $\Omega$. One can refer to [26, 1] and references therein for more details on how to carry globally Lipschitz prolongations in the state observation context.

2.1 The underlying continuous-time high gain observer design

As mentioned above, the continuous-discrete time impulsive observer we shall propose is issued from an appropriate redesign of a purely continuous-time high gain observer that has been proposed for system (1) in the case where the output measurements are available in a continuous manner i.e.

\[
\begin{aligned}
\dot{x}(t) &= Ax(t) + \varphi(u(t), x(t)) + Bc(t) \\
y(t) &= Cx(t) + w(t) = x^*(t) + w(t)
\end{aligned}
\]  

We will particularly use a continuous-time observer similar to that proposed in

\[
\dot{\hat{x}}(t) = A\hat{x}(t) + \varphi(u(t), \hat{x}(t)) - \theta \Delta_{\theta}^{-1} K(C\hat{x}(t) - y(t))
\]
with

\[
\Delta_{\theta} = \text{diag}(I_{p_1}, 1/\theta I_{p_2}, \ldots, 1/\theta I_{p_l})
\]

where $\hat{x} \in \mathbb{R}^n$ denotes the state estimate, $K = (K^1, K^2, \ldots, K^q)$ where the $k_i$’s, $i = 1, \ldots, q$ are chosen such that the matrix $A - K C$ is Hurwitz and $\theta \geq 1$ is a scalar design parameter.

Before stating the results summarizing the main properties of observer (6), we recall that since the matrix $A - K C$ is Hurwitz, there exist a $n \times n$ SPD matrix $P$ and a positive real $\mu$ such that

\[
P \hat{A} + \hat{A}^T P \leq -2\mu I_n
\]

We now state the following result.

**Theorem 2.1** Consider system (5) subject to assumptions A1 to A4 together with the observer (6). Then, \(\forall \rho > 0; \exists \theta_0 > 0; \forall \theta \geq \theta_0; \forall u \in s.t. \|u\|_{\infty} \leq \rho; \forall \delta(e) \in \mathbb{R}^p; \text{ we have}

\[
\|\hat{x}(t) - x(t)\| \leq \sigma \theta^{-1} e^{-\frac{\theta^{-1} \mu}{2}} \|\hat{x}(0) - x(0)\| + \frac{2\lambda \mu}{\sigma} \left( \frac{\delta_e}{\sigma} + \theta^{-1} \|K\| \delta_w \right)
\]

where $x$ is the unknown system trajectory associated to the input $u$, $\hat{x}$ is any trajectory of the observer associated to (u,y), $\mu > 0$ is a positive real given by (8) and $\delta_e$ and $\delta_w$ are the upper essential bounds of $\|e(t)\|$ and $\|w(t)\|$, respectively with $\delta_0 = \max(2L\sqrt{\lambda_M/\mu})$ and $\sigma = \sqrt{\lambda_M/\lambda_m}$ is the conditioning number of the matrix $P$ given by (8).

The proof of the observation error convergence is similar to that given in [11] in the free noise output case. For clarity purposes and since the link between this observer and the continuous-discrete time one shall be raised, we shall detail the convergence analysis which accounts for the output noise measurements. Indeed, let $\bar{x} = \hat{x} - x$ be the observation error. One has

\[
\dot{\bar{x}} = (A - \theta \Delta_{\theta}^{-1} K C)\bar{x} + \varphi(u, \bar{x}) - \varphi(u, x) - Bc(t) + \theta \Delta_{\theta}^{-1} Kw(t)
\]

Let $\bar{x} = \Delta_{\theta} \bar{z}$. Taking into account the following identities

\[
\Delta_{\theta} A \Delta_{\theta}^{-1} = \theta A \quad \text{and} \quad C \Delta_{\theta}^{-1} = C
\]

one gets

\[
\dot{\bar{x}} = \theta \Delta_{\theta} \bar{z} + \Delta_{\theta} (\varphi(u, \bar{x}) - \varphi(u, x)) - \Delta_{\theta} Bc(t) + \theta K w(t)
\]

Let us show that $V(x) = x^T P x$ is a Lyapunov function for system (10). Indeed, one has

\[
V(x) \leq - 2\mu \theta \|e(t)\|^2 + 2 \bar{x}^T P \Delta_{\theta} (\varphi(u, \bar{x}) - \varphi(u, x))
- 2 \bar{x}^T \Delta_{\theta} Bc(t) + \theta \bar{x}^T K w(t)
\]

According to the Lipschitz assumption and the triangular structure of $\varphi$, one can show that for $\theta \geq 1$ [11, 15]:

\[
2 \bar{x}^T \Delta_{\theta} (\varphi(u, \bar{x}) - \varphi(u, x)) \leq 2 \sqrt{\lambda_M L} \|e(t)\|^2
\]

where $L$ is the Lipschitz constant of $\varphi$. Similarly, according to the structures of $B$ and $\Delta_{\theta}$, one has

\[
2 \bar{x}^T \Delta_{\theta} Bc(t) \leq 2 \theta \|w(t)\| \|K\| \sqrt{\lambda_M} \|\sqrt{V(x)}\|
\]

And combining (11), (12) and (13), one gets

\[
\dot{V}(x) \leq - \frac{2 \mu \theta - \sqrt{\lambda_M L}}{\lambda_M} \|e(t)\|^2 + 2 \sqrt{\lambda_M} \|e(t)\| \|K\| \|w(t)\| \sqrt{\lambda_M} \|\sqrt{V(x)}\|
\]

Choosing $\theta$ such that $2(\mu \theta - \sqrt{\lambda_M L}) > \mu \theta$ i.e.

\[
\theta > \theta_0 \triangleq 2L \sqrt{\lambda_M/\mu}
\]

Inequality (14) becomes

\[
\dot{V}(x) \leq - \frac{\mu \theta}{\lambda_M} V(x) + 2 \sqrt{\lambda_M} \left( \frac{\|e(t)\|}{\lambda_M} + \theta \|K\| \|w(t)\| \right) \sqrt{V(x)}
\]

Or equivalently

\[
\frac{d}{dt} \sqrt{V(x)} \leq - \frac{\mu \theta}{2 \lambda_M} \sqrt{V(x)} + 2 \sqrt{\lambda_M} \left( \frac{\|e(t)\|}{\lambda_M} + \theta \|K\| \|w(t)\| \right)
\]

Using the comparison lemma [20], one gets

\[
\sqrt{V(x)} \leq \exp \left[ - \frac{\mu \theta}{2 \lambda_M} t \right] \sqrt{V(x)} + 2 \sqrt{\lambda_M} \left( \frac{\|e(0)\|}{\lambda_M} + \theta \|K\| \|w(t)\| \right)
\]

This yields to

\[
\|\hat{x}(t)\| \leq \sigma \exp \left[ - \frac{\mu \theta}{2 \lambda_M} t \right] \|\hat{x}(0)\| + 2 \sqrt{\lambda_M} \sigma \frac{\delta_e}{\mu} \left( \frac{\delta_e}{\sigma} + \theta^{-1} \|K\| \delta_w \right)
\]

Now, since $\bar{x} = \Delta_{\theta} \bar{z}$, one has $\|\bar{x}(t)\| \leq \|\hat{x}(t)\| \leq \theta^{-1} \|\bar{x}(t)\|$ and inequality (16) leads to

\[
\|\hat{x}(t)\| \leq \theta^{-1} \|\bar{x}(t)\| \leq \theta^{-1} \|\bar{x}(t)\| + 2 \frac{\lambda_M \sigma}{\mu} \frac{\delta_e}{\sigma} \left( \frac{\delta_e}{\sigma} + \theta^{-1} \|K\| \delta_w \right)
\]

This ends the proof of theorem 2.1.

From (17), one can naturally conclude that in the noise free case, the proposed observer has the following properties: in the absence of uncertainties, i.e. $\delta_e = 0$, the observation error converges exponentially to zero. If $\delta_e \neq 0$
and is finite, the observation error lies in some ball centered at the origin with a radius proportional to \( \delta \), but it can be made arbitrarily small by choosing values of \( \theta \) sufficiently high. However, high values of \( \theta \) have to be avoided in practice where the presence of noise measurements is unavoidable. Indeed, in such a case and according to (17), high values of \( \theta \) give rise to a high bound for the estimation error since this bound is of the order of \( \theta e^{-\tau} \). Thus, the choice of \( \theta \) is a compromise between fast convergence and sensitivity to noise.

2.2 A technical lemma

In what follows, a technical lemma together with its proof are given. This lemma will be used to establish the main result of the paper in the next section.

**Lemma 2.1** Consider a differentiable function \( v : t \in \mathbb{R}^+ \mapsto v(t) \in \mathbb{R}^+ \) satisfying the following inequality:

\[
\dot{v}(t) \leq -av(t) + b \int_{t_k}^{t} v(s) ds + p(t), \quad \forall t \in [t_k, t_{k+1}]
\]

(18)

with \( k \in \mathbb{N} \), \( t_0 > 0 \) where \( 0 < \tau_0 < \tau_k = t_{k+1} - t_k \leq \tau_M < +\infty \), \( p(t) : \mathbb{R}^+ \to \mathbb{R}^+ \) is an essentially bounded function with \( c = \sup_{s \in \mathbb{R}^+} p(t) \) and \( a \) and \( b \) are positive reals satisfying \( \frac{b \tau_M}{a} < 1 \).

Then, the function \( v \) satisfies

\[
v(t) \leq e^{-\eta(t-t_0)} v(t_0) + c \tau_M \frac{2 - e^{-\eta \tau_M}}{1 - e^{-\eta \tau_M}}
\]

(19)

with \( 0 < \eta = (a - b \tau_M) e^{-\eta \tau_M} \).

**Proof of lemma 2.1.** We shall first prove that \( v(t) \leq v(t_k) + c(t - t_k) \), \( \forall t \in [t_k, t_{k+1}] \) and use this property to establish the key inequality (19). By integrating (18) from \( t_k \) to \( t \), we obtain

\[
v(t) - v(t_k) - a \int_{t_k}^{t} v(s) ds + b \int_{t_k}^{t} v(s) ds + c(t - t_k) \leq 0
\]

(20)

And since \( b \tau_M < a \), the last inequality (20) becomes

\[
v(t) \leq v(t_k) + c(t - t_k)
\]

(21)

Now, we shall establish the inequality (19) using the property (21). Indeed, inequality (18) becomes

\[
\dot{v}(t) \leq -av(t) + b \int_{t_k}^{t} (v(s) + c(s - t_k)) ds + p(t)
\]

(22)

Using the comparison lemma and the fact that \( b \tau_M < a \), one gets

\[
v(t) \leq e^{-a(t-t_k)} v(t_k) + \frac{b \tau_M v(t_k)}{a} + c \left( 1 - e^{-a(t-t_k)} \right)
\]

(23)

Now, using an integration by part, one can show that

\[
a \int_{t_k}^{t} (s - t_k) e^{-a(t-s)} ds = (t-t_k) - \frac{1}{a} e^{-a(t-t_k)}
\]

(24)

And substituting (24) in (23), one gets

\[
v(t) \leq e^{-a(t-t_k)} v(t_k) + \frac{b \tau_M v(t_k)}{a} + c \left( 1 - e^{-a(t-t_k)} \right)
\]

(25)

\[
+ c(t - t_k) = g(t) v(t_k) + c(t - t_k)
\]

where \( g(t) = \frac{b}{a} e^{-a(t-t_k)} (1 - br_M/a) a + b \tau_M/a \).

Let us show that \( g(t) \leq e^{-\eta(t-t_k)} \) where \( \eta \) is given as in (19). To this end, it suffices to show that \( \delta(t) = g(t) - e^{-\eta(t-t_k)} \leq 0 \) for all \( t \geq t_k \). This can be done by simply showing that \( \delta(t) \leq 0 \) since one can easily check that \( \delta(t_k) = 0 \). In fact, this is actually the case since

\[
\delta(t) = \delta(t_k) + \eta e^{-\eta(t-t_k)} + a e^{-a(t-t_k)} \left( 1 - \frac{b \tau_M}{a} + \eta e^{-\eta(t-t_k)} \right)
\]

(26)

The last equality results from the expression of \( \eta \) given by (19). Hence, inequality (25) becomes

\[
v(t) \leq e^{-\eta(t-t_k)} v(t_k) + c(t - t_k), \quad \forall t \in [t_k, t_{k+1}], \quad k \in \mathbb{N}
\]

(27)

Iterating inequality (27), one can show that

\[
v(t) \leq e^{-\eta(t-t_k)} v(t_k) + c(t - t_k) + \tau_0 e^{-\eta(t-1+t_0)}
\]

(28)

And using (28), inequality (27) becomes

\[
v(t) \leq e^{-\eta(t-t_0)} v(t_0) + c(t - t_k) + \tau_0 e^{-\eta(t-1+t_0)} + \tau_1 e^{-\eta(t-1+t_0+t_1)} + \ldots + \tau_{k-1} e^{-\eta(t-1+t_0+\ldots+t_{k-1})}
\]

(29)

This ends the proof of the lemma.

3 Design of the continuous-discrete time observer

Before giving the equations of the discrete-continuous time observer, we need the following additional hypothesis on the boundedness of the noise samples \( w(t_k) \):

**A5.** For all \( t_k \), the samples \( w(t_k) \) are bounded by \( \delta_w \) where \( \delta_w \) is the essential bound given by Assumptions A4.

Now, let us consider the following impulsive system

\[
\hat{x}(t) = A \hat{x}(t) + \varphi(u(t), \hat{x}(t)) - \theta \Delta x_k \left( t - (1 - 1)K \hat{x}(t_k) - y(t_k) \right), \quad t \in [t_k, t_{k+1}]
\]

(29)

where \( \hat{z} = (\hat{z}_1 \ldots \hat{z}_q)^T \), \( K = (k_1 I_p \ldots k_q I_p)^T \) is the gain matrix where the \( k_i \)'s, \( i = 1, \ldots, q \) are chosen such that the matrix \( A \hat{\Lambda} - A - K \hat{C} \) is Hurwitz and \( \Delta x_k \) is the (bloc) diagonal matrix defined in (7) with \( \theta \geq 1 \). The following result shows that this impulsive system is a continuous-discrete time observer for system (1).

**Theorem 3.1** Consider the system (1)-(2) subject to Assumption A1 to A5. Then, \( \forall \theta > 0 \); \( \exists \theta_0 > 0 \); \( \forall \theta > 0 \); \( \forall \theta > 0 \); \( \forall u \) s.t. \( ||u||_\infty < \rho \); there exist positive constants \( \chi_0 > 0 \) and \( \rho \eta(t_M) > 0 \) such that if the upper bound of the sampling partition diameter \( \tau_M \) is chosen such that \( \tau_M < \chi_0 \), then
for every $\hat{x}(0) \in R^n$, we have:

$$\|\hat{x}(t) - x(t)\| \leq \sigma q^{-1} e^{-M t}\|\hat{x}(0) - x(0)\| + \frac{\sigma}{M}q^{2-M} \|K\|e^{e^{-M}m}(\delta/\theta + \ldots)$$

closely examine the behaviour of the exponential decay rate and the ultimate bound. Indeed, in such a case, the

$$\hat{x}(t) = A\hat{x} + \Phi(u, \hat{x}, x) - \theta K e^{-\theta \hat{x} + (1-t-k)C\hat{x}(t)} - B \hat{c}(t)$$

where $\Phi(u, \hat{x}, x) = \varphi(u, \hat{x}) - \varphi(x, u)$. Setting $\hat{x} = \Delta \hat{x}$ and using the identities (9) to get:

$$\hat{x}(t) = A\Delta \hat{x} + \Delta \Phi(u, \hat{x}, x) - \theta K e^{-\theta \hat{x} + (1-t-k)C\hat{x}(t)} - \frac{1}{\theta} B \hat{c}(t) + \theta K e^{-\theta \hat{x} + (1-t-k)w(t)} \tag{30}$$

Moreover, adding and subtracting the term $\theta KC\hat{x}$ in the last equation yields:

$$\hat{x}(t) = 2 \theta^2 (\hat{x} - C\hat{x}) - \theta KC\hat{x} + \Delta \Phi(u, \hat{x}, x) - \theta K e^{-\theta \hat{x} + (1-t-k)C\hat{x}(t)} - B \hat{c}(t)$$

where $\hat{x}(t) = C\hat{x}(t) - e^{-\theta \hat{x} + (1-t-k)C\hat{x}(t)}$. Notice that $z(t) = 0$ and according to (30), the time derivative of $z$ can be written as follows:

$$\dot{z}(t) = \dot{z}(t_k) + k_1 e^{-\theta \hat{x} + (1-t-k)\hat{x}} z(t_k)$$

$$= \theta^2 \Phi(u, \hat{x}, x) + \theta K e^{-\theta \hat{x} + (1-t-k)w(t)} \tag{31}$$

where $\Phi(u, \hat{x}, x) = \varphi(u, \hat{x}) - \varphi(x, u)$. Now, let us consider the following candidate quadratic Lyapunov function: $V(\hat{x}) = \hat{x}^T P \hat{x}$ where $P$ is defined as in (8). Proceeding as in the continuous-time input case, one can show that:

$$V(\hat{x}) = 2x^T(t)(P \theta A \hat{x} + \Phi(u, \hat{x}, x) + \theta K z) - 2x^T(t)PB(t)/\theta^{-1} + 2\theta \hat{x} + (1-t-k)K e^{-\theta \hat{x} + (1-t-k)w(t)} \tag{32}$$

Choosing $\theta$ as in (15), the last inequality (32) becomes:

$$V(\hat{x}) \leq -\frac{\mu}{2} \|\hat{x}\|^2 + 2\theta \hat{x} + (1-t-k)K e^{-\theta \hat{x} + (1-t-k)w(t)} \tag{33}$$

Furthermore, integrating equation (31) from $t$ to $t_k$ while using the fact that $z(t) = 0$ yields:

$$\|z(t)\| \leq \int_{t_k}^{t} (\theta \|\hat{x}(s)\| + \Phi(u, \hat{x}, x) + \theta K e^{-\theta \hat{x} + (1-t-k)w(t)}) ds + (1-e^{-\theta \hat{x} + (1-t-k)}) \|w(t_k)\| \tag{34}$$

Bearing in mind that $\Phi(u, \hat{x}, x) = \varphi(u, \hat{x}) - \varphi(x, u) + x$, one gets:

$$\|z(t)\| \leq (\theta + L) \int_{t_k}^{t} \sqrt{\hat{x}(s)} ds + (1-e^{-\theta \hat{x} + (1-t-k)}) \|w(t_k)\| \tag{35}$$

Combining the above inequalities, one obtains:

$$V(\hat{x}) \leq -\frac{\mu}{2} \|\hat{x}\|^2 + 2\theta \hat{x} + (1-t-k)K e^{-\theta \hat{x} + (1-t-k)w(t)} \tag{36}$$

or equivalently:

$$\int_{0}^{t} \|\dot{V}(\hat{x})\| ds \leq -\frac{\mu}{2} \|\hat{x}\|^2 + 2\theta \hat{x} + (1-t-k)K e^{-\theta \hat{x} + (1-t-k)w(t)} \tag{37}$$

and assume that the upper diameter of the sampling partition $\tau_M$ satisfies the following condition:

$$\tau_M < \frac{\delta}{\sigma} = \frac{2\theta}{L + \theta} ||K|| \|\hat{x}\| \leq \chi \theta \tag{38}$$

Then, according to Lemma 2.1, one has:

$$V(\hat{x}(t)) \leq e^{-\theta t} V(\hat{x}(0)) + c_0 \tau_M 2 - e^{-\theta t} \|w(t_k)\|^2 \tag{39}$$

where:

$$c_0 = \sup_{t \geq 0} \|P \hat{x}(t)\| = \frac{\delta}{\theta \|K\|} + \theta ||K|| (2 - e^{-\theta \tau_M}) \|w(t_k)\| \tag{40}$$

Combining back to the original coordinates of the observation error $\hat{x}$ and proceeding as in the continuous measurements case, we get:

$$\|\hat{e}(t)\| \leq \sigma \theta^{-1} - e^{-\theta \tau_M} ||\hat{x}(t)\| \tag{41}$$

where:

$$\hat{e}(t) = \frac{\hat{x}(t) - x(t)}{\sqrt{\lambda_M}} \tag{42}$$

Substituting in the above inequality $c_0$ by its expression (33) leads to:

$$\|\hat{e}(t)\| \leq \sigma \theta^{-1} - e^{-\theta \tau_M} ||\hat{x}(t)\| + \frac{\theta^{-1} - c_0 \tau_M}{\sqrt{\lambda_M}} 2 - e^{-\theta \tau_M} \|w(t_k)\|^2 \tag{43}$$

This completes the proof of theorem 3.1.

**Remark 3.1** In order to put forward the relationship between the rate of the exponential decreasing to zero and the ultimate bound of the observation error given by Theorems 2.1 and 3.1, we shall consider the case where the sampling period is constant, namely $\tau_M = \tau_M = T_s$, and we shall closely examine the behaviour of the exponential decay rate and the ultimate bound. Indeed, in such a case, the
constants $\eta$ and $N$ respectively defined by (36) and (39) can be considered as functions of the sampling period $T_s$ and specify as follows:

$$\eta(T_s) \triangleq \frac{(a_0 - b_0 T_s) e^{-\theta T_s}}{1 - e^{-\theta T_s}}$$
$$N(T_s) \triangleq \sigma T_s \frac{2 - e^{-\theta T_s} T_s}{1 - e^{-\theta T_s} T_s} = \sigma T_s \left(1 + \frac{1}{1 - e^{-\theta T_s} T_s}\right)$$

(40)

It is easy to check that for all $T_s \geq 0$ satisfying (34), the first derivative of the function $\eta(T_s)$ with respect to $T_s$ is non-positive and therefore $\eta$ is a decreasing function of $T_s$. We now shall show that $N(T_s)$ is a non-decreasing function of $T_s$. To this end, let us show that the derivative of this function with respect to $T_s$, denoted by $N'(T_s)$, is positive. Indeed, one has:

$$\frac{1}{\sigma T_s} N'_s(T_s) = \frac{1}{1 - e^{-\theta T_s} T_s} \left(\frac{2}{1 - e^{-\theta T_s} T_s} - T_s \frac{\eta(T_s)}{1 - e^{-\theta T_s} T_s} \right)$$
$$\geq 1 + \frac{1}{1 - e^{-\theta T_s} T_s} \left(1 - \frac{T_s \eta(T_s)}{1 - e^{-\theta T_s} T_s}\right)$$
$$= 1 \cdot \frac{1 - e^{-\theta T_s} T_s}{1 - e^{-\theta T_s} T_s} \left(\frac{T_s \eta(T_s)}{1 - e^{-\theta T_s} T_s}\right)$$
$$\geq 1 \cdot \frac{T_s \eta(T_s)}{1 - e^{-\theta T_s} T_s} \left(1 - \frac{\eta(T_s)}{1 - e^{-\theta T_s} T_s}\right)$$

Now, let us take the limits of these functions when $T_s$ tends to zero. Indeed, one has:

$$\lim_{T_s \to 0} \eta(T_s) = a_0 = \frac{\theta T_s}{2 \lambda M}$$
$$\lim_{T_s \to 0} N(T_s) = \lim_{T_s \to 0} \frac{\sigma T_s}{1 - e^{-\theta T_s} T_s}$$
$$= \lim_{T_s \to 0} \eta(T_s) = a_0 = \frac{\theta T_s}{2 \lambda M}$$

Furthermore, it is clear that the function $T_s \to \left(\delta_1 / \theta + \theta^{-1}||K|| \left(2 - e^{-\theta T_s} T_s\right)\right)$ is a non-decreasing function of $T_s$ with:

$$\lim_{T_s \to 0} \left(\delta_1 / \theta + \theta^{-1}||K|| \left(2 - e^{-\theta T_s} T_s\right)\right) = \left(\delta_1 / \theta + \theta^{-1}||K||\right)$$

So, the results obtained in the sampled output case are in accordance with those derived in the continuous output case: the decreasing to zero of the observation error is inversely proportional to the magnitude of the sampling period while the value of the ultimate bound is proportional to this magnitude. Moreover, when the sampling period tends to zero, the expressions for the decay rate and ultimate bound are identical to those derived in the continuous output case.

The properties of the continuous-discrete time observer (29) are quite similar to those of the purely continuous-time one. Indeed, in the noise free case and in the absence of uncertainties, i.e. $\delta_1 = \delta_2 = 0$, the observation error converges exponentially to zero. If $\delta_1 \neq 0$ and is finite, the observation error lies in some ball centered at the origin with a radius proportional to $\delta_2$ but it can be made arbitrarily small by choosing $\theta$ sufficiently high. However and as in the continuous case, high values of $\theta$ are to be avoided in practice where the presence of the noise measurement is unavoidable. According to (17), high values of $\theta$ give rise to a high bound for the estimation error since this bound is of the order of $\theta^{-1}$. Moreover, very high values of $\theta$ may not be allowed since they could violate the condition $\tau_M < \frac{1}{\theta}$ given by theorem 3.1.

On other aspects, it is worth noticing that the calibration of the continuous-discrete time observer (29) is mainly achieved through the tuning of the observer design parameter $\theta$ as in the continuous-time output case. The specification of this design parameter is commonly carried out bearing in mind a suitable compromise between the convergence speed and the noise measurements insensitivity as pointed out in the earlier contributions on high gain observers [13, 9]. This suitable compromise is generally obtained from a trial and error approach since conditions (15) and (34) are too conservative to provide a reasonable specification of the involved design parameters. An admissible value of the design parameter $\theta$ can be used to determine the maximum allowable value for the sampling partition diameter according to inequation (34). Nevertheless, it is possible to find a higher value than the theoretical bound using an appropriate trial and error approach. This issue shall be more discussed and illustrated in simulation through a bioreactor where takes place an ethanol fermentation.

Notice that thorough investigations addressing the challenging performance improvement issue of high gain observers noise sensitivity have been recently carried out in [2, 6, 23].

4 On-line estimation of the reactions rates in bioreactors

The use of state observers for on-line estimation of the reactions rates in bioreactors has been widely discussed in the literature (see for instance [3, 9, 8, 4] and references therein). However, in most contributions, the proposed estimators assumed continuous outputs measurements. Discrete-time estimators have been proposed to handle the usual case where the output measurements are available only at sampling instants. The underlying design is based on a discrete-time model of the bioreactor resulting from a forward Euler discretization of the continuous-time model. We shall show here through a fermentation process how the proposed continuous-discrete time observer can be used for the on-line estimation of the kinetic rates from the available samples corresponding to some components concentrations. More specifically, we consider a fermentation dealing with the production of ethanol (product) by Saccharomyces cerevisiae (biomass) which grow on sweet sorghum stalk juice containing glucose as carbon source (substrate) [17, 5]. The bioprocess is operating in a continuous mode with a time-varying dilution rate $D(t)$ and a constant input substrate concentration $S_m$. The mathematical dynamical model of the process is:

$$\begin{cases}
X = r_1 - DX \\
S = -\frac{1}{Y_X/S} r_1 - \frac{1}{Y_P/S} r_2 + D(S_m - S) \\
P = r_2 - DP
\end{cases}$$

(41)

where $X, S, P$ are the respective concentrations of biomass, substrate and product, $r_1$ and $r_2$ are the reactions rates and $Y_X/S$ and $Y_P/S$ are yield coefficients. The reactions rates $r_1$ and $r_2$ are generally very complex functions of the operating conditions and the state of the process. The analytical modelling of these functions is often cumbersome and still constitutes the subject of further and intensive investigations. To tackle this problem, these functions are treated as time-varying parameters that need to be estimated using the measurements of some components concentrations.
By adopting such a strategy, bioengineers would not be brought to choose a particular model amongst the several ones described in the literature. Moreover, these estimates, which are interesting for process control, can also be used for basic investigations of the culture under consideration. In this example, we shall suppose that the substrate and product concentrations are measured and their corresponding measurements are available at sampling instants. The reactions rates $r_1$ and $r_2$ shall be treated as time-varying kinetic parameters with unknown dynamics and the objective consists in estimating these key parameters from the measured samples of $S$ and $P$. Such an objective shall be achieved by considering the following system:

$$
\begin{align*}
\dot{x}_1(t) &= Yx^2(t) - Dz_1 + \left( DS_{m0} \right. \\
\dot{x}_2(t) &= \varepsilon(t) \\
y(t_k) &= x_1(t_k)
\end{align*}
$$

(42)

where $x_1 = x_1^S$, $x_1^P$, $z_2 = x_2$, $x_3 = r_1^P$, $x_4 = r_2^P$. The system (42) can be put under the form (1) by considering the following linear change of coordinates:

$$
\Phi: \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \rightarrow z = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
$$

Hence, a continuous-discrete time impulsive observer of the form (29) can be synthesized for the on-line-estimation of the reactions rates $r_1$, $r_2$. The equations of the observer can be written in the original coordinates, by considering the inverse of the Jacobian transformation as follows:

$$
\begin{align*}
\dot{x}_1(t) &= Yx^2(t) - Dz_1 + \left( DS_{m0} \right. \\
\dot{x}_2(t) &= -2\theta_1 e^{-2\theta_1(t-t_k)}(\dot{x}_1(t_k) - x_1(t_k)) \\
\end{align*}
$$

(43)

Notice that the gain of the observer (29) is specified in this example as $K_1 = 2I_2$ and $K_2 = I_2$ in such a way that the matrix $A - KC$ has all its eigenvalues located at $(-1)$. We shall provide in the next section some simulation results in order to illustrate performance and the main properties of the proposed observer.

4.1 Simulation results

For simulation purposes and in order to generate the pseudo-measurements of $S$ and $P$, the reactions rates have to be expressed as functions of the components concentrations. The following expressions have been chosen:

$$
\begin{align*}
r_1 &= \frac{\mu_{max} X S}{K_{SX} + S} \left(1 - K_{PX}P\right), \\
r_2 &= \frac{\eta_{max} X S}{K_{SP} + S} \left(1 - K_{PP}P\right)
\end{align*}
$$

(44)

where $\mu_{max}$, $\eta_{max}$, $K_{SX}$, $K_{SP}$, $K_{PX}$ and $K_{PP}$ are constant kinetic parameters. The simulation experiments have been performed using the following initial conditions:

$S(0) = \hat{S}(0) = 92.45 (g/L)$, $P(0) = \hat{P}(0) = 1.37 (g/L)$, $X(0) = 0.19 (g/L)$, $\dot{r}_1(0) = \dot{r}_2(0) = 0 (1/h)$. The values of the kinetic parameters are: $\mu_{max} = 0.259 (1/h)$, $\eta_{max} = 1.916 (1/h)$, $Y_{X/S} = 0.043 (g/g)$, $Y_{P/S} = 0.424 (g/g)$, $K_{SX} = 0.258 (g/L)$, $K_{SP} = 0.83 (g/L)$, $K_{PX} = 0.007 (g/L)^{-1}$, $K_{PP} = 0.01 (g/L)^{-1}$, $S_{m0} = 100 (g/L)$. The dilution rate varies as a sinusoidal signal as shown in figure 1. Two simulation sets of results shall be presented depending on whether the outputs are corrupted or not by noise measurements.

4.1.1 The noise-free case

Although this ideal situation is not realistic, it is considered to corroborate the theoretical results obtained through the convergence analysis carried in the above sections. Indeed, according to these results, the ultimate bound for the estimation error can be made as small as desired in the case where the output are available in a continuous manner. If these outputs are available at sampling instants only, then the ultimate bound is an increasing function of the sampling period and it tends to the continuous ultimate bound when the sampling period tends to zero. Indeed, we have reported in figure 2 the estimation errors on the reactions rates provided by the continuous-time observer for two values of $\theta$, namely 50 and 10 and it is clear that the estimation errors decrease when $\theta$ increases. Similarly, we have compared in figure 3 the estimation errors issued from the continuous time observer with those corresponding to the continuous-discrete time one when the sampling period is very small, namely $T_s = 0.01 h$. For each estimation error, the curves corresponding to the purely continuous-time and continuous-discrete time observers are superimposed. This clearly confirms that the continuous-discrete time observer has a similar behaviour as the purely continuous-time one when the sampling period approaches zero. The estimates of the reactions rates provided by the continuous-discrete time observer are compared with their true evolution, issued from the simulation of system (41), are also provided in figure 3. The accuracy of the provided estimates are worth to be emphasized. However, such an accuracy has been obtained by using sufficiently high values of the observer design parameter $\theta$. As mentioned throughout the previous sections, such values give rise to poor performance in the presence of noise measurements. As a result, in the next section which deals with noisy outputs, lower values for $\theta$ shall be considered to ensure a good compromise between accuracy and sensitivity to noise measurements. On other aspects, one recalls that the expressions of the reactions rates given by equations (44) are ignored by the observers (6) and (29). These expressions have been considered in order to generate the pseudo-measurements of $S$ and $P$ used by these observers.

![Fig. 1. Time evolution of the dilution rate](image)

4.1.2 The noisy outputs case

In order to simulate practical situations, the measurements of $S$ and $P$ issued from the simulation of system (41)-(44) are corrupted by additive gaussian noises with zero
mean value and a variance equal to 0.1 and 0.05, respectively (see figure 4). The simulation study has been performed as follows. First, several simulation experiments have been carried out assuming continuous time output measurements. This allows to obtain a lower bound on the design parameter $\theta$ for which the underlying continuous time observer performs well: it ensures a good compromise between a satisfactory tracking of the kinetics unknown dynamics and a well behavior with respect to noise measurements (see figure 5). The value of $\theta$ ensuring such a compromise was about 5 which, as expected, is smaller than the values considered in the noise-free case which gave very accurate estimates. Then, the continuous-time observer has been simulated by setting the
design parameter $\theta$ to this value while considering a very small constant value for the sampling period e.g. $T_s = 0.01 h$. As in the noise free case, the obtained estimates are quite similar, while being somewhat more noisier, to those obtained in the continuous outputs case confirming thereby the theoretical results. Another simulation has been carried out in this case by considering a lower value for the design parameter $\theta$, i.e. $\theta = 3$. The estimates of the reactions rates obtained with this value are smoother than those obtained with $\theta = 5$ but they are less precise since this value does not allow a satisfactory tracking of the reactions unknown dynamics. This explains the phase-shift like behaviour between the provided estimates of the reactions rates and their true values.

In order, to show the behaviour of the continuous-discrete time observers for more higher values of the sampling period, two values of the latter have been considered, $T_s = 0.1 h$ and $T_s = 1 h$. In each case, the value of the design parameter $\theta$ has been chosen by a trial and error approach to get a good compromise between a satisfactory tracking of the kinetics unknown dynamics and a well behavior with respect to noise measurements. Indeed, the value of $\theta$ has been set to 3 for $T_s = 0.1 h$ and to 2 when $T_s = 1 h$. The obtained estimates are given in figure 6 which clearly shows that the continuous-discrete time observer allows a good tracking of the reactions rates while performing well with respect to the noise measurements. Moreover and as expected from the theoretical analysis, the best estimates are obtained with smaller values of the sampling period.

5 Conclusion

We have derived an impulsive continuous-discrete time high gain observer for a class of nonlinear systems involving some uncertainties and subject to noisy sampled output measurements. The main characteristic of this observer lies in the fact that it provides continuous time estimates of the whole system state from the available output samples. The convergence of the underlying observation error has been established under a well defined condition on the observer, the system parameters (system dimension, Lipschitz constant) and the maximum allowable value of the sampling partition diameter. More specifically, it has been shown that the observation error remains confined in a ball centered at the origin with a radius proportional to the magnitudes of the uncertainties, the measurements noise and the maximum of the sampling partition diameter. The effectiveness of the proposed observers has been illustrated in simulation through an example dealing with an ethanolic fermentation. The obtained results are quite promising to conclude that the proposed observers are able to provide relatively accurate estimates of the reactions rates even in the case of relatively long sampling periods.
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