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Abstract—In this paper, we seek to jointly minimize the network power consumption and the user transmission delays in green wireless access networks. We recently studied the case of a WLAN, where we evaluated the tradeoffs between these two minimization objectives using a Mixed Integer Linear Programming (MILP) formulation. However, the MILP formulation could not deliver solutions in a reasonable amount of time due to computational complexity issues. As a result, we propose here a heuristic algorithm for the power-delay minimization problem. The proposed heuristic aims to compute the transmit power level of the Access Points (APs) deployed in the network and associate users with these APs in a way that jointly minimizes the total network power and the total network delay. Our heuristic results show that the proposed algorithm has a low computational complexity, which makes it advantageous compared with the optimal scheme, particularly in dense networks. Moreover, the heuristic algorithm performs close to optimally and provides power savings of up to 45% compared with legacy networks.

I. INTRODUCTION

Green radio has received recently a significant attention. Knowing that over 80% of the power in mobile telecommunications is consumed in the radio access network, more specifically at the base stations (BSs) level [10], a lot of research activities focused on improving the energy efficiency of wireless access networks. In [13], authors studied the coverage planning in cellular networks taking into account the sleep mode for energy saving. Results showed that network energy consumption can be reduced for a careful design of the inter-cell distance. Authors in [6] proposed an energy efficient algorithm in cellular networks based on the principle of cooperation between BSs. In this algorithm, the BSs dynamically switch between active/sleep modes or change their transmit power depending on the traffic situation. In [10], [12], different network deployment strategies were studied and simulations showed that the use of low power BSs improves the network energy efficiency. However satisfying user Quality of Service (QoS) has not been considered as a constraint in these works. Notable exceptions are the works in [8], [11]. In [8], the authors considered the case of WLANs and they proposed an optimization approach that minimizes power consumption while ensuring coverage of active users and enough capacity for guaranteeing QoS. In [11], the authors formulated a minimization problem that allows for a flexible tradeoff between flow-level performance and energy consumption. They proposed greedy algorithms to solve the problem. State-of-the-art power saving approaches studied can also be performed in Wireless Local Area Networks (WLANs). Although power consumption of a cellular network BS is much higher than that of a WLAN Access Point (AP), the large number of APs deployed in classrooms, offices, airports, hotels and malls, contributes to a rapid increase in the power consumption in wireless access networks. Hence, efficient management of the power consumed by a WLAN is an interesting challenge.

In this paper, we tackle the problem of jointly minimizing the network power consumption and the sum of user transmission delays in WLANs. This is realized by finding a tradeoff between reducing the number of active APs and adjusting the transmit power of those that remain active while selecting the best user association that incurs the lowest transmission delay. Our approach presents multiple novelties compared to the state-of-the-art. Authors in [8] considered the theoretical data rate of the IEEE 802.11g, which is a pessimistic bound compared to the effective data rate we use in our paper. In [11], the delay is computed using the M/GI/1 queue, which is also a pessimistic bound compared to the realistic delay model we use. Moreover, the authors studied only the case where BSs switch between on/off modes without adjusting the transmit power.

In our previous work [9], we formulated the power-delay minimization problem, denoted by Power-Delay-Min problem, as a Mixed Integer Linear Programing (MILP). This enables us to evaluate the tradeoffs between minimizing the network power consumption and the network delay. In this paper, we assess the computational complexity of the optimal solution, and show that the MILP formulation can not deliver solutions in a reasonable amount of time. Therefore, in this paper we come up with a novel heuristic for the Power-Delay-Min problem that has low computational complexity. This makes the proposed algorithm applicable for practical implementations while achieving a satisfactory solution.

The proposed heuristic aims at computing the transmit power level of the APs deployed in the network and associating users with these APs in a way that jointly minimizes the total network power and the total network delay. Our heuristic is two-fold: first, it starts with an initial network state where all APs transmit at the highest power level. Then, it changes iteratively the transmit power level of candidate APs. Second, for each change in any AP transmit power level, the heuristic seeks to associates User Equipments (UEs) with the best AP.
The selection of the best AP takes into account the peak rate perceived by the UE and the number of covered UEs. In order to evaluate the efficiency of the heuristic algorithm for the Power-Delay problem, we compare the results obtained by this heuristic with the MILP optimal solution. Moreover, we introduce reference models for power and user association that enables to assess the power saving and the delay obtained by the mentioned solutions.

The rest of the paper is organized as follows. In Section II, we describe the network model considering an IEEE 802.11g WLAN. In Section III, we present the Power-Delay minimization problem. In Section IV, we present our proposed heuristic algorithm. In Section V, we present the legacy network models. In Section VI, we provide the simulation results. Conclusions are given in Section VII.

II. NETWORK MODEL

A. Power Consumption Model

We consider the power consumption of an IEEE 802.11g WLAN, with APs working in infrastructure mode. Assume that each AP operates in two modes: active and switched-off. In practice, the transmission power of an AP is discrete and the maximum number of transmit power levels is equal to 5 or 6 depending on the AP manufacturer. In this paper, we denote by $N_{ap}$ and $N_l$ the number of APs in the network and the number of transmit power levels respectively. The indexes $i \in I = \{1, \ldots, N_{ap}\}$, and $j \in J = \{1, \ldots, N_l\}$, are used throughout the paper to designate a given AP and its transmit power level respectively. Note that, for $j = 1$ we consider that the AP transmits at the highest power level and for $j = N_l$ the AP is switched off. Following the model proposed in [10], the power consumption of an AP is modeled as a linear function of the average transmit power per site as below:

$$p_{i,j} = L \cdot (a\pi_j + b),$$

(1)

where $p_{i,j}$ and $\pi_j$ denote the average consumed power per AP $i$ and the transmit power at level $j$ respectively. The coefficient $a$ accounts for the power consumption that scales with the transmit power due to radio frequency amplifier and feeder losses while $b$ models the power consumed independently of the transmit power due to signal processing and site cooling. $L$ reflects the activity level of the APs. As we assume that the network is in a saturation state, $L$ is equal to one, e.g., each active AP has at least one UE requesting data to which all resources being allocated.

B. Traffic and Delay Model

In this paper, we only consider the downlink traffic as it is several orders higher than the uplink one. We assume that $i$) the network is in a static state where UEs are stationary, $ii$) the network is in a saturation state. A saturation state is a worst case scenario where every UE has persistent traffic. Moreover, we assume that interference is mitigated by assigning adjacent APs to the different IEEE 802.11 channels [3].

1) Radio Conditions: The peak rate of each UE depends on its received Signal to Noise Ratio (SNR). We term by $k \in K = \{1, \ldots, N_u\}$, the index of a given UE where $N_u$ is the number of UEs in the network. We also denote by $\chi_{i,j,k}$ the peak rate perceived by UE $k$ from AP $i$ transmitting at level $j$.

2) Data Rate and Delay Models in WiFi: Neglecting the uplink traffic leads to a fair access scheme on the downlink channel. Accordingly, when a low rate UE captures the channel, this UE will penalize the high rate UEs and reduces the fair access strategy to a case of fair rate sharing of the radio channel among UEs [5] with the assumption of neglecting the 802.11 waiting times (i.e., DIFS\(^1\), SIFS\(^2\)). Thus, all UEs will have the same mean throughput. Hence, when UE $k$ is associated with AP $i$ transmitting at level $j$, its mean throughput ($R_{i,j,k}$) depends on its peak rate ($\chi_{i,j,k}$) and the peak rates of other UEs associated with this same AP ($\chi_{i,j,k'}, k' \neq k$), and it is given by [7]:

$$R_{i,j,k} = \frac{1}{\chi_{i,j,k}} + \sum_{k'=1, k' \neq k}^{N_u} \frac{\theta_{i,k'}}{\chi_{i,j,k'}},$$

(2)

where $\theta_{i,k'}$ is a binary variable that indicates whether UE $k'$ is associated with AP $i$ or not. We denote by $T_{i,j,k}$ the amount of time necessary to send a data unit to UE $k$ from AP $i$ transmitting at level $j$. In fact, the bit transmission delay for a given UE is the inverse of the throughput perceived by this UE. Thus,

$$T_{i,j,k} = \frac{1}{\chi_{i,j,k}} + \sum_{k'=1, k' \neq k}^{N_u} \frac{\theta_{i,k'}}{\chi_{i,j,k'}},$$

(3)

C. Coverage Area

Transmitting at different power levels leads to different coverage area sizes. Note that, all UEs within the coverage area of an AP require a minimum received SNR for acceptable performance. In our paper, a UE is thus considered covered by an AP if its SNR is above a given threshold. As mentioned in II-B1, the peak rate perceived by a given UE depends on its SNR. Consequently, a UE is covered if it perceives a peak rate, from at least one AP, higher than a given peak rate threshold ($\chi_{\text{threshold}}$).

III. OPTIMIZATION PROBLEM

A. Problem Formulation

In [9], we formulated the Power-Delay-Min problem, that jointly minimizes the network power consumption and the sum of data unit UE transmission delays. Now, let us introduce some notations before presenting our problem. Let $\Lambda$ be the matrix, with elements $\lambda_{i,j}$, defining the operation mode of the network APs; and $\lambda_{i,j}$ be a binary variable that indicates whether AP $i$ transmits at level $j$ or not. Let $\Theta$ be the matrix, with elements $\theta_{i,k}$, defining the users association with the network APs; and $\theta_{i,k}$ be a binary variable that indicates whether a user $k$ is associated with AP $i$ or not. The Power-Delay-Min problem consists in computing the transmit power

\(^1\)DIFS: Distributed Coordination Function Interframe Space
\(^2\)SIFS: Short Interframe Space
level of the APs and in associating UEs with these APs in a way that jointly minimizes the total network power and the total network delay. The total network power, denoted by \(C_p(\Lambda)\), is defined as the total power consumption of active APs in the network and is given by:

\[
C_p(\Lambda) = \sum_{i \in I, j \in J} (a\pi_j + b) \cdot \lambda_{i,j}, \tag{4}
\]

The total network delay, denoted by \(C_d(\Lambda, \Theta)\), is defined as the sum of data unit transmission delays of all UEs in the network and is given by:

\[
C_d(\Lambda, \Theta) = \sum_{i \in I, j \in J, k \in K} T_{i,j,k} \cdot \lambda_{i,j} \cdot \theta_{i,k} \tag{5}
\]

Therefore, the total network cost, denoted by \(C_t(\Lambda, \Theta)\), is thereby defined as the sum of power and delay components and is given by:

\[
C_t(\Lambda, \Theta) = \alpha C_p(\Lambda) + \beta \gamma C_d(\Lambda, \Theta), \tag{6}
\]

\(\alpha\) and \(\beta\) are the weighting coefficients representing the relative importance of the two objectives. It is usually assumed that \(\alpha + \beta = 1\) and that \(\alpha \geq 0, \beta \geq 0\). \(\gamma\) is a normalization factor that will scale the two objectives properly.

Consequently, our Power-Delay-Min problem (\(P\)) is given by:

\[
\begin{align*}
\text{minimize} & \quad C_t(\Lambda, \Theta) = \alpha C_p(\Lambda) + \beta \gamma C_d(\Lambda, \Theta), \\
\text{subject to} & \quad \sum_{j \in J} \lambda_{i,j} = 1, \quad \forall i \in I, \tag{7} \\
& \quad \sum_{i \in I} \theta_{i,k} = 1, \quad \forall k \in K, \tag{8} \\
& \quad \lambda_{i,N_i} + \theta_{i,k} = 0, \quad \forall (i, k) : i \in I, k \in K. \tag{9}
\end{align*}
\]

Constraints (8) state that every AP transmits only at one power level. Constraints (9) ensure that a given UE is connected to only one AP. Finally, constraints (10) ensure that a given UE is not associated with a switched off AP.

\section*{B. Optimal Solution}

(\(P\)) is a binary non-linear optimization problem. In [9], we converted (\(P\)) into a MILP problem and used a branch-and-bound (BB) approach to solve it. In this approach, the number of integer variables determines the size of the search tree and impacts the computation time of the algorithm. Thus, we noted that our MILP conversion can not deliver solution for dense networks.

In order to assess the computational complexity of the optimal solution, we calculate in the following its computation time and the number of binary integer variables. In addition, we compute the number of non-zero elements of the matrix defining the constraints of the minimization problem. We consider a network topology consisting of 9 APs with three transmit power levels and 54 UEs. Moreover, we only study the case where \(\alpha=\beta=0.5\). Such case balances the tradeoff between minimizing power and delay. Furthermore, the normalization factor \(\gamma\) is calculated in each simulation in such a way to scale the two components of the total network cost [4]. We run over 50 simulation instances, and we show in Figure 1 the 95% Confidence Interval (CI) of the computational complexity measurements as a function of the inter-cell distance (\(D\)). We note that the computation time of the optimal solution decreases when \(D\) increases, as shown in Figure 1(a). Precisely, when \(D\) increases, the number of binary integer variables and non-zero elements decreases, as shown in Figures 1(b) and 1(c). In fact, when the inter-cell distance increases, the number of covering APs per UE decreases. This causes the related solution space (for selecting the BS transmit power level, and the user association) to be small, which decreases the number of binary integer variables and non-zero elements. Moreover, we notice that we cannot obtain solutions for dense networks (e.g., \(D \leq 120.8\ m\)) as the problem becomes intractable. Hence, in this paper we introduce a heuristic that computes satisfactory solutions for the problem while keeping low computation complexity.

\section*{IV. Heuristic Algorithm}

Due to the high computational complexity of the Power-Delay-Min problem, we propose in this paper a novel heuristic algorithm for this problem. The proposed heuristic aims at computing the transmit power level of the APs deployed in the network and associating users with these APs in a way that jointly minimizes the total network power and the total network delay. Our heuristic is two-fold: i) it starts with an initial network state where all APs transmit at the highest power level, then it changes (switches off / decreases) iteratively the transmit power level of candidate APs. ii) For each change in any AP transmit power level, it seeks to associate UEs with the best AP according to Power-Coverage Based User Association (PoCo-UA) (explained later in Section IV-A2). Intuitively, in PoCo-UA, the probability that a UE is associated with a given AP is proportional to the peak rate perceived by this UE and inversely proportional to the number of UEs covered by the corresponding AP. The heuristic algorithm stops when no more improvement can be achieved in terms of power and delay reduction. Let \(J_j, j \in J\), be the set of APs transmitting at level \(j\).

\section*{A. Heuristic Algorithm for the Power-Delay-Min Problem}

Algorithm 1 describes the different steps of our heuristic algorithm for the Power-Delay-Min problem. The algorithm takes as inputs the number of APs, the number of transmit power levels, and the number of UEs in the network (Step 1). The algorithm outputs the transmit power levels of the APs and the user association (Step 2). The algorithm starts with an initial network state where all APs transmit at the highest power level (Step 3), i.e., \(\lambda_{i,1} = 1 \quad \forall i \in I\) and \(\lambda_{i,j} = 0 \quad \forall (i, j) \in (I, J - \{1\})\). The algorithm is composed of \((N_i - 1)\) phases (Step 4). In the first phase \((l = N_i)\), the SearchForAP function (in Step 6) finds a set of candidate APs \((i_{\text{cand}})\) to switch off. Starting from this set, the algorithm chooses to switch off AP \(i^*\) which results in minimizing the total network delay (Step 8). We note that, the minimum total network delay \(t^*\) is computed according to (5). The algorithm...
proceeds to the second phase as soon as no further APs can be switched off (Step 11). Then, the algorithm proceeds in the same way in the subsequent phases \((l = N_i - 1 \text{ to } 2)\), where the SearchForAP function finds a set of candidate APs to change their transmit power level gradually from \((N_i - 1)\) to \(2)\) according to the value of \(l\). The algorithm stops when no more improvement can be achieved. In other words, it stops when no more APs can reduce their transmit power level. In fact, our heuristic always decreases the APs transmit power level. Thus, the condition that no more APs can reduce their transmit power level \((i.e., i_{\text{cand}} = \emptyset)\) is guaranteed to be attained and the heuristic algorithm will converge.

1) SearchForAP Function: The SearchForAP function takes as an input the set of APs transmitting at a given transmit power level \((I_{\text{fun}})\) to reduce their transmit power level according to the value of the transmit power level to be applied \(l \in L = \{N_i, (N_i - 1), ..., 2\}\). The function outputs the set of candidate APs to switch off, denoted by \(i_{\text{cand}}\), and the set of total network delay resulting from the switch-off of the corresponding APs denoted by \(t_{\text{cand}}\). For each AP \(m\) in \(I_{\text{fun}}\) (Step 3), the function applies the transmit power level \(l\) to the appropriate AP (Step 4), and verifies the coverage constraint for all UEs in the network (Step 5). If all network UEs are covered then it computes the set of APs covering UE \(k\) denoted by \(\Psi_k\), and the number of UEs covered by AP \(\psi\) denoted by \(c(\psi)\). Afterwards, it associates each UE with the active APs according to PoCo-UA (Step 6), and it computes the total network delay \(C_d(\Lambda, \Theta)\) according to (5) (Step 7). Finally, AP \(m\) and the resulting total network delay are added respectively to the sets \((i_{\text{cand}}, t_{\text{cand}})\) (Steps 8 and 9). Otherwise, the AP keeps its previous transmit power level (Step 11). The steps of this function is described in Algorithm 2.

2) Power-Coverage Based User Association (PoCo-UA): Algorithm 3 describes the different steps of PoCo-UA. The PoCo-UA algorithm takes as inputs the set of APs covering UE \(k\) denoted by \(\Psi_k\), and the number of UEs covered by AP \(\psi\) denoted by \(c(\psi)\) (Step 1). As an output, it returns the user association denoted by \(\theta_{\text{user}}\) (Step 2). For UEs covered by several APs (Step 5), the algorithm proceeds as follows: each UE \(k\) computes two coefficients \(r_{k}\) and \(p_{k}\) for each of its covering AP \(\psi \in \Psi_k\) (Step 7). These coefficients take into consideration respectively the received SNR at the UE side and the number of UEs covered by the corresponding AP. We combine these coefficients with a probability function in such a way the probability to be associated with a given PoCo-UA.
 Algorithm 3 Power-Coverage based User Association

1: Input: $\Psi_k, c(\psi), \psi \in \Psi_k$;
2: Output: $\theta_{\text{heur}}$;
3: Initialize $\Delta_k = \emptyset$;
4: for $k \in K$ do
5: \textbf{if} $|\Psi_k| \neq 1$ then
6: \textbf{for} $\psi \in \Psi_k$ do
7: \quad Compute $r^\psi_k = \frac{\sum_{i \in \Psi_k} x_{\psi \cdot i}}{c(\psi)}$;
8: \quad Compute $\delta_{\psi,k} = \frac{\sum_{i \in \Psi_k} c(\psi)}{r^\psi_k}$;
9: \quad $\Delta_k \leftarrow \Delta_k \cup \{\delta_{\psi,k}\}$;
10: \textbf{end for}
11: $\theta_{\text{heur}} = \text{Random}(\Psi_k, \Delta_k) \Rightarrow \theta_{\text{heur}} = \theta_{\psi,k}, k = 1$;
12: \textbf{else}
13: $\psi_k^* = \text{Random}(\Psi_k) \Rightarrow \theta_{\text{heur}} = \theta_{\psi_k^*, k} = 1$;
14: \textbf{end if}
15: \textbf{end for}

AP is proportional to the peak rate perceived by the UE and inversely proportional to the number of UEs covered by the corresponding AP. Then, each UE $k$ computes $\delta_{\psi,k}$ the probability to be associated with AP $\psi$ (Step 8).

The complexity of executing PoCo-UA algorithm is in $O(N_u \times |\Psi_k| \log |\Psi_k|)$. The complexity of executing the heuristic algorithm for the Power-Delay-Min problem (Algorithm 1) corresponds to the complexity of executing PoCo-UA at each change of the transmit power level for each AP. Hence, the complexity of Algorithm 1 is in:

$$O(N_u \times |\Psi_k| \log |\Psi_k| \times N_t \times N_{ap}).$$  \hspace{1cm} (11)

In order to evaluate the efficiency of the heuristic algorithm for the Power-Delay-Min problem, we will compare the optimal solution to the results obtained by this heuristic in section VI.

V. LEGACY NETWORK MODELS

In current WLAN deployments, APs transmit at a fixed power level and UEs are associated with the AP delivering the highest SNR [1]. Based on such WLAN deployments, we devise a reference model composed of: i) the Highest Power Level (HPL) as the reference power model, it assumes that all APs transmit at the highest power level; ii) the Power based User Association (Po-UA) as the reference user association model, it associates a UE with the AP where it gets the highest SNR. In the free space model considered in what follows, the SNR is directly related to the transmit power of the AP. In what follows, we denote the reference model by Po-UA/HPL. The total network power, and the total network delay of this model will serve as reference values for result comparison.

VI. PERFORMANCE EVALUATION

A. Evaluation Method

In order to study the efficiency of the proposed heuristic algorithm for the Power-Delay-Min problem, we implement this algorithm and compare its solution with the optimal one. The optimal solution of the MILP problem is solved using the BB method with the GLPK solver. We consider a network topology composed of nine cells ($N_{ap} = 9$) using the IEEE 802.11g technology and six UEs in each cell ($N_u = 9 \times 6 = 54$). The WLAN APs are distributed following a grid structure and the positioning of UEs follows a random uniform distribution. Moreover, we assign adjacent APs to different IEEE 802.11 channels to limit interference.

For the sake of simplicity, we consider only three transmit power levels ($N_t = 3$) with $j = N_t$ being the switched-off mode. Precisely, an active AP is able to transmit at two power levels and consequently has two coverage areas. The input parameters of the power consumption model in (1) are: i) $\alpha = 3.2$, $b = 10.2$ [12]; ii) $\pi_1 = 0.03$ W and $\pi_2 = 0.015$ W [2] the transmit power at level one and two respectively. Consequently, the average consumed power for AP $i$ at the first and the second power levels are given respectively by $p_{i,1} = 10.296$ W and $p_{i,2} = 10.248$ W ($i = 1, \ldots, 9$). Recall that, for $j = 3$, the AP is switched off and $p_{i,3} = 0$.

1) Coverage area and peak rate computation: We introduced in [9] a benchmark scenario that enables the computation of: i) the peak rate perceived by the UE from the AP as a function of the distance between them and considering two different transmit powers ($\pi_1 = 0.03$ W and $\pi_2 = 0.015$ W); ii) the coverage radius for the first and the second power levels $R_1 = 107.4$ m and $R_2 = 75.8$ m respectively. These radii correspond to a SNR threshold that equals -0.5 dB at the cell boundary. This SNR is the minimum value to be maintained in order to consider that a given user is covered by an AP. It corresponds to a cell edge peak rate that equals 1 Mb/s ($\chi_{\text{threshold}} = 1$ Mb/s) on the downlink.

In what follows, the simulation results for the heuristic and the optimal solutions are plotted as a function of the inter-cell distance ($D$). Particularly, this parameter has a large impact not only on the computational complexity of the algorithm but also on the quality of the solution. For small inter-cell distances, we obtain a dense coverage area, while large inter-cell distances produce sparse coverage area. Table I shows the average number of covering APs per UE as a function of the inter-cell distance. For $D = 80.55$ m we obtain a dense coverage area where the average number of covering APs per UE is 3.4. As $D$ increases, the average number of covering APs per UE decreases to be equal to one when there is no overlap between cells ($D = 2R_1$).

Furthermore, for the optimal results, we run 50 simulation instances and illustrate the 95% CI. We only consider the case where $\alpha = \beta = 0.5$ in (7). Such case balances the tradeoff between minimizing power and delay. Moreover, the normalization factor $\beta$ is calculated in each simulation in such a way to scale the two components of the total network cost [4]. For the heuristic results, we run the heuristic algorithm (Algorithm 1) five times on each of the 50 simulated instances and illustrate the 95% CI. Moreover, the user association problem is a very challenging one. Therefore, in each iteration of the heuristic algorithm, we run the PoCo-UA user association (Algorithm 3) 50 times and select the best $\theta_{\text{heur}}$ that gives the minimal total network delay.
B. Simulation Results
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We plot in Figure 2, the total network power for the heuristic and the optimal solutions and for Po-UA/HPL reference model as a function of the inter-cell distance $D$. Note that the total network power is computed according to (4). In Po-UA/HPL reference model, all APs transmit at the highest power level. This explains why Po-UA/HPL model has the highest total network power for all $D$. Moreover, results show that the heuristic solution outperforms the optimal one for $D$ ranging between 120.8 m to 161.1 m. In addition, for dense networks (i.e., $D \leq 120.8$ m), the heuristic has lower computational complexity whereas the optimal solution cannot be computed. The heuristic provides power savings up to 45% compared with Po-UA/HPL for $D=80.6$ m in a reasonable time. In addition, the heuristic and the optimal solutions show increasing curves for $D \leq 161.1$ m. Then the total network power for these solutions becomes constant and equals the total network power for Po-UA/HPL model for $D \geq 161.1$ m.

a) Power Saving Compared with Po-UA/HPL: To examine the cause of power savings in the heuristic and the optimal solutions compared with Po-UA/HPL model for $D \leq 161.1$ m, we plot Figures 3(a) and 3(b). These figures illustrate the percentage of the AP operation modes. For the heuristic solution, results are provided for $D$ ranging between 80.6 m to 161.1 m. Whereas, for the optimal solution, results are provided for $D$ ranging between 120.8 m to 161.1 m, as the optimal solution has high computational complexity for dense networks (i.e., $D \leq 120.8$ m). We notice that in the heuristic solution, the percentage of switched-off APs and the percentage of APs transmitting at the second power level is greater than that in the optimal solution for $D$ ranging between 120.8 m to 161.1 m. The reason for this is that the proposed heuristic has an aggressive power saving policy; it switches off iteratively the maximum number of possible APs then it reduces iteratively the transmit power level of the remaining possible APs, while associating users to the active APs in such a way to obtain in each iteration the minimum total network power. However, the optimization problem minimizes simultaneously the total network power and the total network delay. This explains why we obtain a solution where the total network power is higher than the heuristic one.

Moreover, for both (heuristic and optimal) solutions, we see that when $D$ increases the percentage of switched off APs decreases, and the percentage of APs transmitting at the second power level increases. Precisely, for small values of $D$ (i.e., 80.6 m), the number of covering APs per UE is relatively high (i.e., 3.4 as shown in Table I); thus, a large number of APs can be switched-off or can transmit at low power level (i.e., 44% of the APs are switched-off as shown in Figure 3(a)). However, when the value of $D$ increases, the number of covering APs per UE decreases and thus the possibility to switch off an AP or to transmit at low power level decreases in order to ensure coverage for all UEs in the network. This explains the increasing curves for the corresponding inter-cell distances in Figure 2. Also, this logic validates why we obtain in these solutions a total network power equals to the one in Po-UA/HPL model for large $D$ (i.e., $D \geq 161.1$ m) in the same figure.
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delay is computed according to (5). As expected, Figure 4 shows that the Po-UA/HPL model has the lowest total network delay followed by the optimal solution and then by the heuristic solution. This is due to the fact that, in Po-UA/HPL model where all APs transmit at the highest power level, all UEs perceive a relatively high SNR which lowers the total network delay. However for the heuristic solution, the number of APs transmitting at low level or switched off is greater than that of the optimal one (as shown in Figure 3) and this causes the total network delay of the heuristic to be higher than the optimal one.

Moreover, we see that the total network delay for the optimal solution and for Po-UA/HPL model have increasing curves. Precisely, for the same UE distribution, when $D$ increases, the SNR of the UE decreases, thus the perceived rate decreases which causes the delay to increase. Whereas, the heuristic solution has a decreasing curve for $D$ between 80.6 m and 161.1 m then it has an increasing one for $D \geq 161.1$ m. Typically, for $D$ between 80.6 m and 161.1 m, the number of APs transmitting at either the highest power level or the second power level increases (as shown in Figure 3(a)) and thereby UEs experience a lower delay.

Note that all the curves tend to converge to the same point. Precisely, for high values of inter-cell distance ($D \geq 161.1$ m), the simulated algorithms converge to a solution where all APs transmit at the highest power level. This corresponds to the only feasible solution of the Power-Delay-Min problem. In this situation, this problem boils down to a user association problem that minimizes the sum of UE delays.

Finally, in order to study the computational complexity of the heuristic algorithm, we depict in Table II the average computation time of the heuristic and the optimal solutions as a function of the inter-cell distance. Results show that the heuristic solution has a low computational time for dense networks. For instance, for $D$ equals 80.6 m, it takes 11.89 sec of computation time, whereas the optimal solution cannot be computed. Moreover, we notice that for $D$ equals 128.08 m, the heuristic algorithm has a negligible computation time compared to the optimal one. Furthermore, the computation time decreases when $D$ increases. In fact, the complexity of executing the heuristic algorithm depends on the number of covering APs per user according to (11). As shown in Table II, when $D$ increases, the number of covering APs per user decreases causing the computation time to decrease.

<table>
<thead>
<tr>
<th>Inter-cell distance [m]</th>
<th>Heuristic solution</th>
<th>Optimal solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>80.6</td>
<td>11.89</td>
<td>N/A</td>
</tr>
<tr>
<td>101.4</td>
<td>9.71</td>
<td>N/A</td>
</tr>
<tr>
<td>120.8</td>
<td>7.18</td>
<td>N/A</td>
</tr>
<tr>
<td>140.3</td>
<td>4.57</td>
<td>1091.90</td>
</tr>
</tbody>
</table>

Table II, when $D$ increases, the number of covering APs per user decreases causing the computation time to decrease.

VII. CONCLUSION

In this paper, we proposed a novel heuristic algorithm for the joint Power-Delay minimization problem in WLANs. Our goal was to come-up with a heuristic that has low computational complexity and provides a satisfactory solution. Simulation results showed that the proposed heuristic gives comparable power savings with respect to an optimal solution. Moreover, for dense scenarios, the optimal solution is intractable whereas the heuristic algorithm provides efficient results that show significant power savings up to 45% compared with legacy networks in a reasonable time. However, for both solutions, the network power is saved at the cost of an increase in network delay. In addition, for sparse scenarios, there is no substantial gain compared with a reference model and thus power saving is superfluous. In future work, we seek to study the joint Power-Delay-Min problem for cellular networks considering 4G technology.
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