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Abstract—Remote sensing images are commonly used to monitor the earth surface evolution. This surveillance can be conducted by detecting changes between images acquired at different times and possibly by different kinds of sensors. A representative case is when an optical image of a given area is available and a new image is acquired in an emergency situation (resulting from a natural disaster for instance) by a radar satellite. In such a case, images with heterogeneous properties have to be compared for change detection. This paper proposes a new approach for similarity measurement between images acquired by heterogeneous sensors. The approach exploits the sensor physical properties and especially the associated measurement noise models and local joint distributions. These properties are inferred through manifold learning. The resulting similarity measure has been successfully applied to detect changes between many kinds of images, including pairs of optical images and pairs of optical-radar images.

Index Terms—Optical images, SAR images, change detection, EM algorithm, mixture models, manifold learning.

I. INTRODUCTION

FOR a long time, airborne or satellite remote sensing imagery has been used to track changes on the Earth surface for applications including urban growth tracking [1], [2], plantation monitoring, and urban database updating [3]. For this purpose, different sensors have been investigated including optical [4], synthetic aperture radars (SAR) [4]–[6] or multi-spectral sensors [4]. Due to the involved wavelengths, optical sensors provide high resolution images. As a consequence, huge databases of optical images are currently available. On the other hand, SAR images can be acquired even at night or under bad weather conditions and thus are more readily available in emergency situations [7]. Consequently, accurate change detectors applying to either homogeneous or heterogeneous sensors are needed for the management of natural disasters such as floods, volcano eruptions or earthquakes [8].

Change detection is the discrimination of two different classes representing change and no change between two images. In this paper we focus on the analysis of multitemporal coregistered remote sensing images. The features handled by change detection methods are generally chosen according to the kind of sensor. As a consequence many different approaches have been developed for optical and SAR images separately. In this paper we propose a new flexible change detection strategy capable of dealing with homogeneous and heterogeneous sensors (with a specific attention to detecting changes between optical and SAR images).

In the case of optical images, many detection methods are based on the difference between intensities or on the difference between spectral bands in the case of multi-spectral images leading to the so-called spectral change vector [9]. The difference image was initially derived pixel-wise [10]–[14]. However a parcel-wise derivation, using local averaging increases robustness with respect to noise, misregistration, miscalibration and other artifacts [15], [16]. Note that the difference image can also be derived in a transformed domain related to the wavelet transform for instance [17], [18]. Some interesting change detection methods adapted to optical images are based on neural networks [19]–[22] and support vector machines [23], [24]. Finally, it is interesting to mention that a survey of many popular change detection methods was made in [25].

In the case of SAR images, many change detection methods are based on the ratio of the image intensities because of the multiplicative nature of the sensor noise [26]–[31]. In this case the difference image is usually computed as the difference between the logarithm of the images, which is referred as the log-ratio. As in the case of optical images, some change detection methods are based on neural networks [32], [33] or on the joint distribution of the two images [34]–[36].
The correlation coefficient is particularly popular for detecting changes between images acquired by homogeneous sensors [37]. In this case, it is assumed that, in the absence of change, the pixel intensities in the two images are linearly correlated. However, this assumption is generally not valid in the case of heterogeneous sensors [7], [37]–[39]. The mutual information allows the dependency between two non-linearly dependent images to be measured. The estimation of the mutual information requires estimating the joint distribution of the pixel intensities, which can be achieved using a joint histogram or methods based on Parzen windows [40]. Unfortunately, the resulting mutual information is strongly dependent on the bins used to generate the histogram [41] or on the Parzen window size [40]. More robust techniques are required to estimate the joint distribution of the images of interest and their mutual information. One alternative is to consider parametric distributions and to estimate their parameters using pixels located within a sliding window. Distributions that have been recently considered in the literature include bivariate gamma distributions for two SAR images [34]. Extensions to heterogeneous sensors, where the statistics of the two marginal distributions are not necessarily the same have also been proposed in [37] and [42].

However, change detection between images acquired by heterogeneous sensors has received much less attention in the literature than the optical/optical or radar/radar cases. One can cite the recent approach developed in [43] which transforms one of the two images in order to obtain characteristics similar to the other image, using the theory of copulas. However, this method requires to learn the appropriate copula using training samples and it is hardly generalizable to situations where more than two images are available.

This paper proposes a new method to estimate the joint distribution of pixel intensities based on a physical model. We assume that we have observed a scene through a set of $D$ images denoted as $I_1, \ldots, I_D$ acquired by $D$ sensors $S_1, \ldots, S_D$. Each sensor has imaged the scene differently, e.g., a given sensor measures different physical properties of the objects involved in the scene and the kind of noise affecting these measures generally differs from one sensor to another. Consider as an example the case of two optical and a SAR image. The SAR sensors are very sensitive to the object edges whereas the colorimetry of a scene is clearly an important property captured by optical sensors. The noise affecting a given area of a homogeneous SAR image is classically supposed to be a multiplicative speckle noise with gamma or Weibull distribution [44]–[46]. Conversely, the noise affecting optical images has been considered as an additive Gaussian noise in many applications [47], [48]. The model considered in this study takes advantage of the relationships between the sensor responses to the objects contained in the observed scene. The physical properties of these objects and the statistical properties of the noise corrupting the images. The proposed model is flexible in the sense that it can be used for images acquired with homogeneous (e.g., two optical or two SAR) or heterogeneous sensors (e.g., one optical and one SAR) and for many kinds of sensors simultaneously. The parameters of this model can be estimated by the popular expectation-maximization (EM) algorithm [49], [50]. A similarity measure between sliding windows contained in the observed images is then derived from this model. This similarity measure is potentially interesting for many image processing applications. Our paper focuses on its application to detect changes between optical and SAR images. However, the proposed statistical model can be applied to any kind of images acquired in single or multiple channels. Moreover, the similarity measure associated with this model can be interesting for many other applications including image registration and image indexing.

The paper is structured as follows. Section II introduces the new statistical model used to describe the pixel intensity distribution of a set of images acquired with either homogeneous or heterogeneous sensors. A method for generating synthetic images based on such model is also presented. Section III begins with a description of classical similarity measures and an analysis of their weaknesses. A new flexible similarity measure based on the model investigated in the previous section is finally defined. Change detection results obtained with this similarity measure for various synthetic and real images are presented in Section IV. Conclusions, possible improvements and future work are reported in Section V.

II. A NEW STATISTICAL MODEL FOR IMAGE ANALYSIS

This section introduces a flexible statistical model for the pixel intensities associated with several images acquired by different sensors. To achieve this, the marginal statistical properties of the pixel intensities contained in a homogeneous area are reviewed in Section II-A. Section II-B defines the joint distribution of a group of pixels belonging to a homogeneous area contained into the analysis window. An extension to pixels belonging to a non-homogeneous area is introduced in Section II-C.

A. Statistical Properties of Homogeneous Areas

A homogeneous area of an image is a region of the image where the pixels have the same physical properties (denoted as $P$). Since the measurements of any sensor $S$ are corrupted by noise, we propose the following statistical model for the image intensity $I_S$ associated with the sensor $S$

$$I_S|P = f_S(T_S(P), v_S)$$

where

- $P$ is used for the set of physical properties characterizing the homogeneous area

- $T_S(P)$ is a deterministic function of $P$ explaining how an ideal noiseless sensor $S$ would capture these physical properties $P$ to form an intensity

- $v_S$ is a random variable representing the sensor noise (which only depends on $S$).

- $f_S(\cdot, \cdot)$ describes how the sensor noise interacts with the ideal sensor measurement (which only depends on the kind of sensor $S$)

Model (1) indicates that $I_S$ is a random variable whose distribution depends on the noise distribution but also on $T_S(P)$. 
In order to clarify this point, the examples of SAR and optical images are considered in what follows.

For SAR images, it is widely accepted that the pixel intensity $I_{\text{SAR}}$ in a homogeneous area is distributed according to a gamma distribution [44]–[46], and that the so-called speckle noise is multiplicative. Thus, for this example the model (1) reduces to

$$I_{\text{SAR}}|P = T_{\text{SAR}}(P) v_{\text{SAR}}$$

where $T_{\text{SAR}}$ is the functional transforming the physical properties of the scene $P$ to the noiseless radar intensity and $v_{\text{SAR}}$ is a multiplicative speckle noise with gamma distribution, i.e., $v_{\text{SAR}} \sim \Gamma(L, L^{-1})$, where $L$ is the so-called number of looks of the SAR sensor. Using standard results on gamma distributions, we obtain

$$I_{\text{SAR}}|P \sim \Gamma\left[ L, \frac{T_{\text{SAR}}(P)}{L} \right]. \quad (2)$$

For optical images, we can consider that the pixel intensity $I_{\text{Opt}}$ is affected by an additive Gaussian noise [47] leading to

$$I_{\text{Opt}}|P = T_{\text{Opt}}(P) + v_{\text{Opt}}$$

where $T_{\text{Opt}}$ is the optical equivalent of $T_{\text{SAR}}$ (i.e., the functional indicating the true color of the object with physical properties $P$) and the random variable $v_{\text{Opt}}$ is an additive Gaussian noise with constant variance $\sigma^2$, i.e., $v_{\text{Opt}} \sim \mathcal{N}(0, \sigma^2)$. These assumptions lead to

$$I_{\text{Opt}}|P \sim \mathcal{N}\left[T_{\text{Opt}}(P), \sigma^2\right]. \quad (3)$$

Taking the optical grayscale sensor as an example, we have

$$T_{\text{Opt}}(P) = \frac{R + G + B}{3} \quad (4)$$

where $R$, $G$ and $B$ are the red, green and blue components respectively of the noiseless color image, which can be easily derived from the material reflectivity (contained in $P$) and the spectral response of each color filter in the sensor.

The notations $\Gamma_F(I_{\text{SAR}})$ and $\mathcal{N}_F(I_{\text{Opt}})$ will be used in this paper to denote the probability density functions (pdfs) of $I_{\text{SAR}}|P$ and $I_{\text{Opt}}|P$.

### B. Distribution for Multiple Sensors in a Homogeneous Area

Assume that we have observed $D$ images acquired by $D$ different and independent sensors. It makes sense to assume that the $D$ random variables $v_1, \ldots, v_D$ (defining the random vector $v = (v_1, \ldots, v_D)^T$) associated with the sensor noises are independent. Since the image intensity $I_d|P$ only depends on $v_d$ for any $d = 1, \ldots, D$, the joint distribution of the image intensities is

$$p(I_1, \ldots, I_D|P) = \prod_{d=1}^D p(I_d|P). \quad (5)$$

For example, in the (interesting) particular case where one radar and one optical image are observed, one obtains

$$p(I_{\text{SAR}}, I_{\text{Opt}}|P) = \Gamma_F(I_{\text{SAR}}) \mathcal{N}_F(I_{\text{Opt}}).$$

### C. Distribution for Multiple Sensors in a Sliding Window

A classical way of handling the change detection problem for a set of $D$ images is to analyze these images using sliding windows and to define a change indicator for each window [38]. In this case, we are particularly interested in the statistical properties of the pixel intensities within a sliding window. Denote as $p(I_1, \ldots, I_D|W)$ the joint pdf of the pixel intensities within a sliding window $W$. To obtain this pdf, we assume that the region of interest (located inside the sliding window) is composed of a finite number $K$ of homogeneous areas with different physical properties $P_1, \ldots, P_K$. In this case, it makes sense to assume that the physical properties of the region of interest can be described by a discrete random variable with distribution

$$p(P|W) = \sum_{k=1}^K w_k \delta(P - P_k) \quad (6)$$

where $w_k$ is the weight or probability of $P_k$ which represents the relative area of $W$ covered by $P_k$. Using (5) and the total probability theorem, the joint distribution of the pixel intensity can be expressed as

$$p(I_1, \ldots, I_D|W) = \sum_{k=1}^K w_k p(I_1, \ldots, I_D|P_k) = \sum_{k=1}^K w_k \prod_{d=1}^D p(I_d|P_k). \quad (7)$$

In the particular case of two SAR and optical images, we obtain

$$p(I_{\text{SAR}}, I_{\text{Opt}}|W) = \sum_{k=1}^K w_k \Gamma_F(I_{\text{SAR}}) \mathcal{N}_F(I_{\text{Opt}}). \quad (8)$$

The expressions (7) and (8) show that the joint distribution of the pixel intensities within a given sliding window $W$ is a mixture of distributions. Moreover, according to (5), each component of this mixture is the product of densities associated with independent random variables. Some remarks are appropriate here:

**Remark 1:** In the case of multispectral images, each spectral band can be considered as a separate image. If we assume that the noises affecting each band are independent Gaussian random variables, equations (3) and (5) are satisfied. In this case, the noise vector associated with the multispectral image is distributed according to a multivariate normal distribution with a diagonal covariance matrix.

**Remark 2:** The way we have decomposed the observed images into sliding windows deserves some comment. First, the change detection strategy considered in this paper relies on the properties of sliding windows containing different objects. The proposed similarity measure and the corresponding change detection rule are related to the entire sliding window and not to a specific pixel of this window (such as its centroid for instance). Thus, considering too many overlapping windows (e.g., with many common pixels) is not useful. Indeed, when two windows are very similar, the estimated pdf are mostly the same (with some slight
changes in the weights, or with the creation/removal of small weighted mixture components) which reduces diversity. Moreover, the computational complexity of the change detection is directly related to the number of windows associated with the images to be analyzed. In our implementations, we have analyzed the images of interest using sliding windows of size \(N \times N\) with \(N\) even and 50% overlap between two consecutive windows, so that the window \((i, j)\) corresponds to the pixels \([\frac{i}{2}(i-1) + 1, \frac{i}{2}(i+1)] \times [\frac{j}{2}(j-1) + 1, \frac{j}{2}(j+1)]\) on the image. Within a given window, some objects can change when the others do not change. Each pixel in the sliding window has a pdf defined by (7) and all the pixels belonging to a given window are statistically independent conditionally to the set of properties \(P_1, \ldots, P_K\).

D. Synthetic Images

This section summarizes the different steps that have been considered to generate synthetic images for understanding and evaluating the performance of the proposed change detection algorithms. From the model introduced in (1), a synthetic image can be generated from the knowledge of

- The distribution of the noise \(v_S\),
- The transformation \(T_S(\cdot)\),
- The function \(f_S(\cdot, \cdot)\),
- An image representing the values of \(P\).

For most sensors (particularly for optical and SAR sensors), the distribution of \(v_S\) as well as the function \(f_S(\cdot, \cdot)\) are known, while the transformation \(T_S(P)\) is unknown and depends on the chosen representation of \(P\). In this paper, we propose to generate a synthetic image \(P\) and to transform it using a known transformation \(T_S(P)\). Looking at real images such as those depicted in Fig. 1, we can see that they are composed of different patches with homogeneous properties. Considering this, we have generated a synthetic image \(P\) by defining different regions in the image and have assigned them a random value of \(P\). To define the different regions, random points are distributed within a rectangular area. These points will represent the nodes of the polygons delimiting each region. The edges of these polygons are obtained through a Delaunay triangulation [51]. The prior distribution of \(P\) within each polygon being unknown, we have drawn the values of \(P\) according to a uniform distribution in the set \([0, 1]\). A typical example of image obtained with this approach is depicted in Fig. 2(a).

The second point required for the generation of synthetic images is the definition of the transformation \(T_S\) for each sensor. For instance, consider grayscale optical and SAR sensors. For the optical sensor, \(T_{Opt}(P)\) can be defined as \(T_{Opt}(P) = \frac{B + G + R}{3}\) as in (4). In order to test our algorithm, we have defined a SAR response \(T_{SAR}(\cdot)\) which is not linearly correlated with \(T_{Opt}(\cdot)\) given by

\[
T_{SAR}(P) = T_{Opt}(P) \left[ 1 - T_{Opt}(P) \right].
\]

The final images are obtained by corrupting \(T_{Opt}(P)\) and \(T_{SAR}(P)\) by additive and multiplicative noise as in (2) and (3). Examples of images simulated with this method are displayed in Figs. 2(b) and 2(c). To generate synthetic changes corresponding to different areas of the images, different values of \(P\) have been chosen for the two sensors. This strategy can also be used to generate images with some regions affected by changes and some other regions not affected by any change.

E. Model Parameter Estimation

Different approaches have been widely used in the literature to estimate the parameters of a mixture distribution such as (7) or (8). Even if the method of moments has received some interest for this estimation problem [52], the EM algorithm has become a reference for mixture models [53], [54]. The EM algorithm is known to converge to a local maximum of the likelihood function [49]. When applied to the joint distribution (7), the algorithm iteratively optimizes the following \(Q\) function defined as an expectation (E-step)

\[
Q(\theta | \theta^{(i)}) = E_{\theta^{(i)}}[\log p(I, K | \theta)]
\]

where

- \(I = [I_1, \ldots, I_N]\) represents the observed data, \(N\) is the number of pixels in the window \(W\), and \(I_n = [I_{S1}, \ldots, I_{S_D}]\) (with \(n = 1, \ldots, N\)) contains the intensities for the \(n\)-th pixel produced by the different sensors,
- \(\theta = [\theta_1, \ldots, \theta_K]\) is the set of parameters defining the mixture, where \(\theta_k = [\omega_k, \theta_{k1}, \ldots, \theta_{kD}]\) with \(k = 1, \ldots, K\) contains the parameters related to the \(k\)-th object (or equivalently, the \(k\)-th mixture component)
  - \(\omega_k\) is the proportion of \(P_k\) in the window \(W\),
  - \(\theta_{kd}\) is the set of parameters for the sensor \(S_d\) that defines the distribution resulting from the physics of the component \(P_k\),
- \(\theta^{(i)}\) is the value of the parameter \(\theta\) on the \(i\)-th iteration of the algorithm.
where \( \pi \) is the unobserved map of labels indicating that pixel \( I_n \) results from the observation of the \( k \)-th component \( P_k \).

At each iteration the optimization (M-step) is performed
\[
\theta^{(i+1)} = \arg \max_{\theta} Q(\theta | \theta^{(i)}).
\]

It can be easily proven that optimizing \( Q(\theta | \theta^{(i)}) \) with respect to (wrt) \( \theta \) is equivalent to optimizing \( \log p(I|\theta) \) wrt \( \theta \) [53].

Throughout this paper, we consider the standard assumption according to which the samples \( [I_1, k_1], \ldots, [I_N, k_N] \) are independent (independence of the pixels in the observation window) leading to
\[
\log p(I, K|\theta) = \sum_{n=1}^{N} \log p(I_n, k_n|\theta).
\]

Thus, using the linearity of the expectation, (10) can be rewritten as
\[
Q(\theta | \theta^{(i)}) = E_{K|I, \theta^{(i)}} \left[ \sum_{n=1}^{N} \log p(I_n, k_n|\theta) \right]
= \sum_{n=1}^{N} E_{k_n|I_n, \theta^{(i)}} \left[ \log p(I_n, k_n|\theta) \right].
\]

Since \( k_n \) is a discrete variable, its expected value can be written as a summation, i.e., for any function \( g(\cdot) \), we have
\[
E_{k_n|I_n, \theta^{(i)}} \left[ g(k_n) \right] = \sum_{k=1}^{K} \sum_{n=1}^{N} \frac{p(k_n = k | I_n, \theta^{(i)})}{p(I_n|\theta^{(i)})} g(k_n = k)
= \sum_{k=1}^{K} \sum_{n=1}^{N} \frac{p(I_n, k_n = k | \theta^{(i)})}{p(I_n|\theta^{(i)})} g(k_n = k)
= \sum_{k=1}^{K} \pi_n^{(i)} f(k_n = k)
\]

where \( \pi_n^{(i)} = \frac{p(I_n, k_n = k | \theta^{(i)})}{p(I_n|\theta^{(i)})} \) is constant for a given value of \( (i,n,k) \).

Replacing (12) in (11), \( Q \) can be expressed as
\[
Q(\theta | \theta^{(i)}) = \sum_{n=1}^{N} \sum_{k=1}^{K} \pi_n^{(i)} \log p(I_n, k_n = k | \theta)
= \sum_{n=1}^{N} \sum_{k=1}^{K} \pi_n^{(i)} \log [w_k p(I_n|k_n = k, \theta)]
= \sum_{n=1}^{N} \sum_{k=1}^{K} \pi_n^{(i)} \log w_k
+ \sum_{n=1}^{N} \sum_{k=1}^{K} \pi_n^{(i)} \log p(I_n|\theta_k).
\]

It should be noted that \( p(I_n|\theta_k) = p(I_n|k_n = k, \theta) \) is the probability that the observed pixel intensities \( I_n \) are produced by an object with physical properties \( P_k \). Thus, \( p(I_n|\theta_k) \) can be replaced by the result obtained in (5) leading to
\[
Q(\theta | \theta^{(i)}) = \sum_{n=1}^{N} \sum_{k=1}^{K} \pi_n^{(i)} \log w_k
+ \sum_{n=1}^{N} \sum_{k=1}^{D} \sum_{d=1}^{D} \pi_n^{(i)} \log p(I_{n,d}|\theta_{k,d}).
\]

This result shows that \( Q \) can be written as the summation of negative terms, where each term depends on the different components \( \theta_{k,d} \) of \( \theta \). This implies that each term can be maximized independently w.r.t. \( \theta_{k,d} \). Moreover, maximizing \( Q \) w.r.t. \( w_k \) yields
\[
w_k^{(i+1)} = \frac{1}{N} \sum_{n=1}^{N} \pi_n^{(i)}
\]
while maximizing \( Q \) w.r.t. \( \theta_{k,d} \) leads to
\[
\theta_{k,d}^{(i+1)} = \arg \max_{\theta_{k,d}} \sum_{n=1}^{N} \pi_n^{(i)} \log p(I_{n,d}|\theta_{k,d})
\]
which is the weighted maximum likelihood estimator (MLE) of the pdfs associated with the sensors \( S_d \) for \( d = 1, \ldots, D \). Note that the optimization problem (14) has been solved for most well known distributions [55]. Note also that estimating the parameters of the proposed model for a given set of heterogeneous sensors reduces to determining the parameter MLEs for each sensor independently. However, the number of components in the mixture should also be estimated, which should correspond to the number of objects present in the window \( W \). The algorithm introduced in [56] can be used for this estimation. This algorithm starts with an upper bound of the number of components, and gradually removes the components that do not describe enough samples.

III. SIMILARITY MEASURES

A. Analysis of Classical Similarity Measures

This section uses the statistical model introduced in Section II-C to analyze the behavior of the correlation coefficient and the mutual information as change indicators. Figs. 3(a) and 3(b) display examples of optical images associated with an unchanged area. Three kinds of objects can be clearly seen in these two images: a red roof, grass, and parts of trees. According to the proposed model, the joint distribution of these images should be a mixture of three
Gaussian components. Fig. 3(c) shows the estimated joint distribution of the two images. This distribution has been estimated using a histogram, which was computed using an appropriate number of bins obtained by cross validation. The centroids of the clusters contained in Fig. 3(c) are close to a straight line defined by $\mu_S = \mu_1 + \mu_2$. The parameters $\mu_1$ and $\mu_2$ account for contrast and brightness differences as explained in [57]. This result is easy to understand since the two images have been acquired by the same kind of sensor.

Figs. 4(a) and 4(b) show a pair of optical images corresponding to a changed area. The first image is quite homogeneous and is mainly composed of grass. A new road takes most of the central portion of the second image. The first image can be thought as having the same object distribution as the second one, where some of the objects have different physical properties $P$ on each of the two images. Since two different objects are present in the second image, the joint distribution of the two images is expected to have two components, where the parameters of the first dimension are the same for both components (since this first dimension corresponds to the same object, i.e., the grass). This result can be clearly seen in Fig. 4(c). It should also be noted that since there is a changed area between the two images, the two components are aligned in a horizontal (or vertical) line (as for the unchanged area of 3). Note finally that the mutual information and the correlation coefficient are good similarity measures to detect changes corresponding to these situations.

However, the mutual information and the correlation coefficient are not always good similarity measures. For instance, these measures provide similar results when only one object is contained within the window (as would often happen when using small windows, or when using high resolution images), independently of the presence of a change or not. An example of this situation is illustrated in Figs. 5 and 6. Figure 5 shows two windows in the presence of a change, where the corresponding joint distribution (estimated using a 2D histogram with $50 \times 50$ bins in the normalized range $[0, 1] \times [0, 1]$) shows two independent variables. This independence may indicate a change between the two images. Fig. 6 shows two windows of an unchanged area in two different times, however its joint distribution (also estimated with $50 \times 50$ bins in the normalized range $[0, 1] \times [0, 1]$) also shows two independent variables, and thus, change detectors based on statistical independence would lead to a wrong result. Applying the model (7) to these situations, $P$ will be constant in each window: in one situation both images will share the same value of $P$, and in the other situation the new value of $P$ denoted as $P_{new}$ will be different from the old value of $P$ denoted as $P_{old}$. However, in both cases, the joint distribution consists of only one cluster. In these cases the mutual information, the correlation coefficient, or any dependency measure are clearly bad similarity measures.

Another situation where measures based on the dependency of two random variables fail to detect changes is presented in Fig. 7. This situation corresponds to an optical sensor defined by $T_{opt}(P)$ and another sensor defined by $T_S(P) = T_{opt}(P)[1 - T_{opt}(P)]$. As it can be seen in Fig. 7(c), the values of the intensities for the left and right sides of the optical image are quite different (close to 0.25 and to 0.75 respectively). However, because of the transformation $T_S$, the transformed values $T_S(P)$ for the sensor $S$ are both similar, making $T_S$ homogeneous. The resulting joint distribution between the two images consists of two clusters aligned in a horizontal (or vertical) line, as shown in Fig. 7(c). In this situation, the correlation coefficient and the mutual information are not appropriate to detect the absence of change between the two images.
Fig. 8. The improved goodness of fit obtained with the mixture pdf (a) does not reflect any improvement in the change detection performance (b) when compared to the use of the mutual information as a similarity measure.

Another factor to consider is that whenever we compute a similarity measure, we discard some information considered as irrelevant and we keep some information considered as relevant. These irrelevant and relevant quantities are summarized into a single quantity, namely the similarity measure. When considering the mutual information or the correlation coefficient, we arbitrarily decide that the relevant information is contained solely in the dependency of the two random variables. This property yields a limit on the performance that can be obtained using this similarity measure. Even when the joint distribution estimation is improved, the resulting change detection performance is not necessarily improved when using the mutual information as a similarity measure.

To measure the estimation improvement, a 2D generalization of the Kolmogorov-Smirnov (KS) goodness of fit test [58] was used. This test measures whether a sample population has been produced by a given distribution or not. The hypothesis $H_0$ indicating that the sample population was produced by the same distribution is accepted whenever the p-value is less than the significance level $\alpha$. Fig. 8(a) shows that when using a mixture to estimate the joint distribution, the resulting goodness of fit is improved with respect to that obtained with a histogram. However, the receiver operating characteristic (ROC) curves [59] in Fig. 8(b) show that the performance obtained when using the mutual information to detect changes is not necessarily improved, motivating the definition of a new similarity measure.

B. Manifold Estimation

We propose to define a vector $v_P$ gathering all the transformations $T_{S_d}(P)$ for $d = 1, \ldots, D$, i.e.,

$$v_P = [T_{S_1}(P), \ldots, T_{S_D}(P)]$$

which is a parametric function of $P$ defining a manifold in $\mathbb{R}^m$, where $m$ is the dimension of the vector $v_P$. Note that $m$ can be different from $D$ since any sensor can provide several measurements, e.g., a typical optical camera produces 3 measurements for each pixel. The vector $v_P$ defines a manifold characterizing the relationships between the sensors involved. For instance, for a color optical sensor $S_1$ such that $T_{S_1}(P) = [R, G, B]$, and another optical sensor $S_2$ differing only by its brightness and contrast such that $T_{S_2}(P) = \lambda_1 T_{S_1}(P) + \lambda_2$ [57], the vector $v_P$ is defined as

$$v_P = [T_{S_1}(P), T_{S_2}(P)]$$

$$= [R, G, B, \lambda_1 R + \lambda_2, \lambda_1 G + \lambda_2, \lambda_1 B + \lambda_2]$$

Note that a more complex vector $v_P$ could be defined if we consider other factors such as sensor saturations. This section studies a method to estimate such manifold defined by $v_P$.

Since the transformations $T_{S_d}$ for $d = 1, \ldots, D$ are a priori unknown, the proposed method estimates the manifold defined by $v_P$ from training data, considering $P$ as a hidden variable. The general idea is to divide the training area in different windows, to estimate $v_P$ for any window (each window corresponds to several values of $P$) and finally, to estimate $T_{S_1}(P)$, $T_{S_2}(P)$, etc.
the manifold described by $v_P$ based on these estimates. This estimation procedure illustrated in Figure 9 is detailed more precisely in what follows.

For any sliding window $W$, we can estimate the parameters of the joint distribution (7) using the method described in Section II-E. This estimation produces a vector $\hat{\theta}$ for each component of the mixture model (7). For instance, for a grayscale optical image and a SAR image, $\hat{\theta} = [\hat{\mu}, \hat{\sigma}, \hat{k}, \hat{\alpha}]$ where $\hat{\mu}$ and $\hat{\sigma}$ are the mean and variance of the normal distribution associated with the optical sensor as in (3), and $\hat{k}$ and $\hat{\alpha}$ are the shape and scale parameters of the gamma distribution associated with the SAR sensor as described in (2). As explained by (1), the parameters contained in $\theta$ are tightly related to $T_{\text{Opt}}(P)$, so that $T_{\text{SAR}}(P)$ can be estimated from $\hat{\theta}$. For instance, consider the case of two optical and SAR images. Using (2) and (3), we obtain $\hat{T}_{\text{SAR}}(P) = \hat{k}\hat{\alpha}$ and $\hat{T}_{\text{Opt}}(P) = \hat{\mu}$. From the parameter vector $\hat{\theta}_k$ associated with the $k$-th component of the mixture distribution, we obtain an estimation $\hat{v}_P = \left[\hat{T}_{\text{Opt}}(P), \hat{T}_{\text{SAR}}(P)\right]$ of a point belonging to the manifold. In the particular case of a pair of optical and SAR images, the parameter vector is $\theta = [\mu, \sigma, k, \alpha]$. From (2) and (3) we have $\hat{T}_{\text{Opt}} = \mu$ and $\hat{T}_{\text{SAR}} = k\alpha$. Thus, the manifold is defined by $v = [\mu, k\alpha]$ so that we can estimate it as $\hat{v} = [\hat{\mu}, \hat{k}\hat{\alpha}]$. As illustrated in Fig. 9, repeating this process for several windows provides samples that can be used to estimate the manifold associated with $v_P$.

The following remark is appropriate: the weight $w_k$ is related to the number of pixels associated with the $k$-th component of the mixture. Thus, the estimations $\hat{v}_P$ resulting from components with low weights have a higher variance and thus impact negatively the manifold estimation. To prevent this, we estimated the manifold from the samples $\hat{v}(P_k)$ associated with the weights $w_k$ above the 90th percentile. The difference between the manifold estimates obtained using all vectors $\hat{v}_P$ and the vectors associated with the largest weights can be observed in Figs. 10(a) and 10(c). Discarding the estimations $\hat{v}_P$ corresponding to the smallest weights introduces some robustness in the manifold estimation hence a better estimation performance.

C. A New Similarity Measure for Change Detection

In this paper, we want to define a similarity measure between different (possibly heterogeneous) images for change detection. This similarity measure is defined using an estimator of the probability density function (pdf) of $\hat{v}_P$. This pdf can be estimated by several methods based on multidimensional histograms, Parzen windows, or mixture distributions. In this paper we have approximated the pdf of $\hat{v}_P$ by a mixture of multivariate normal pdfs constructed by the samples $\hat{v}_P$ yielding $\hat{p}(\hat{v}_P)$. Fig. 10 shows typical examples of estimations obtained for synthetic images corresponding to

$$v_P = \left[T_{\text{Opt}}(P), T_{\text{SAR}}(P)\right]$$

with $T_{\text{SAR}}(P) = T_{\text{Opt}}(P)[1 - T_{\text{Opt}}(P)]$. The approximated mixtures (black curves) are clearly in good agreement with the actual pdfs (red curves).

D. New Change Detection Strategy

In order to build a new change detection strategy, we assume that two training images associated with an unchanged area are available. These images are used to estimate vectors $\hat{v}_P$ associated with the “no change” manifold. The corresponding pdf $\hat{p}(\hat{v}_P)$ (where $T$ stands for “Training”) can then be estimated using the procedure presented in the previous section. We assume that the absence of change for the two kinds of images (for instance, an optical image and a SAR image) is characterized by the distribution of the vectors $v_P$.

The change detection problem classically consists of detecting the absence and presence of changes into two test images. We propose to divide the two images into square estimation windows of size $p \times p$ [34], [38]. For any estimation window $W$ containing $p^2$ pixels, we consider the following binary hypothesis testing problem

$$H_0 : \text{Absence of change}$$
$$H_1 : \text{Presence of change}$$

A vector $v_{W,k}$ (for $k = 1, \ldots, K$) is introduced to characterize the manifold associated with the $k$-th object within the estimation window $W$ of the two test images. The procedure described in the previous section can then be used to estimate $v_{W,k}$, obtaining as many vectors as components in the mixture distribution. Fig. 11 shows examples of estimates obtained with different test windows in the case of synthetic optical and SAR images, in the absence (Fig. 11(a)) and presence (Fig. 11(b)) of changes. Note that the synthetic images were generated with the method described in Section II-D, using the same $P$ image for the “no change” test images, and using different $P$ images for the “change” images. We can observe that the distances between the estimates $v_{W,k}$ and $v_P$ are clearly smaller for the windows associated with the “no change” test images, as expected. Based on these observations, we introduce the following similarity measure for a sliding
window $W$

$$
\delta_W = \sum_{k=1}^{K} \tilde{w}_k \hat{f}_T(\tilde{v}_{W,k})
$$

(17)

where $\tilde{w}_k$ is the weight associated with the $k$-th object within $W$. This definition leads to the following change detection strategy

$$
\log (\delta_W) \geq \frac{H_0}{H_1}
$$

(18)

where $\tau$ is a threshold related to the probability of false alarm PFA and the probability of detection PD of the change detector.

Note that the structure of the manifold defined by the vector $v_P$ is directly related to the image modalities that are under consideration. However, the manifold learning defined in Section III-B and the change detection strategy defined by (17) and (18) can be applied to any sequence of images and do not depend on the kind of sensors involved (optical, radar, etc.). In particular, the proposed change detection methodology can be used for homogeneous as well as for heterogeneous datasets, as shown in the next section.

IV. SIMULATION RESULTS

This section studies the relevance of the model introduced in Section II-C and the performance of the change detector defined in Section III-D to detect changes between synthetic and real images. The change detection results are compared with those obtained with different classical methods, namely, mean pixel difference, mean pixel ratio, correlation coefficient and mutual information. The first two reference change detection methods were provided by the ORFEO Toolbox [60]. The change detection results are compared with those obtained with classical methods and with the method of [43] based on conditional copulas. Note that the method presented in [43] is one of the more recent change detection methods that can be applied to both homogeneous and heterogeneous images.

A. Synthetic Images

The images shown in Fig. 12 were created by generating a synthetic scene $P$ composed of triangular patches representing the different objects contained in the image, following the steps described in Section II-D. This synthetic scene was corrupted by additive Gaussian noise with SNR $= 30$ dB to form the optical image. To generate the SAR image, a known transformation was applied to the scene $P$ which was corrupted by multiplicative gamma noise (with shape parameter equal to $L = 5$). More precisely, the following transformation

$$
\mathbf{v}_P = \left[ T_{\text{Opt}}(P), T_{\text{SAR}}(P) \right]
$$

(19)

with $T_{\text{SAR}}(P) = T_{\text{Opt}}(P) \left[ 1 - T_{\text{Opt}}(P) \right]$ was used for experiments conducted on synthetic data.

The images displayed in Fig. 13 compare the proposed estimated change detection map with those obtained using the correlation coefficient, the mutual information, the mean pixel difference and the mean pixel ratio. These results were obtained using window sizes optimized by cross validation to produce the best performance for each method. More precisely, following Remark 2, we obtained window sizes of $20 \times 20$ pixels for the proposed method, $50 \times 50$ pixels for the correlation coefficient and the mutual information, and $21 \times 21$ pixels for the mean pixel difference and mean pixel ratio. Note that the difference in the window sizes is due to the inefficiency of the correlation coefficient and the mutual information for small homogeneous windows (as described in Section III-A and observed in Fig. 6), thus requiring bigger (and thus more likely heterogeneous) windows. The mutual information was computed by integrating numerically the joint distribution derived in Section II-C.
Fig. 14. ROC curves for synthetic images (a) for different methods, (b) for the proposed method with different SNRs.

Fig. 15. Histograms of the similarity measure $\log(\delta_W)$ for $\hat{K}^* = \hat{K}$ and $\hat{K}^* = \hat{K} + 1$. The blue and red bins correspond to the changed and unchanged areas, respectively. (a) Histogram of $\log(\delta_W)$ for $\hat{K}^* = \hat{K}$ (no overestimation). (b) Histogram of $\log(\delta_W)$ for $\hat{K}^* = \hat{K} + 1$.

Fig. 16. Performance of the change detector for different values of $\hat{K}^*$.

Fig. 17. Two optical images for the same area in the south of Toulouse at two time instants (a) and (b), and the corresponding change mask (c). Associated with small values of $\hat{u}_k$. However, (17) shows that the terms associated with small values of $\hat{u}_k$ have small impact on the final value of the test statistics $\delta_W$, mitigating the overestimation effects. To analyze this behavior, we have conducted simulations by running the EM algorithm with an overestimated number of components $\hat{K}^* = \hat{K} + i$, for $i = 1, \ldots, 4$. The corresponding ROC curves are displayed in Fig. 16, where it can be observed that the detector is characterized by a small performance drop when the overestimation is not too important. This result is also illustrated in Fig. 15 showing that the distributions of $\delta_W$ are close for $\hat{K}^* = \hat{K}$ and $\hat{K}^* = \hat{K} + 1$ under both hypotheses (“change” and “no change”).

B. Pair of Real Optical Images

Fig. 17 shows two optical images corresponding to an area located in the south of Toulouse (France) acquired at two different time instants (December 31, 2006 and June 2, 2012) and the corresponding change mask. Both images were scaled and co-registered, resulting in a pixel resolution of 0.66m for both images. The change mask was provided by a photo interpreter. The observed changes between the two images are mainly due to the construction of a new road and some of new buildings. Note that even if the two sensors are optical sensors, they have different brightness, contrast and saturation.

Fig. 18 shows the detection maps obtained with the proposed method, the correlation coefficient, the mutual information, the conditional copulas\(^1\) [43], the mean pixel associated with small values of $\hat{u}_k$.

\(^1\)The authors would like to thank Grégoire Mercier for providing the results obtained with the conditional copulas.
difference and the mean pixel ratio. These results were obtained with moving windows of 10 × 10 pixels for the proposed method, 20 × 20 for the correlation coefficient and the mutual information and 21 × 21 pixels for the remaining methods. Fig. 19 shows the corresponding ROCs computed using the ground truth of Fig. 17(c). Since the pixel intensities in the two optical images have linear dependencies, the correlation coefficient method performance is quite good, as expected. Since the dataset consists of two optical images the mean pixel difference is expected to outperform the mean pixel ratio (which is more adequate to detect changes on SAR images). However, an important performance loss can be observed in both pixel-wise approaches. Table II shows the probabilities of false alarm obtained with the different methods. Again, the proposed method outperforms existing techniques.

### TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>PFA = PND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>14.60%</td>
</tr>
<tr>
<td>Conditional Copulas</td>
<td>46.45%</td>
</tr>
<tr>
<td>Correlation Coefficient</td>
<td>18.39%</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>23.07%</td>
</tr>
<tr>
<td>Mean Pixel Difference</td>
<td>26.90%</td>
</tr>
<tr>
<td>Mean Pixel Ratio</td>
<td>31.87%</td>
</tr>
</tbody>
</table>

### C. Heterogeneous Optical and SAR Images

Fig. 20 shows an optical and a SAR image acquired before and during a flooding in Gloucester (UK) and the corresponding change mask. The SAR image was obtained by the TerraSAR-X satellite with HH polarization in 2007. Both images were scaled and co-registered, resulting in a pixel resolution of 7.27m for both images. The change mask was provided by a photo interpreter.

The sizes of the moving windows used for these experiments were 10 × 10 pixels for the proposed method, the correlation coefficient and the mutual information, 21 × 21 pixels for the mean pixel difference and the mean pixel ratio,
9 \times 9 pixels for the conditional copulas. Fig. 21 shows the change detection maps obtained for the different methods, while the corresponding probabilities of false alarm are reported in Table III. As expected, the mutual information performance remains unchanged while the correlation coefficient is heavily affected by the multimodality of the dataset. The particularly good performance of the mean pixel ratio method is a consequence of the particular nature of the changes present in this dataset, where water is captured by the radar sensor as an homogeneous dark surface.

V. CONCLUSION

The first part of this paper introduced a new statistical model to describe the distribution of any number of joint images independently of the kind of sensors used to obtain these images. The proposed model was based on a mixture of multi-dimensional distributions whose parameters can be estimated by the expectation-maximization algorithm. This mixture of distributions can be used to determine standard similarity measures such as the mutual information and is thus interesting for many potential applications. The second part of this article introduced a new change detection strategy based on a test statistics estimated from training images without changes. This strategy was compared to classical methods for synthetic and real data showing encouraging results. This paper mainly concentrated on the detection of changes between optical and synthetic aperture radar images. However, the proposed model could be interesting for many other applications such as image segmentation [61], [62], image registration [34], [63], database updating [64], image indexing or image classification. Moreover, when the dataset consists mostly of unchanged areas, the whole image can be used for the manifold estimation since the influence of the changed areas are negligible. In this case the proposed strategy can be used to build a completely unsupervised change detector. These applications would deserve to be studied in future work.
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