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Abstract

This paper describes a work realized for On-Body antennas characterization: the 3D deterministic modeling of a measured antenna disturbed by a dielectric circular cylinder of finite length. This prediction model is based on the ray-tracing technique for the electromagnetic wave paths search and the Uniform Theory of Diffraction (UTD) for the modeling of the electromagnetic waves interactions with the cylinder. After a detailed description, the model is validated in 3D with measurements made for an antenna disturbed by a cylindrical phantom [1]. Indeed, the presented model gives results very close to these measurements. These first validations allow the presented model to be implemented into more complex WBAN (Wireless Body Area Networks) propagation models.
1 Introduction

This paper is related to WBAN (Wireless Body Area Networks) propagation modeling [2] [3]. It is focused on investigating and modeling the interaction of the antenna with the body, according to its orientation and proximity. One possibility is the deterministic WBAN channel modeling using UTD (Uniform Theory of Diffraction). UTD allows the received electromagnetic field computation associated with ray-tracing. This theory is only used with canonical shapes implying that human body could be modeled by cylinders, which is a widely used approximation [4]- [9]. The dielectric cylinder could model, for instance, an arm, the trunk or a leg.

In this paper, a 3D deterministic propagation prediction model is presented, specific to a measured antenna disturbed by a 3D circular dielectric cylinder. The used ray-tracing technique and the UTD formulations are detailed. This model has already been validated in 2D with a conducting and a dielectric cylinder using [10] [11] and [12] respectively. Concerning the 3D approach, it has been validated for a conducting cylinder thanks to [13]. Consequently, in this paper, we focus on a 3D dielectric cylinder approach. The model is compared with measurements made for the characterization of a body-worn antenna relying on a specific OTA (Over-The-Air) test-bed in anechoic chamber and a near-field antenna measurement chamber [1], for various distances between the antenna and a cylindrical phantom.

This document is structured as follows: in Section II, the 3D deterministic model is described: we particularly focus on the specific 3D ray-tracing used for an electromagnetic source in presence of a circular dielectric finite length cylinder and the specific UTD formulations used for the computation of the total received electromagnetic field. Then, in Section III, we describe briefly the measurement campaign. Finally, in Section IV, we focus on the validation of the model, making a 3D comparison between the presented model results and measurements.

2 3D Deterministic Model Description

2.1 Ray-Tracing

First, we have to look for the different rays existing between a Source Point $S$ and a Receiver Point $P$ in presence of a 3D finite length circular cylinder of
radius $R$. The cylinder, $S$ and $P$ could be placed anywhere in the cartesian coordinates system but $S$ and $P$ can not be too close to the cylinder because only UTD "Scattering" case [10] is studied in this paper. But, to make the computation easier, the cylinder axis is necessarily brought back to $z$ axis and the $S$ ordinate is brought back to the "null" value. We will call $A$ (resp. $B$) the bottom disk center (resp. the top disk center) of the cylinder, as illustrated, for example, by Fig. 1 (a). 

So, we could have 2 ray-tracing scenarios: $S$ and $P$ could be in Line Of Sight (LOS) as illustrated by Fig. 1 (a) or in Non Line Of Sight (NLOS) as illustrated by Fig. 1 (b). For a LOS scenario, the ray-tracing finds a maximum of 4 rays, as illustrated by Fig. 1 (a): 1 direct ray (in brown), 1 reflected ray (in blue) with reflection point $Q_R$, and 2 diffracted or "creeping" rays (in red and green). The "red" (resp. "green") ray, of attachment point $Q_1$ (resp. $Q_3$) and detachment point $Q_2$ (resp. $Q_4$) will be called ray 1 (resp. ray 2) in the following. By convention, ray 1 (resp. ray 2) has its $xy$ plane projection "creeping" in the clockwise (resp. counterclockwise) direction.

For a NLOS scenario, only a maximum of 2 diffracted rays are found by the ray-tracing, as illustrated by Fig. 1 (b). We have to notice that, even if the treated case is canonical, rays diffracted by the bottom and top disks of the cylinder are not taken into account: indeed, they will not appear in WBAN because these disks are not parts of human bodies.

Finding the reflection point $Q_R$ in 2D could not be solved by ruler and compass: for this, we have to find the minimum of the scalar product $\hat{n} \cdot \left( \frac{SQ_R}{\|SQ_R\|} + \frac{QR_P}{\|QR_P\|} \right)$, where $\hat{n}$ is the circle normal at $Q_R$, using an optimization function. Then, the reflection point height is obtained by an appropriated Thales theorem application. Concerning the attachment and detachment points of the "creeping" part of the diffracted rays, they are easily obtained in 2D using trigonometric formulas [10]. To obtain these points heights, we have to notice that the "creeping" part of the ray is necessarily a cylinder geodesic. If we "unfold" the cylinder, it becomes a plane and this geodesic becomes a straight line: then, these heights are easily found using the Thales theorem in the appropriated planes.

Moreover, we need to verify if reflection, attachment or detachment points are on the cylinder because of its finite length. Finally, to test if $S$ and $P$ are in NLOS, we have to detect if $\overrightarrow{SP}$ is blocked by the $A$ center disk, or the $B$ center disk, or the rectangular cross-section of the cylinder, perpendicular to $xy$ plane and containing $Q_1$ and $Q_3$ [13] [14].
Figure 1: 3D Ray-tracing illustrations

(a) LOS case

(b) NLOS case
2.2 UTD Interactions Modeling

2.2.1 Received Total Field Expression

First, the incident (or direct) field is expressed as:

\[ \mathbf{E}_{\theta,\phi}(Pt) = F_e(\theta_{ePt}, \phi_{ePt}) e^{-jks^{src}(Pt)} \]  

(1)

where \( s^{src}(Pt) \) is the distance between \( S \) and point \( Pt \), \( k \) is the well-known wave number and:

\[ F_e(\theta_{ePt}, \phi_{ePt}) = F_\theta(\theta_{ePt}, \phi_{ePt}) \hat{\theta}_{ePt} + F_\phi(\theta_{ePt}, \phi_{ePt}) \hat{\phi}_{ePt} \]  

(2)

is the value of the antenna pattern in the \((\theta_{ePt}, \phi_{ePt})\) direction from \( S \) to \( P_t \).

Secondly, the reflected field is expressed as:

\[ \mathbf{E}_r(\theta,\phi)(P) = A_r(\theta_r,\phi_r) M_r(\theta_r,\phi_r) e^{-jks^{obs}(QR)} \]  

(3)

with \( R = \begin{bmatrix} R_s & 0 \\ 0 & R_h \end{bmatrix} \) the dyadic matrix containing the reflection coefficients \( R_s \) and \( R_h \) for polarization "soft" (s) and "hard" (h) \[10\] \[11\] respectively, \( s^{obs}(QR) \) the distance between \( Q_R \) and \( P \), \( A_r \) the reflection spreading factor \[11\], \( M_1 \) the 2D rotation matrix around \( SQ_1 \) from \((Q_R, \theta_{eQ_R}, \phi_{eQ_R})\) to \( Q_R \) local incident base \[11\] and \( M_2 \) the 2D rotation matrix from \( Q_R \) local reflected base \[11\] to \((Q_R, \theta_{rP}, \phi_{rP})\) with \((\theta_{rP}, \phi_{rP})\) the direction from \( Q_R \) to \( P \).

Thirdly, the diffracted field (due to ray 1 or 2) is:

\[ \mathbf{E}_{\theta,\phi}^{d1,2}(P) = A_d^{1,2} M_2^{d1,2} T^{1,2} M_1^{d1,2} \frac{d\eta(Q_{Q,R})}{d\eta(Q_{2,4})} \mathbf{E}_{\theta,\phi}(Q_{1,3}) e^{-jks^{obs}(Q_{2,4})} \]  

(4)

with \( T = \begin{bmatrix} T_{s}^{1,2} & 0 \\ 0 & T_{h}^{1,2} \end{bmatrix} \) the dyadic matrix containing the diffraction coefficients associated with ray 1 or 2, \( A_d^{1,2} \) the diffraction spreading factor \[11\] associated with ray 1 or 2, \( M_1^{d1,2} \) the 2D rotation matrix around \( SQ_{1,3} \) from \((Q_{1,3}, \theta_{eQ_{1,3}}, \phi_{eQ_{1,3}})\) to \( Q_{1,3} \) local incident base \[11\] and \( M_2^{d1,2} \) the 2D rotation matrix from \( Q_{2,4} \) local diffracted base \[11\] to \((Q_{2,4}, \theta_{d1,2P}, \phi_{d1,2P})\) with
\((\theta_{d1,2p}, \phi_{d1,2p})\) the direction from \(Q_{2,4}\) to \(P\). Moreover, the \(\sqrt{\frac{d\eta(Q_{1,3})}{d\eta(Q_{2,4})}}\) factor illustrates the conservation of energy flux in the surface-ray strip from \(Q_{1,3}\) to \(Q_{2,4}\) [11].

Finally, the **total received field** is computed thanks to the following expression:

\[
E_{\theta,\phi}^T(P) \simeq \alpha \left( E_{\theta,\phi}^r(P) + \beta_r E_{\theta,\phi}^r(P) \right) + \sum_{i=1}^{2} \beta_{di} E_{\theta,\phi}^{di}(P) \tag{5}
\]

\(\alpha = 1\) (resp. \(\alpha = 0\)) in the LOS (resp. NLOS) case. \(\beta_r = 1\) if \(Q_R\) is on the cylinder, \(\beta_r = 0\) otherwise. \(\beta_{d1} = 1\) (resp. \(\beta_{d2} = 1\)) if \(Q_1\) and \(Q_2\) (resp. \(Q_3\) and \(Q_4\)) are on the cylinder, \(\beta_{d1} = 0\) (resp. \(\beta_{d2} = 0\)) otherwise. We have also to notice that even if \((s, h)\) polarization is generally used for the UTD computation [10] [11], we obtain the received field in the \((\theta, \phi)\) polarization which is directly related to the well-know spherical coordinates system used for the following measurements.

### 2.2.2 Interaction Coefficients

First, we have to define the curvature parameter \(m(Pt)\) expressed as:

\[
m(Pt) = \left( \frac{kR_c(Pt)}{2} \right)^\frac{2}{3} \tag{6}
\]

where \(R_c(Pt)\) is the cylinder radius of curvature along the geodesic containing point \(Pt\), and the distance parameter \(L(Pt_1, Pt_2)\) expressed as:

\[
(L(Pt_1, Pt_2))^{-1} = (s^{src}(Pt_1))^{-1} + (s^{obs}(Pt_2))^{-1} \tag{7}
\]

We can now define the **reflection coefficients** as:

\[
R_{s,h} = -\sqrt{-4} e^{-j(\xi_L)^2} G_{s,h}(\xi_L, X_L) \tag{8}
\]

with:

\[
\xi_L = -2m(Q_R) \cos \theta^i \quad \text{and} \quad X_L = 2k L(Q_R, Q_R) \cos^2 \theta^i \tag{9}
\]

with \(\theta^i\) the reflection angle respect to cylinder normal at \(Q_R\).

And the **diffraction coefficients** are expressed as:

\[
T_{s,h}^{1,2} = -m(Q_{1,3}) \sqrt{\frac{2}{k}} e^{-jk_{1,2}} G_{s,h}(\xi_{d1,2}, X_{d1,2}) \tag{10}
\]
with $t_1$ (resp. $t_2$) the length of the considered cylinder geodesic between $Q_1$ and $Q_2$ (resp. $Q_3$ and $Q_4$) and:

$$
\xi_{d1,2} = \frac{m(Q_{1,3})}{R_c(Q_{1,3})} t_{1,2} \quad \text{and} \quad X_{d1,2} = \frac{k L(Q_{1,3}, Q_{2,4})(\xi_{d1,2})^2}{2(m(Q_{1,3}))^2}
$$

(11)

Finally, a common function $G_{s,h}(\xi, X)$ appears in equations (8) and (10). This function is expressed as:

$$
G_{s,h}(\xi, X) = \frac{e^{-j\pi/4}}{2\xi \sqrt{\pi}} [1 - F(X)] + \hat{P}_{s,h}(\xi)
$$

(12)

depending on the "Transition" function $F(X)$ expressed as:

$$
F(X) = 2j \sqrt{X} e^{jX} \int_{-\infty}^{+\infty} e^{-jt^2} dt
$$

(13)

and on the "Pekeris" function $\hat{P}_{s,h}(\xi)$ expressed as:

$$
\hat{P}_{s,h}(\xi) = \frac{e^{-j\pi/4}}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-jxt} \frac{V'(t) - q_{s,h} V(t)}{W'_2(t) - q_{s,h} W_2(t)} dt
$$

(14)

Fock-type Airy functions $V(t), V'(t), W_2(t)$ and $W'_2(t)$ appearing in equation (14) could be expressed according to the well-known Airy functions [15]. The "Pekeris" function is the only term that takes into account the dielectric nature of the cylinder depending on polarization, thanks to $q_{s,h}$ parameter expressed as:

$$
q_s = -jm(Pt)K \quad \text{and} \quad q_h = -j\frac{m(Pt)}{K}
$$

(15)

with $Pt = Q_R$ for the reflected ray, $Pt = Q_1$ (resp. $Q_3$) for ray 1 (resp. ray 2) and:

$$
K = \sqrt{\epsilon_r} = \sqrt{\epsilon' - j[\epsilon'' + 60\lambda\sigma]}
$$

(16)

with $\epsilon_r$ the complex permittivity of the cylinder and $\lambda$ the wavelength. $\epsilon', \epsilon''$ and $\sigma$ are the cylinder dielectric properties and are called, respectively, the relative permittivity real part, the relative permittivity imaginary part and the conductivity.
3 Measurement Campaign Description

The measurement campaign was carried out in the Satimo SG32 near field antenna measurement chamber of IETR ("Electronics and Telecommunications Institute of Rennes") illustrated by Fig. 2 (a). The cylinder under test is a custom built phantom depicted by Fig. 2 (b). It is nearly a cylindrical plastic bottle filled with MSL1800 phantom liquid. The dielectric properties of this liquid are given in [16] for the [0.3 – 3] GHz frequency range. The size of the phantom of radius \( R = 3.5 \text{ cm} \) was chosen to represent a human arm. The bottle was fitted with a screw in the bottom to fix it on the platform grooves or holes (cf. Fig. 3). The used Ultra Wide Band (UWB) printed circular dipole antenna [17] was placed in the centre of the measurement cartesian coordinates system illustrated in Fig. 3. Its azimuth radiation pattern (here in the \( xy \) plane) is omnidirectional in the [3 – 6] GHz frequency range.

The measurements were made in the [0.8 – 5.95] GHz frequency range for various antenna-phantom distances \( d \) varying from 3 \( \text{ cm} \) to 13.5 \( \text{ cm} \) [1]. The measurements were carried out in the spherical coordinates system \((\hat{r}, \hat{\theta}, \hat{\phi})\), for \( \theta \in [0^\circ; 180^\circ] \) and \( \phi \in [0^\circ; 360^\circ] \) with a \( 2^\circ \) step, for the received far-field as well as for the "antenna without phantom" radiation pattern called \( F_e(\theta_{eRx}, \phi_{eRx}) \) (directly included in the presented model thanks to equation (2)) with receiver \( Rx \) in the far-field region.

4 Comparison Results

For this comparison, the cylinder axis is the \( z \) axis to be coherent with the measurements cartesian coordinate system. So, for the model, cylinder point \( A \) becomes the cartesian coordinates system origin (cf. Fig. 1), different from the measurements system origin (cf. Fig. 3). \( S \) has an ordinate \( y_s = 0 \) and consequently an abscissa \( x_s = d + R \). Moreover, \( S \) height is \( z_s = 7 \text{ cm} \).

Finally, we have to say that circular cylinder UTD scattering is only valid if \( kR \geq 2 \) [13], i.e. \( f \geq 2.73 \text{ GHz} \) for the presented comparison: that is why only results for frequencies greater than 3 GHz are presented.

First, results for \( \theta = 90^\circ \) (2D configuration) are given, for \( f = 4, 5 \text{ GHz} \) and \( d = 7 \text{ cm} \), by Figures 4 (a) and 4 (b) for polarizations \( \theta \) and \( \phi \) respectively. Because the used frequency is greater than 3 GHz, we used the dielectric properties given by [7] for the "Muscle" model, i.e. \( \epsilon_r = \epsilon'_r = 48.2 \)
Figure 2: Measurement Configuration
and $\sigma = 4.7 \, S/m$. We can notice a very good agreement between simulations and measurements, especially for polarization $\theta$, for which maxima and minima occurs for the same values of $\phi$. The model also predicts a maximum at $\phi = 180^\circ$ for NLOS ($\phi \in [162^\circ; 198^\circ]$), due to constructive interference between rays 1 and 2. For polarization $\phi$, the shape of the 2 curves are globally the same with little more variations with the propagation model. We can make the same conclusions for all the other possible scenarios with a minimum usable frequency of 1.5 $GHz$ instead of 2.73 $GHz$ calculated above. Under this minimum frequency, the model results move away from the measurements particularly for the smallest distance ($d = 3 \, cm$) for which $S$ seems too close to the cylinder regarding the used wavelength. Moreover, we have to notice that results for polarization $\phi$ are not crucial: because of the used antenna [17], the emitted electric field is necessarily weaker for polarization $\phi$ and close to noise level. So, we will now only focus on polarization $\theta$.

Secondly, for $\theta \neq 90^\circ$ (3D configuration), we achieve the same conclusions
Figure 4: Comparison for $\theta = 90^\circ$, $d = 7 \text{ cm}$ and $f = 4.5 \text{ GHz}$.
as for 2D configuration when 4 rays are found for LOS and 2 rays are found for NLOS. So we only focus in this paper on the cases for which not all the rays are found. For instance, Fig. 5 gives the results for polarization $\theta$ with $d = 13$ cm and $f = 3$ GHz. For $\theta = 70^\circ$ (Fig. 5 (a)), diffracted rays are only found for $\phi \in [142^\circ; 218^\circ]$ but model results are quite close to the measurements: so we can say that, if the forgotten diffracted rays maybe exist for the measurements, they are so weak that they have no influence on the total received field. For $\theta = 64^\circ$ (Fig. 5 (b)), the model does not find diffracted rays. Reflected rays are not found for $\phi \in [108^\circ; 252^\circ]$ because of the finite length of the 3D cylinder. And the model predicts no field in the NLOS region, i.e. for $\phi \in [170^\circ; 190^\circ]$, while a received field is measured. This case highlights the fact that the rays diffracted by the bottom and top disks of the cylinder have to be taken into account if we consider a canonical scenario, especially for $\phi \in [108^\circ; 252^\circ]$ that is the $\phi$ range for which model results and measurements are quite different. For $\theta = 60^\circ$ (Fig. 5 (c)), $S$ and $P$ are always in LOS. The model only finds the direct ray because the ray-tracing finds a reflection point that is always off the cylinder. But we can notice a measurements oscillatory behavior implying interference between, at least, 2 rays: we notice, once again, that additive rays, diffracted by the cylinder disks, have to be taken into account for a canonical case. Finally, for $\theta = 6^\circ$ (Fig. 5 (d)), the model only predicts a direct ray but, this time, its results are quite close to the measurements: for this case, the influence of the ”disk-diffracted” rays seems less problematic.

5 Conclusion

A 3D deterministic propagation model, based on ray-tracing and UTD ”Scattering” case, has been described and validated for the particular case of a 3D single dielectric circular cylinder of finite length. The developed model originalities are its deterministic nature and its ability to take into account not only the cylinder dielectric nature but also any antenna pattern including NFC (Near-Field Chamber) measured patterns. We have also highlighted the fact that the top and bottom disks cylinder diffracted fields have an influence on the total received field for the presented canonical problem. However, this issue does not exist in a WBAN context.

Now, the model can be improved for the more general case of an elliptic cylinder. But 2 other scenarios could also be interesting for WBAN: the UTD
Figure 5: Polarization $\theta$ with $d = 13$ cm and $f = 3$ GHz.
"Radiation" scenario (with the Source (resp. the Receiver) on the cylinder and the Receiver (resp. the Source) off the cylinder) and the UTD "Coupling" scenario (when both Source and Receiver are on the cylinder). These scenarios imply the computation of new integrals, different from the Pekeris function of equation (14).

Then, we can also study the possibility of adapting the model for the scenario of several cylinders in order to really model the human body. After, we can imagine a dynamic model taking into account the human body motion. Then we could imagine a scenario with several persons...

This model should also be optimized in term of computation time if it has to be implemented into more complex WBAN propagation models. For this, the model could take advantage of spherical harmonics [1] [18] for antennas pattern description.
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