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Downlink Power Control in Self-Organizing Dense Small Cells Underlaying Macrocells: A Mean Field Game

Prabodini Semasinghe and Ekram Hossain

Abstract

A novel distributed power control paradigm is proposed for dense small cell networks co-existing with a traditional macrocellular network. The power control problem is first modeled as a stochastic game and the existence of the Nash Equilibrium is proven. Then we extend the formulated stochastic game to a mean field game (MFG) considering a highly dense network. An MFG is a special type of differential game which is ideal for modeling the interactions among a large number of entities. We analyze the performance of two different cost functions for the mean field game formulation. Both of these cost functions are designed using stochastic geometry analysis in such a way that the cost functions are valid for the MFG setting. A finite difference algorithm is then developed based on the LaxFriedrichs scheme and Lagrange relaxation to solve the corresponding MFG. Each small cell base station can independently execute the proposed algorithm offline, i.e., prior to data transmission. The output of the algorithm shows how each small cell base station should adjust its transmit power in order to minimize the cost over a predefined period of time. Moreover, sufficient conditions for the uniqueness of the mean field equilibrium for a generic cost function are also given. The effectiveness of the proposed algorithm is demonstrated via numerical results.
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I. INTRODUCTION

The evolving 5G cellular networks will be ultra-dense and heterogeneous with different types of small cells (e.g., femto, micro, pico cells) underlaying the traditional macrocellular networks [1]. Small cells can
increase the network capacity by providing higher quality links between the transmitters and the receivers and by exploiting more spatial spectrum reuse. Some other benefits of small cells include providing services to coverage holes, offloading traffic from the macrocellular network, and increasing the energy efficiency. Due to the increased density and independent deployments of small cells, manual network management would be highly inefficient and expensive. Therefore, self-organization is a desirable feature for dense small cell networks [2], [3], [4], [5]. Self-organization of a network consists of three phases, namely, self-configuration, self-optimization and self-healing. Self-configuration includes pre-operational functions such as registering with the network, parameter setting, and software downloading. Self-optimization and self-healing include operational level functions such as resource allocation, scheduling, and failure recovery.

For self-optimization of small cell networks, the decisions on resource allocation are expected to be taken individually at each base station (i.e., distributed resource allocation). Most of the existing resource allocation schemes are not suitable in the context of self-organizing small cells, as they rely on centralized controllers to take resource allocation decisions. Also, when it comes to dense networks, reducing the amount of information exchange among the base stations is preferred due to the limited backhaul capacity. Therefore, developing resource allocation paradigms for self-organizing dense small cell networks is challenging and has attracted a significant attention of the research community.

Game theory has been widely used to derive distributed resource allocation techniques in the context of wireless cellular networks. Different types of games can be used to model the distributed resource allocation problem. Some of the related work in this context are discussed in Section II. Since classical games have to model the interaction of each player with every other player, analysis of a system with a large number of players can be complex. Therefore, when it comes to a dense network of interconnected base stations, solving the power control problem based on classical game theory becomes very hard and sometimes impossible due to the large number of players. In this context, the theory of mean field game (MFG) [6], [7], [8], which has been used for solving a variety of problems in different research areas [9], [10], [11], [12], [13], can be used.

MFGs can be considered as a special form of differential games applicable for a system with a large number of players. While classical game theory models the interaction of a single player with all the other players of the system, an MFG models the individual’s interaction with the effect of the collective behavior (mass) of the players. This collective behavior is reflected in the mean field. Individual player's interaction
with the mean field is modeled by a Hamilton-Jacobi-Bellman (HJB) equation. The motion of the mass according to the players’ actions is modeled by a Fokker-Planck-Kolmogorov (FPK) equation [6]. These coupled FPK and HJB equations are also called backward and forward equations, respectively. The solution of an MFG can be obtained by solving these two equations. When modeled as an MFG, since the system can be completely defined by two equations (which are also called the mean field equations), analysis of the system becomes much easier. Moreover, solutions to the MFGs can be obtained distributively and behavior of all the players can be described by one control. In addition, MFGs can take the stochastic nature of the system into account. All of the aforementioned properties make MFG appropriate for modeling the power control problem for dense self-organizing small cell networks. However, modeling the collective effect of the players (i.e., the effect of mass/mean field) has to be done in a realistic way. Accurate modeling of the effect of the mass is a major challenge when adopting mean field games to solve problems in wireless communications.

In this paper, we formulate the downlink power control problem of a dense small cell network underlaying a macrocellular network as an MFG. The small cell base stations (SBSs), when battery-operated, are assumed to be constrained by a finite energy. To model the mass (or mean field), we adopt a stochastic geometry approach. Specifically, we consider minimizing a cost function under certain constraints over a pre-defined period of time. The cost function is derived by using a stochastic geometry approach in such a way that it reflects the signal-to-interference-plus-noise ratio (SINR) at the receivers and the interference caused to the macro cellular network. We propose a finite difference technique to solve the mean field equations for the formulated MFG. The key feature of the proposed algorithm is that it can be executed offline. By executing the algorithm, each base station can obtain a power policy which depends on the initial energy distribution among SBSs. The SBSs can then use that power control policy for data transmission for the pre-defined period of time. Another advantage of the algorithm is, it minimizes the cost over a certain period of time instead of taking decisions only based on the instantaneous cost.

The contributions of the paper can be summarized as follows.

1) The downlink power control problem of a small cell network underlaying a traditional macro network (i.e., for a system model consisting of multiple transmitters and multiple receivers) is formulated as a differential game and extended to a mean field game for a dense scenario.

2) The existence of a Nash Equilibrium for the formulated differential game is proven.
3) Using stochastic geometry-based analysis, two cost functions for the mean field game are derived in such a way that the mean field game setting becomes valid. In this way, it combines the theory of MFG with that of stochastic geometry.

4) The forward and backward equations of the mean field game are solved using a finite difference technique.

5) An algorithm is proposed to obtain the mean field equilibrium.

6) The sufficient conditions are given for the uniqueness of the mean field equilibrium for a generic cost function.

The organization of the rest of the paper is as follows. In Section II, we review the related work in the literature. Section III presents the system model and assumptions. In Section IV, we formulate the differential game and the solution concept. Section V presents the formulation of the mean field game. Section VI proposes a finite difference technique to obtain the solution to the formulated mean field game. Numerical results are presented in Section VII. Section VIII concludes the paper.

II. RELATED WORK

In [14], the authors formulate the uplink resource block allocation problem in an overlay macrocell-femtocell network as a potential game. A distributed technique is proposed using best response dynamics which guarantees the convergence to a Nash Equilibrium. In [15], the downlink resource allocation problem in a small cell network underlaid with a macro network is formulated as an evolutionary game and a distributive algorithm is proposed to achieve evolutionary equilibrium through strategy adaptation. In [16] and [17], the resource allocation problem of a two-tier network is formulated as a hierarchical game where the macro base stations (MBSs) are the leaders and SBSs are the followers. The Stackelberg equilibrium can be achieved distributively using the best response functions. In [18], the authors propose a reinforcement learning algorithm which converges to an \( \epsilon \)-Nash equilibrium. The equilibrium is achieved through the smoothed best response (SBR) dynamics. The convergence of the SBR algorithm to an \( \epsilon \)-Nash equilibrium is guaranteed for a payoff function which depends on the sum rate of the entire network. A dynamic pricing scheme based distributed joint power and admission control scheme for two tier CDMA networks is proposed in [19]. The convergence of the proposed algorithm is proven analytically. The authors also claim that the equilibrium point of the proposed algorithm is equivalent to the Nash equilibrium of the underline non-cooperative game. However, implementing most of the above algorithms
for a ultra-dense network would require an extensive amount of information exchange among the base stations.

Recently, mean field game has gained the attention of the research community as a tool to model dense heterogeneous networks (or small cell networks). In [12], [20], [21], [22], the power control problem is modeled as mean field games for scenarios where multiple transmitters transmit to a single receiver (e.g., uplink transmissions in a cellular network). The problem is first formulated as a stochastic differential game and then its convergence to a mean field game is shown for a very large number of transmitters. In [12], the authors show the power control policy obtained at the mean field equilibrium. [20] and [21] present the sufficient conditions for the uniqueness of the respective games formulated in these papers. The work presented in [10] formulates the power control problem in a cognitive radio network as a hierarchical mean field game. The mean field game formulations in all the aforementioned papers consider scaled interference (i.e., interference at the receiver is normalized by the number of transmitters) only which may not be valid for a large-scale small cell network. In addition, none of the above papers presents any technique for solving the mean field equations, which is also very challenging.

III. SYSTEM MODEL AND ASSUMPTIONS

All the symbols that are used in the system model and the rest of the paper are listed in Table I.

A. Network and Propagation Model

We consider an infinite small cell network underlaying an infinite macrocell network. The spatial distributions of the SBSs and MBSs are modeled by two independent Poisson Point Processes (PPPs) denoted by $\Phi_s$ and $\Phi_m$, respectively. The intensities of $\Phi_s$ and $\Phi_m$ are given by $\lambda_m$ and $\lambda_s$, respectively. Users are connected to the base station from which they receive the highest average pilot signal power. The transmit powers of the pilot signals of SBSs and MBSs are given by $p_{s,pilot}$ and $p_{m,pilot}$, respectively. When users are associated to the base station from which they receive the highest average pilot signal power, the cell boundaries can be shown by a weighted Voronoi tessellation [23] as in Fig. 1. The pilot powers of SBSs are lesser than those of MBSs. Although several users may be associated with a base station, we assume that each base station serves only one user at a particular time instant.

We consider the problem of downlink transmit power control at the SBSs. Co-channel deployment is considered, i.e., both the MBSs and SBSs transmit on the same channel. Power control is done in order
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Fig. 1. Deployment of a two-tier network

to minimize the average cost of each SBS over a given finite time horizon \( T \). We will define the cost function later. Each SBS \( k \) is assumed to be with a finite amount of energy, denoted by \( E_{k,\text{max}} \), to spend within the given period of time, \( T \). To consider any SBS \( k \) with an infinite amount of energy in the same setting, \( E_{k,\text{max}} \) can be set to a large value, i.e., \( E_{k,\text{max}} \gg p_{\text{max}} T \), where \( p_{\text{max}} \) is the maximum allowable transmit power for an SBS. The users served by each SBS \( k \) have a minimum SINR requirement denoted by \( \Gamma_k \). The channels between all the transmitters and all the receivers are assumed to experience i.i.d Rayleigh fading.

The SINR at the user served by SBS \( k \) at time \( t \) is given by

\[
\text{SINR}_k(t) = \frac{p_k(t)g_{k,k}(t)r_{k,k}(t)^{-\alpha}}{I_{s,k}(t) + I_{m,k}(t) + N_0},
\]

where \( I_{s,k}(t) = \sum_{l \in \mathcal{K}, l \neq k} p_l(t)g_{l,k}(t)r_{l,k}(t)^{-\alpha} \) and \( I_{m,k}(t) = \sum_{\forall m \in \Phi_m} p_m g_{m,k}(t)r_{m,k}(t)^{-\alpha} \) denote the interference caused by small cell and macro cell networks, respectively. \( g_{l,k} \) is fading gain between transmitter \( l \) and receiver \( k \), \( r_{l,k} \) is the distance between the transmitter \( l \) and the receiver \( k \), \( N_0 \) is the noise power and \( \alpha \) is the path-loss exponent. The following inequality should hold for any SBS to satisfy its QoS constraint:

\[
\frac{p_k(t)g_{k,k}(t)r_{k,k}(t)^{-\alpha}}{I_{s,k}(t) + I_{m,k}(t) + N_0} \geq \Gamma_k, \quad \forall \ k \in \mathcal{K}.
\]

The above expression is linearized as follows:

\[
p_k(t)g_{k,k}(t)r_{k,k}(t)^{-\alpha} - \Gamma_k (I_{s,k}(t) + I_{m,k}(t) + N_0) \geq 0, \quad \forall \ k \in \mathcal{K}.
\]
## TABLE I
### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Path-loss exponent</td>
</tr>
<tr>
<td>$\Gamma_k$</td>
<td>SINR requirement for the users of SBS $k$</td>
</tr>
<tr>
<td>$\Phi_m$</td>
<td>PPP which represents the spatial distribution of MBSs</td>
</tr>
<tr>
<td>$\Phi_s$</td>
<td>PPP which represents the spatial distribution of SBSs</td>
</tr>
<tr>
<td>$\lambda_m$</td>
<td>Density of $\Phi_m$</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>Density of $\Phi_s$</td>
</tr>
<tr>
<td>$e_k(t)$</td>
<td>Value of the cost at SBS $k$ at time $t$</td>
</tr>
<tr>
<td>$\mathcal{E}_k$</td>
<td>State space (i.e., possible energy levels) of SBS $k$</td>
</tr>
<tr>
<td>$e_k(t)$</td>
<td>State of the system at time $t$</td>
</tr>
<tr>
<td>$E_{k,\text{max}}$</td>
<td>Maximum available energy of SBS $k$</td>
</tr>
<tr>
<td>$g_{k,l}$</td>
<td>Fading channel gain between transmitter $k$ and receiver $l$</td>
</tr>
<tr>
<td>$I^m_{k}(t)$</td>
<td>Interference caused to the nearest macro user by SBS $k$ at time $t$</td>
</tr>
<tr>
<td>$I_{s,k}(t), I_{m,k}(t)$</td>
<td>Interferences caused by small cell network and macro cell network at the user served by SBS $k$ at time $t$</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Variance of noise power</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>Set of SBSs</td>
</tr>
<tr>
<td>$\mathcal{P}_h$</td>
<td>Set of all possible transmit powers of SBS $k$</td>
</tr>
<tr>
<td>$p_k(t)$</td>
<td>Transmit power of SBS $k$ at time $t$</td>
</tr>
<tr>
<td>$p_m$</td>
<td>MBS transmit power</td>
</tr>
<tr>
<td>$p_{\text{max}}$</td>
<td>Maximum transmit power for SBSs</td>
</tr>
<tr>
<td>$p_{m,\text{pilot}}, p_{s,\text{pilot}}$</td>
<td>Pilot signal power of MBSs and SBSs</td>
</tr>
<tr>
<td>$r_{k,l}$</td>
<td>Distance between transmitter $k$ and receiver $l$</td>
</tr>
<tr>
<td>$T$</td>
<td>Time period during which power control is done</td>
</tr>
<tr>
<td>$u_k(t)$</td>
<td>Value function of SBS $k$ at time $t$</td>
</tr>
<tr>
<td>$\nu(t,e)$</td>
<td>Lagrange multiplier at time $t$ and energy $e$</td>
</tr>
<tr>
<td>$w_1, w_2$</td>
<td>Biasing factors</td>
</tr>
<tr>
<td>$X, Y$</td>
<td>Number of discretization levels in time axis and energy axis, respectively</td>
</tr>
</tbody>
</table>
B. Cost Function of an SBS

The cost function of SBS $k$ at time $t$ is composed of two components as follows:

- The cost associated with the satisfaction of the QoS constraint ($\Gamma_k$), denoted by $f_k^{(1)}(t)$, and
- The cost associated with the interference caused to the nearest macro user, denoted by $f_k^{(2)}(t)$.

Based on (3), we define $f_k^{(1)}(t)$ as follows:

$$f_k^{(1)}(t) = (\Gamma_k (I_{s,k}(t) + I_{m,k}(t) + N_0) - p_k(t)g_{k,k}(t)r_{k,k}(t)^{-\alpha})^2.$$  \hspace{1cm} (4)

Minimizing $f_1$ will attempt to satisfy the QoS constraint, but it will also discourage further increase of transmit power after satisfying the QoS constraint. A similar cost function is also used in [24] and [25] for uplink power control. On the other hand, $f_k^{(2)}(t)$ is defined as the interference caused at the nearest macro user at time $t$, which is given by $I_{m,k}(t)$, as follows:

$$f_k^{(2)}(t) = I_{m,k}(t) = p_k(t)g_{k,m}r_{k,m}^{-\alpha}.$$ \hspace{1cm} (5)

Accordingly, we define the cost function of SBS $k$ at time $t$ (i.e., $c_k(t)$) as a linear combination of above two functions:

$$c_k(t) = w_1f_k^{(1)}(t) + w_2f_k^{(2)}(t)$$ \hspace{1cm} (6)

where $w_1$ and $w_2$ are biasing factors which bring the above two terms into one scale. The network operator has the freedom to set these biasing factors.

Note that for the formulation of the mean field game, in Section V, we will generalize the cost function for any generic SBS such that interchangeability (or permutation) of the actions among the SBSs does not affect the outcome of the game.

C. State, Action Space, and Control Policy of an SBS

The state of SBS $k$ at time $t$ is defined by the amount of available energy at that time, which is given by, $e_k(t)$. Therefore, the state space $\mathcal{E}_k$ of SBS $k$ can be written as follows:

$$\mathcal{E}_k = [0, e_k(0)] = \{e_k(t) \in \mathbb{R} | 0 \leq e_k(t) \leq e_k(0)\},$$ \hspace{1cm} (7)

where $e_k(0)$ is the available energy of SBS $k$ at time 0.

We also define the state of the system at time $t$, $e(t)$ as follows:

$$e(t) = [e_k(t)_{\forall k}^T].$$ \hspace{1cm} (8)
The set of actions for SBS $k$ includes all possible transmit powers as follows:

$$P_k = [0, p_{max}] \quad (9)$$

where $p_{max}$ is the maximum allowable transmit power of any SBS. The transmit power of SBS $k$ at time $t$ is denoted by $p_k(t)$.

The evolution of the state (in this case, available energy) over time is decided by a control, which in this case corresponds to the transmit power given by $p_k(t) \in [0, p_{max}]$. Consequently, the state equation of the system is defined as follows.

**Definition** (State equation): The state of SBS $k$ is given by the random variable $e_k(t) \in [0, e_k(0)]$ whose evolution is defined by the following differential equation:

$$de_k(t) = -p_k(t)dt, \quad 0 \leq t \leq T. \quad (10)$$

The control policy is a mapping of the state to an action. This is defined over the given period of time, $T$. We denote the control policy of player $k$ over the time period $T$ by $p_k(0 \rightarrow T)$. An optimal power control policy, $p_k^*(0 \rightarrow T)_{ek}$ should minimize the average cost of each player $k$ over the given finite time horizon, $T$. Therefore, we write $p_k^*(0 \rightarrow T)$ as follows:

$$p_k^*(0 \rightarrow T) = \arg \min_{p_k(0 \rightarrow T)} E \left[ \int_0^T c_k(t)dt + c_k(T) \right] \quad (11)$$

where $c_k(T)$ is the terminal cost (i.e., cost at the end of time period $T$).

Our interest is to obtain the optimal power control policy distributively at each SBS in order to minimize the average cost over time interval $T$. This can be seen as an optimal control problem [26], but with several controllers (each SBS is a controller in this case). Such a problem can be formulated as a differential game [27]. Differential games can be seen as a generalization of the optimal control problems for the cases where there are more than one controller. A mean field game is an extension to a differential game when the system has a large number of players. In the next two sections, we show the differential game formulation and its extension to a mean field game (denoted by $G_s$ and $G_m$, respectively). The set of SBSs $\mathcal{K} = \{1, 2, ..., K\}$ is the set of players in these game models.

**IV. Differential Game Formulation**

In this section, we formulate the differential game to model the downlink transmit power control problem for the system model described above. To formulate the differential game denoted by $G_s$, we define the
value function $u_k(t)$ as follows:

$$u_k(t) = \min_{p_k(t\rightarrow T)} E \left[ \int_t^T c_k(\tau) d\tau + c_k(T) \right], \quad t \in [0, T] \quad (12)$$

where $c_k(T)$ is the terminal cost.

According to Bellman’s principle of optimality [28], an optimal control policy should have the property that whatever the initial state and initial decision are, the remaining decisions must form an optimal policy with regard to the state resulting from the first decision [29], [30]. Accordingly, the optimal power control policy can then be defined in-terms of the value function as follows.

**Definition** (Optimal control): The power profile $p_k^*(t \rightarrow T)$ is the optimal power control policy for SBS $k$ if for any $t \in [0, T]$ $E \left[ \int_t^T c_k(p_k^*(\tau)) d\tau + c_k(T) \right] = u_k(t), \quad t \in [0, T]$.

This value function should satisfy a partial differential equation which is in the form of a Hamilton-Jacobi-Bellman (HJB) equation [31]. The HJB equation corresponding to the optimal control problem given in equation (11) satisfying the state equation (10) can be written as follows:

$$\frac{\partial u_k(t)}{\partial t} + \min_{p_k(t)} \left( c_k(p_k(t)) - p_k(t) \frac{\partial u_k(t)}{\partial e} \right) = 0 \quad (13)$$

where $H \left( e_k(t),, \frac{\partial u_k(t)}{\partial e} \right) = \min_{p_k(t)} \left( c_k(t) - p_k(t) \frac{\partial u_k(t)}{\partial e} \right)$ is called the Hamiltonian. Now, the Nash equilibrium of the game $G_s$ is defined as follows.

**Definition** (Nash equilibrium of game $G_s$): A power profile

$$p^* = [p_1^*(0 \rightarrow T), p_2^*(0 \rightarrow T), ..., p_k^*(0 \rightarrow T), ..., p_K^*(0 \rightarrow T)]$$

is a Nash equilibrium of the game $G_s$ if and only if

$$p_k^*(0 \rightarrow T) = \arg \min_{p_k(0 \rightarrow T)} E \left[ \int_0^T c_k(p_k(t), p_{-k}^*) dt + c_k(T) \right], \quad \forall k \quad (14)$$

subject to

$$de_k(t) = -p_k(t) dt \quad (0 \leq t \leq T), \quad \forall k \quad (15)$$

where $p_{-k}^*$ denotes the transmit power vector of the SBSs except SBS $k$.

When the above condition is satisfied, none of the players can have a lesser cost by deviating unilaterally from the current power control policy. Hence, it is equivalent to the Nash equilibrium of game $G_s$. The Nash equilibrium of the above differential game can be obtained by solving the HJB equations associated
with each player given in equation (13) [32]. We state following theorem on the existence of the Nash equilibrium for $G_s$. 

**Theorem 4.1:** There exists at least one Nash equilibrium for the differential game $G_s$. 

**Proof:** Existence of a solution to the HJB equation in (13) ensures the existence of the Nash equilibrium for the game $G_s$. It is known that there exists a solution to the HJB if the Hamiltonian is smooth [20], [33]. We write the Hamiltonian for equation (13) as follows:

$$H \left( e_k(t), \frac{\partial u_k(t)}{\partial e} \right) = \min_{p_k(t)} \left( c_k(t) - p_k(t) \frac{\partial u_k(t)}{\partial e} \right)$$

$$= \min_{p_k(t)} \left[ w_1 \left( \Gamma_k \left( I_{s,k}(t) + I_{m,k}(t) + N_0 \right) - p_k(t) g_{k,k}(t) r_{k,k}(t)^{-\alpha} \right)^2 + w_2 \left( p_k(t) g_{k,m} r_{k,m}^{-\alpha} \right) - p_k(t) \frac{\partial u_k(t)}{\partial e} \right].$$

(16)

The first, second, and third derivatives of the Hamiltonian w.r.t. $p_k(t)$ can be written as follows:

$$\frac{\partial H}{\partial p_k(t)} = 2 w_1 g_{k,k} r_{k,k}^{-\alpha} \left( \Gamma_k \left( I_{s,k}(t) + I_{m,k}(t) + N_0 \right) - p_k(t) g_{k,k}(t) r_{k,k}(t)^{-\alpha} \right) + w_2 g_{k,m} r_{k,m}^{-\alpha} - \frac{\partial u_k(t)}{\partial e}$$

(17)

$$\frac{\partial^2 H}{\partial p_k(t)^2} = 2 w_1 \left( g_{k,k} r_{k,k}^{-\alpha} \right)^2$$

(18)

$$\frac{\partial^3 H}{\partial p_k(t)^3} = 0.$$  

(19)

For any $n > 3$, $\frac{\partial^n H}{\partial p_k(t)^n} = 0$. The function has derivatives of all orders, hence it is smooth. Therefore, it can be concluded that there exists at least one Nash equilibrium for the differential game $G_s$. 

Obtaining the equilibrium for game $G_s$ for a system with $K$ players involves solving $K$ simultaneous partial differential equations (PDEs). However, for a dense small cell network, obtaining the Nash equilibrium by solving $G_s$ would be difficult or even impossible due to the large number of simultaneous PDEs. Therefore, for modeling and analysis of a dense small cell network, we propose a mean field game formulation where the system can be defined solely by two coupled equations. In the next section, we show the extension of game $G_s$ to the mean field game $G_m$. 

V. FORMULATION OF MEAN FIELD GAME

A. Assumptions

First, we define the mean field as follows:

**Definition** (Mean field)

\[
m(e, t) = \lim_{K \to \infty} \frac{1}{K} \sum_{\forall k \in K} \mathbb{1}_{\{e_k(t) = e\}}
\]  

(20)

where \( \mathbb{1} \) denotes an indicator function which returns 1 if the given condition is true and zero otherwise.

For a given time instant, mean field is the probability distribution of the states over the set of players.

The general setting of mean field games is based on the following four assumptions [34]:

1) Rationality of the players,

2) The existence of a continuum of the players (i.e., continuity of the mean field),

3) Interchangeability of the actions among the players (i.e., permutation of the actions among the players would not affect outcome of the game), and

4) Interaction of the players with the mean field.

The first assumption is generally applied in any type of game to ensure that the players can take logical decisions. The presence of a large number of SBSs in the system model ensures the existence of the continuum of the players. We derive the cost function (will be shown in next subsection) in order to ensure the interchangeability of the actions among the players. The idea of the fourth assumption is that each player interacts with the mean field instead of interacting with all the other players.

B. Deriving the Cost Function

A cost function, which depends only on control (and/or state) and mean field, would ensure that the third assumption of the mean field game setting is valid. To derive such a cost function for \( \mathcal{G}_m \), we follow a stochastic geometry-based approach. In this case, for simplicity, we assume an interference-limited network setting (i.e., \( N_0 = 0 \)). This assumption can be justified due the fact that the network is highly dense. It is also assumed that all SBSs have the same QoS constraint given by \( \gamma \).

By taking the spatial averages over the point process, we generalize \( f_k^{(1)}(t) \) and \( f_k^{(2)}(t) \) for any generic player transmits with power \( p(t) \) at time \( t \) as follows. We denote the new functions by \( f_{1,\text{mean}}(t) \) and
The function $f^{(1,\text{mean})}(t)$ is given by

$$
f^{(1,\text{mean})}(t) = \left( -p(t)E[g_{k,k}(t)]E[r_{k,k}(t)]^{-\alpha} + \Gamma E_{I_s,g_{l,k}(t),p_{l}(t)} \left[ \sum_{l \in I_s} p_{l}(t)g_{l,k}(t)r_{l,k}(t)^{-\alpha} \right] \right)
+ \Gamma E_{I_m,g_{m,k}(t),p_{m}(t)} \left[ \sum_{m \in I_m} p_{m}(t)g_{m,k}(t)r_{m,k}(t)^{-\alpha} \right]^{-\alpha} \right)^2 \right)
$$

(21)

where $I_s$ and $I_m$ are the sets of interfering SBSs and MBSs, respectively. The function $f^{(2,\text{mean})}(t)$ for any generic SBS is given by

$$
f^{(2,\text{mean})}(t) = p(t)E_{\phi_s}[g_{k,m}]E_{\phi_s}[r_{k,m}]^{-\alpha}.
$$

(22)

Then we write the cost function for a generic SBS as follows:

$$
c(t) = w_1 f^{(1,\text{mean})}(t) + w_2 f^{(2,\text{mean})}(t).
$$

(23)

1) Derivation of $f^{(1,\text{mean})}(t)$:

Derivation of $E[I_s(t)]$ and $E[I_m(t)]$: We derive $E[I_s(t)] = E_{I_s} \left[ \sum_{l \in I_s} p_{l}(t)g_{l,k}(t)r_{l,k}(t)^{-\alpha} \right]$ for a generic SBS $k$ at the origin. According to Slivnyak’s theorem [35], the statistics for a PPP is independent of the test location. Therefore, the analysis holds for any small cell user at a generic location. Since the channel gains and the transmit powers of the interferes are independent of the point process $\Phi_s$,

$$
E[I_s(t)] = E[p_{k}(t)]E[h_{k,k}(t)]E_{\phi_s} \left[ \sum_{l \in I_s} r_{l,k}(t)^{-\alpha} \right].
$$

(24)

For Rayleigh fading, assuming $h_{l,k} \sim \exp(1)$ for $\forall k, l \in \Phi_s$, by using Campbell’s theorem [36], we have the following:

$$
E[I_s(t)] = E[p_{k}(t)] \int_{R^2} r_{l,k}(t)^{-\alpha} d(R).
$$

(25)

Since the received power cannot be larger than transmit power, the path-loss is assumed to be 1 when $r_{l,k}(t) < 1$. Then, we derive the average interference at a generic user at the origin as follows:

$$
E[I_s(t)] = E[p_{k}(t)]2\pi\lambda_s \left[ \int_{0}^{1} r dr + \int_{1}^{\infty} r^{-\alpha} r dr \right],
$$

$$
= 2\pi\lambda_s E[p_{k}(t)] \left( \frac{1}{\alpha - 2} \right).
$$

(26)

By following similar steps, we can derive the average interference caused from the macro network as follows:

$$
E[I_m(t)] = 2\pi\lambda_m p_{m} \left( \frac{1}{\alpha - 2} \right).
$$

(27)
Derivation of $E[r_{k,k}(t)]$: Each small cell user is assumed to be connected to the nearest SBS. It is also known that the distance to the nearest base station from any generic point is Rayleigh distributed [37]. Therefore, the probability density function (PDF) of $r_{k,k}(t)$ can be written as

$$f_{r_{k,k}}(r) = 2\pi \lambda sr e^{-\pi \lambda sr^2} dr.$$  \hspace{1cm} (28)

Therefore, the average distance is given by

$$E[r_{k,k}(t)] = \frac{1}{2\sqrt{\lambda_s}}.$$  \hspace{1cm} (29)

2) Derivation of $f^{(2,\text{mean})}$: In order to determine $f^{(2,\text{mean})}$, we need to determine PDF of the distance to the nearest possible macro user (i.e., $r_{k,m}$) from any generic small cell user. The nearest macro user can be just beyond the edge of coverage area of the small cell. In practice, cell edges can be created both due to MBSs and SBSs. However, for analytical tractability, we assume that the small cell edges are formed only due to MBSs. We find the PDF of $r_{k,m}$ as follows.

![Fig. 2. A cell edge of an SBS.](image)

Considering the cell edge between an SBS and an MBS (see Fig. 2), we can write,

$$p_{s,pilot}R^{-\alpha} = p_{m,pilot}(X - R)^{-\alpha}$$  \hspace{1cm} (30)

where $R$ is the distance from SBS to the closest cell edge and $X$ is the distance to the nearest MBS. Since the distribution of MBSs is PPP with intensity $\lambda_m$, the cumulative distribution function (CDF) $F_{R_{k,m}}(r_{k,m})$ and PDF $f_{R_{k,m}}(r_{k,m})$ of $r_{k,m}$ are given by

$$F_{R_{k,m}}(r_{k,m}) = 1 - e^{-\lambda_m \pi b^2 r^2}, \quad f_{R_{k,m}}(r_{k,m}) = 2\pi \lambda_m rb^2 e^{-\lambda_m \pi b^2 r^2}$$  \hspace{1cm} (31)

where $b = \left[1 + \frac{p_{m,pilot}}{p_{s,pilot}} \frac{\tilde{\alpha}}{\alpha}\right]^{-1}$.

The above equations imply that $r_{k,m}$ is Rayleigh distributed and the expected value is given by

$$E_{m \in \Phi_s}[r_{k,m}] = \frac{1}{2\sqrt{\lambda_m} \left[1 + \left(\frac{p_{m,pilot}}{p_{s,pilot}}\right)^{\frac{\tilde{\alpha}}{\alpha}}\right]}.$$  \hspace{1cm} (32)
We assume that the path-loss exponent $\alpha$ equals to 4. By substituting the values from equations (26), (27), (29), and (32) for $f^{(1,\text{mean})}$ and $f^{(2,\text{mean})}$ in expression (23), the cost function of a generic SBS transmitting with power $p(t)$ at time $t$ can then be written as follows:

$$
 c(t) = w_1 \left( -16 \lambda_s^2 p(t) + 2 \pi \Gamma \left[ p_m \lambda_m + E[p(t)] \lambda_s \right] \right)^2 + w_2 16 p(t) \lambda_m^2 \left[ 1 + \left( \frac{p_{m,\text{pilot}}}{p_{s,\text{pilot}}} \right)^{\frac{1}{2}} \right]^4. \tag{33}
$$

For a generic cost function, the control (i.e., transmit power) of time $t$ would only depend on the state of the SBS. Hence, the expectation of the transmit power over all interfering SBSs can be written in terms of the mean field. Then, the above equation can be re-written as follows:

$$
 c(t,e) = w_1 \left( -16 \lambda_s^2 p(t,e) + 2 \pi \Gamma \left[ p_m \lambda_m + \lambda_s \int_{e \in \mathcal{E}} p(t,e)m(t,e)de \right] \right)^2 + w_2 16 p(t,e) \lambda_m^2 \left[ 1 + \left( \frac{p_{m,\text{pilot}}}{p_{s,\text{pilot}}} \right)^{\frac{1}{2}} \right]^4. \tag{34}
$$

For comparison purpose, we also introduce another cost function\(^1\) denoted by $\hat{c}(t,e)$, which is similar to that in [38], as follows:

$$
 \hat{c}(t,e) = -\hat{w}_1 E_{\phi_s} [\text{SINR}_k(p(t,:),m(t,:))] + \hat{w}_2 p_k(t) E_{\phi_s} [g_{k,m}] E_{\phi_s} [r_{k,m}]^{-\alpha} \tag{35}
$$

where $\hat{w}_1$ and $\hat{w}_2$ are weighting factors. This cost function does not take the QoS constraint into account. The SBSs can increase their transmit power even after satisfying the QoS constraint. A performance comparison of these two cost functions will be shown in Section VII.

The first term of $\hat{c}(t,e)$ is derived using stochastic geometry analysis, in [15] and then $\hat{c}(t,e)$ can be written as follows:

$$
 \hat{c}(t,e) = -\hat{w}_1 \frac{8 p(t,e)}{A^2 \left( \lambda_m \sqrt{p_m} + \lambda_s \int_{e \in \mathcal{E}} \sqrt{p(t,e)m(t,e)de} \right)^2} + \hat{w}_2 16 p(t,e) \lambda_m^2 \left[ 1 + \left( \frac{p_{m,\text{pilot}}}{p_{s,\text{pilot}}} \right)^{\frac{1}{2}} \right]^4. \tag{36}
$$

\(^1\)We will see later in the paper that these two cost functions result in different power control policies.

C. Mean Field Equations

Since the cost functions now only depend on the mean field and the control, the optimal control problem given in equation (11) is similar for all the players in the system. The HJB in equation (13) can then be modified as follows [9]:

$$
 \frac{\partial u(t,e)}{\partial t} + \min_{p(t,e)} \left( c(p(t,e),m(t,e)) - p(t,e) \frac{\partial u(t,e)}{\partial e} \right) = 0 \tag{37}
$$
where \( \min_{p(t,e)} \left( c(p(t,e), m(t,e)) - p(t,e) \frac{\partial u}{\partial e} \right) \) is the Hamiltonian, generally denoted by \( H(e, m(t,e), \frac{\partial u(t,e)}{\partial e}) \), and \( u(t,e) \) is the value function. The same equations are applicable for \( \hat{c}(t,e) \) as well. The HJB equation models an individual player’s interaction with the mass (i.e., mean field). This is also called the *backward equation*.

The motion of the mean field corresponds to a Fokker-Planck-Kolmogorov (FPK) equation which is called as the *forward equation*. The forward equation of game \( G_m \) is given as

\[
\frac{\partial m(t,e)}{\partial t} + \frac{\partial}{\partial e} \left( m(t,e) \frac{\partial H}{\partial z} \right) = 0
\]  

(38)

where \( z = \frac{\partial u}{\partial e} \). It was proven that \( \frac{\partial H}{\partial z} \) can be replaced by the control [29], which is in this case \( p(t,e) \). Hence, the modified FPK equation can be written as

\[
\frac{\partial m(t,e)}{\partial t} - \frac{\partial}{\partial e} (m(t,e)p(t,e)) = 0.
\]  

(39)

The mean field equilibrium (MFE) can be obtained by solving the two coupled PDEs given in equations (37) and (39).

**VI. Solution of Mean Field Game: Mean Field Equilibrium**

**A. Mean Field Equilibrium (MFE)**

The solution of the mean field game, namely, the mean field equilibrium (MFE) can be obtained by solving the mean field equations. There is no general technique to solve the mean field equations. In this section, we propose a finite difference technique to obtain the MFE based on the method proposed in [29]. The coupled equations (37) and (39) are iteratively solved until the equilibrium is achieved. The convergence point of the algorithm is guaranteed to be the optimal solution (i.e., MFE) if the objective function of the optimal control problem, \( E \left[ \int_{t=0}^{T} c(t,e) dt + c(T) \right] \) is convex.

As we propose a finite difference method, the time axis \([0, T]\) and the state space \([0, E_{max}]\) are discretized into \( X \times Y \) spaces. Hence, we have \( X + 1 \) points in time and \( Y + 1 \) points in state space. We also define

\[
\delta t := \frac{T}{X} \text{ and } \delta e := \frac{E_{max}}{Y}.
\]

1) *Solution to the forward equation:* The forward equation is solved using the Lax-Friedrichs scheme to guarantee the positivity of the mean field. The Lax-Friedrichs scheme is first order accurate in both space and time [39]. By applying the Lax-Friedrichs scheme to equation (39), we have

\[
M(i+1,j) = \frac{1}{2} [M(i,j-1) + M(i,j+1)] + \frac{\delta t}{2(\delta e)} [P(i,j+1)M(i,j+1) - P(i,j-1)M(i,j-1)]
\]
where $M(i, j)$ and $P(i, j)$ denote, respectively, the values of the mean field and power at time instant $i$ and energy level $j$ in the discretized grid.

2) Solution to the backward equation: The existing finite difference techniques to solve partial differential equations cannot be applied directly to solve the HJB equation due to the Hamiltonian. Therefore, we reformulate the problem by writing the HJB equation as its corresponding optimal control problem with the forward equation as a constraint. The reformulated problem is stated below.

$$
\min_{p(t,e),m(t,e)} E \left[ \int_{t=0}^{T} c(t) dt + c(T) \right],
$$

subject to

$$
\frac{\partial m(t,e)}{\partial t} - \frac{\partial}{\partial e} (m(t,e)p(t,e)) = 0, \quad \forall (t,e) \in [0, T] \times [0, E_{\text{max}}]
$$

and

$$
\int_{e \in E} m(t,e) de = 1, \quad \forall t \in [0, T].
$$

The second constraint is to guarantee that the mean field gives the PDF of the state distribution over SBSs at each time instant.

Then, we write the Lagrangian $L(m(t,e), p(t,e), v(t,e))$ for the above problem with the Lagrange multiplier $v(t,e)_{\forall t,e}$ as follows:

$$
L(m(t,e), p(t,e), u(t,e)) = E \left[ \int_{t=0}^{T} c(t,e) dt \right] + \int_{t=0}^{T} \int_{e=0}^{E_{\text{max}}} v(t,e) \left[ \frac{\partial m(t,e)}{\partial t} - \frac{\partial (m(t,e)p(t,e))}{\partial e} \right] d\text{ed}t
$$

$$
= \int_{t=0}^{T} \int_{e=0}^{E_{\text{max}}} m(t,e)c(t,e) de \ dt + \int_{t=0}^{T} \int_{e=0}^{E_{\text{max}}} v(t,e) \left[ \frac{\partial m(t,e)}{\partial t} - \frac{\partial (m(t,e)p(t,e))}{\partial e} \right] d\text{ed}t
$$

(41)

where we have assumed the terminal cost $c(T)$ to be equal to zero.

As we use a finite difference scheme to solve the forward equation (i.e., first constraint in the reformulated optimization problem), we also discretize the Lagrangian to solve the above given optimal control problem. The discretized Lagrangian $L_D$ is given as follows:

$$
L_D = \delta e \delta t \sum_{i=1}^{X+1} \sum_{j=1}^{Y+1} \left[ M(i,j)C(i,j) + V(i,j) \left( \frac{M(i+1,j) - M(i,j-1) \delta t}{2 \delta e} \right) \right]
$$

$$
- \left( P(i,j+1)M(i,j+1) - P(i,j-1)M(i,j-1) \right) \frac{2 \delta e}{2 \delta e}
$$

(42)
where \( V(i, j) \) and \( C(i, j) \) denote the Lagrange multiplier and the value of the cost function at point \((i, j)\) on the discretized grid.

The optimal decision variables (given by \( P^*, M^*, V^* \)) must satisfy the Karush-Kuhn-Tucker (KKT) conditions. For an arbitrary point \((\bar{i}, \bar{j})\) in the discretized grid, by evaluating and re-arranging the KKT condition, \( \frac{\partial L_D}{\partial P(\bar{i}, \bar{j})} = 0 \), we deduce the following equation to update \( V \):

\[
V(\bar{i} - 1, \bar{j}) = 0.5 [V(\bar{i}, \bar{j} - 1) + V(\bar{i}, \bar{j} + 1)] - \delta tC(\bar{i}, \bar{j}) - \delta t \sum_{j=1}^{Y+1} \left( M(\bar{i}, j) \frac{\partial C(\bar{i}, j)}{\partial P(\bar{i}, j)} \right) + \frac{\delta t P(\bar{i}, \bar{j})}{2\delta e} [V(\bar{i}, \bar{j} - 1) - V(\bar{i}, \bar{j} + 1)].
\]

(43)

If \( V(N+1,:) \) is known, the values of the Lagrange multipliers can be updated iteratively using the above equation.

Assume an optimization problem whose objective function is given by \( f(x) \) and has \( l \) equality constraints each denoted by \( h_i(x) \in \{1, 2, ..., l\} \). It is known that the following relationship exists at the optimal solution [40]:

\[
\nabla f(x^*) = \sum_{i=1}^{l} v_i \nabla h_i(x^*)
\]

(44)

where \( x^* \) is the optimal solution and \( v_i \) is the Lagrange multiplier corresponding to \( h_i \).

Let \( (p^*(t, e), m^*(t, e))_{(t,e)\in[0,T] \times [0, E_{\text{max}}]} \) denote the solution for the optimal control problem given in (40). Now, consider the optimal control problem given below for any arbitrary \( e' \) at time \( T \):

\[
\min_{p(T, e'), m(T, e')} f_T(p(T, e'), m(T, e')) = E \left[ \int_{t=T}^{T} c(t) dt + c(T) \right]
\]

subject to

\[
\frac{\partial m(T, e')}{\partial t} - \frac{\partial}{\partial e} (m(T, e')p(T, e')) = 0.
\]

(45)

According to Bellman’s principle of optimality [28], it can be concluded that the optimal solution to the above problem (45) is given by \( p^*(T, e') \). As \( c(T) = 0, \nabla f_T(p(T, e'), m(T, e')) = 0 \). Assuming that the derivative of the first constraint is non-zero at the optimal point and from equation (44), it can be concluded that \( v(T, e) = 0 \) for all \( e \). Hence, by setting \( V(T, e) = 0, \forall e \in E \), and then using the expression in equation (43) we can update the values of the Lagrange multipliers.

Next, we consider the KKT condition, \( \frac{\partial L_D}{\partial P(i,j)} = 0 \) for any arbitrary point \((\bar{i}, \bar{j})\) in the discretized grid. Then

\[
\sum_{j=1}^{Y+1} \left( M(\bar{i}, j) \frac{\partial C(\bar{i}, j)}{\partial P(\bar{i}, j)} \right) - \frac{M(\bar{i}, \bar{j})}{2\delta e} [V(\bar{i}, \bar{j} - 1) - V(\bar{i}, \bar{j} + 1)] = 0.
\]

(46)
The equation (46) has to be solved for $P(i, j)$ to obtain the transmit power at point $(i, j)$.

3) Obtaining the MFE: The equations (40), (43), and (46) can be solved iteratively until it converges. The complete algorithm to obtain the converging point is given in Algorithm 1. We state the following theorem regarding the convergence point.

**Theorem 6.1**: The convergence point of the given algorithm is the mean field equilibrium of game $G_m$ with cost function, $c(t, e)$.

**Proof**: The Hessian w.r.t. $P(i, j)$ and $M(i, j)$ of the decritized version of objective the function of the optimization problem given in equation (40) can be proven to be positive for any arbitrary $(i, j)$. Hence, the problem given in equation (40) is a convex optimization problem. Since the KKT conditions are necessary and sufficient conditions for the optimal solution of a convex optimization problem, the convergence point of the algorithm is equivalent to the MFE of game $G_m$ with cost function, $c(t, e)$. ■

**B. Uniqueness of the MFE**

In the following theorem, we state the **sufficient conditions** for $G$ to have a unique solution.

**Theorem 6.2**: The game $G$ has a unique solution if the following conditions are satisfied.

1) $\frac{\partial}{\partial m} H(p, z, m) > 0$
2) $\frac{\partial}{\partial z} (mp) > 0$
3) $\frac{\partial}{\partial m} (mp) > 0$

where $z = \frac{\partial u}{\partial x}$.

**Proof**:

Assume that $(m_0(t, e), u_0(t, e))$ and $(m_2(t, e), u_2(t, e))$ are two different solutions for the game $G$. Here we use the notation $x(t, e)$ to denote a continuous function of $t \in [0, T]$ and $e \in [0, E_{max}]$. Consider the following integration:

$$I(1) = \frac{d}{dt} \int_{e \in \mathcal{E}} (u_1(t, e) - u_0(t, e)) (m_1(t, e) - m_0(t, e)) de. \quad (47)$$

We rearrange the above integration as follows:

$$I(1) = \int_{e \in \mathcal{E}} \left( \frac{\partial u_1(t, e)}{\partial e} - \frac{\partial u_0(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) de + \int_{e \in \mathcal{E}} (u_1(t, e) - u_0(t, e)) \left( \frac{\partial m_1(t, e)}{\partial e} - \frac{\partial m_0(t, e)}{\partial e} \right) de.$$
Algorithm 1 Computing the Mean Field Equilibrium

**Initialization:** Initialize \( M(0,:) \), \( V(N+1,:) \), \( iteration = 1 \)

repeat

for all \( i = 1 : 1 : X \) do

for all \( j \in \{1, \ldots, Y\} \) do

Calculate \( M(i+1,j) \) using equation (40)

end for

end for

if \( P(i,M+1) = 0 \) then

\( M(i+1,Y+1) = M(i,Y+1) \)

else

\( M(i+1,Y+1) = 0 \)

end if

\( \forall i \), Normalize \( M \)

for all \( i = X + 1 : -1 : 1 \) do

for all \( j \in \{1, \ldots, Y+1\} \) do

Update \( V(i-1,j) \) using equation (43)

end for

end for

for all \( i = 1 : 1 : X + 1 \) do

for all \( j \in \{1, \ldots, Y+1\} \) do

Update \( P(i,j) \) using equation (46)

end for

end for

\( iteration = iteration + 1 \)

until \( iteration \geq Iter_{max} \)
After substituting equations (37) and (39), we obtain

\[ I(1) = \int_{e \in \mathcal{E}} H \left( e, m_0(t, e), \frac{\partial u_0(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) \, de \]

\[ - \int_{e \in \mathcal{E}} H \left( e, m_1(t, e), \frac{\partial u_1(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) \, de + \int_{e \in \mathcal{E}} \frac{\partial}{\partial e} (m_1(t, e)p_1(t, e)) (u_1(t, e) - u_0(t, e)) \, de \]

\[ - \int_{e \in \mathcal{E}} \frac{\partial}{\partial e} ((m_0(t, e)p_0(t, e))) (u_1(t, e) - u_0(t, e)) \, de \]

\[ = \int_{e \in \mathcal{E}} H \left( e, m_0(t, e), \frac{\partial u_0(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) \, de \]

\[ - \int_{e \in \mathcal{E}} H \left( e, m_1(t, e), \frac{\partial u_1(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) \, de \]

\[ + \int_{e \in \mathcal{E}} (m_0(t, e)p_0(t, e)) \left( \frac{\partial}{\partial e} u_1(t, e) - \frac{\partial}{\partial e} u_0(t, e) \right) \, de - \int_{e \in \mathcal{E}} (m_1(t, e)p_1(t, e)) \left( \frac{\partial}{\partial e} u_1(t, e) - \frac{\partial}{\partial e} u_0(t, e) \right) \, de. \]

Let \( \forall (t, e), m_\theta(t, e) = m_0(t, e) + \theta (m_1(t, e) - m_0(t, e)) \) and \( u_\theta(t, e) = u_0(t, e) + \theta (u_1(t, e) - u_0(t, e)) \).

Consider the integral

\[ I(\theta) = \int_{e \in \mathcal{E}} \left[ H \left( e, m_0(t, e), \frac{\partial u_0(t, e)}{\partial e} \right) - H \left( e, m_\theta(t, e), \frac{\partial u_\theta(t, e)}{\partial e} \right) \right] (m_\theta(t, e) - m_0(t, e)) \, de \]

\[ + \int_{e \in \mathcal{E}} \left( \frac{\partial}{\partial e} u_\theta(t, e) - \frac{\partial}{\partial e} u_0(t, e) \right) (m_0(t, e)p_0(t, e) - m_\theta(t, e)p_\theta(t, e)) \, de. \]

Next, we write

\[ \frac{I(\theta)}{\theta} = \int_{e \in \mathcal{E}} H \left( e, m_0(t, e), \frac{\partial u_0(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) \, de \]

\[ - \int_{e \in \mathcal{E}} H \left( e, m_\theta(t, e), \frac{\partial \theta(t, e)}{\partial e} \right) (m_1(t, e) - m_0(t, e)) \, de + \int_{e \in \mathcal{E}} \left( \frac{\partial}{\partial e} u_1(t, e) - \frac{\partial}{\partial e} u_0(t, e) \right) m_0(t, e)p_0(t, e) \, de \]

\[ - \int_{e \in \mathcal{E}} \left( \frac{\partial}{\partial e} u_1(t, e) - \frac{\partial}{\partial e} u_0(t, e) \right) m_\theta(t, e)p_\theta(t, e) \, de. \]

Using the chain rule, we have

\[ \frac{dI(\theta)}{d\theta} = \frac{\partial I(\theta)}{\partial \theta} \frac{\partial \theta}{\partial m} + \frac{\partial I(\theta)}{\partial m} \frac{\partial m}{\partial \theta}. \]

By evaluating \( \frac{dI(\theta)}{d\theta} \), we can write

\[ \frac{dI(\theta)}{d\theta} = \begin{pmatrix} a & b \end{pmatrix} \begin{pmatrix} c & d \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix} \]

where \( a = m_1(t, e) - m_0(t, e), b = \frac{\partial}{\partial e} u_1(t, e) - \frac{\partial}{\partial e} u_0(t, e), c = -\frac{\partial}{\partial m} H \left( e, m_0(t, e), \frac{\partial u_0(t, e)}{\partial e} \right), f = -\frac{\partial}{\partial m} (m_\theta(t, e)p_\theta(t, e)), e = -\frac{\partial}{\partial m} (m_\theta(t, e)p_\theta(t, e)), and d = -p_\theta(t, e). \)
TABLE II
SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_m )</td>
<td>0.00005 base stations/m^2</td>
</tr>
<tr>
<td>( \lambda_s )</td>
<td>50( \lambda_m )</td>
</tr>
<tr>
<td>( p_{mx}, p_{m,pilot} )</td>
<td>43 dBm</td>
</tr>
<tr>
<td>( p_{max} )</td>
<td>10 dBm</td>
</tr>
<tr>
<td>( p_{s,pilot} )</td>
<td>13 dBm</td>
</tr>
<tr>
<td>( w_1, w_2 )</td>
<td>1000, 50000</td>
</tr>
<tr>
<td>( T )</td>
<td>0.5 s</td>
</tr>
</tbody>
</table>

We can also deduce that \( \left. \frac{I(\theta)}{\theta} \right|_{\theta=0} = 0 \). If \( \frac{dI(\theta)}{d\theta} \leq 0 \), \( \left. \frac{I(\theta)}{\theta} \right|_{\theta=1} \leq 0 \) and hence \( I(1) \leq 0 \). From equation (47),

\[
\frac{d}{dt} \int_{e \in \mathcal{E}} (u_1(t,e) - u_0(t,e)) (m_1(t,e) - m_0(t,e)) de \leq 0.
\]

According to the definition \( m_1(0,:) = m_0(0,:) \) and \( u_1(T,:) = u_0(T,:) \). Assuming that \( m \) and \( u \) are monotone functions, we have

\[
\frac{d}{dt} \int_{e \in \mathcal{E}} (u_1(t,e) - u_0(t,e)) (m_1(t,e) - m_0(t,e)) de = 0.
\]

Therefore, if \( \begin{pmatrix} c & d \\ e & f \end{pmatrix} \) is negative all the time \( u_1(t,e) = u_0(t,e) \) and \( m_1(t,e) = m_0(t,e) \), \( \forall (t,e) \in [0,T] \times [0, E_{max}] \). Hence, the solution is unique.

VII. NUMERICAL RESULTS AND DISCUSSION

This section presents numerical results on the performance of the proposed algorithm. We also validate the stochastic geometry-based expressions derived in Section V-B. The values of the main simulation parameters are given in Table II.

A. Validating the Expressions Derived by Stochastic Geometry Analysis

First, we validate the expressions derived by stochastic geometry analysis. To validate the average interference given in equation (26), we have only considered the interference caused due to the SBSs (i.e., only one PPP is considered for simulation). The same result would hold for the interference caused by the macro network. A comparison of the simulation results with the expression in equation (26) is shown in Fig. 3. In Fig. 4, we validate the expression for the average distance to the closest possible macro user.
Fig. 3. Average interference experienced by a generic small cell user (for $\lambda_s = 50\lambda_m$).

Fig. 4. Variation of the distance to the closest edge of an SBS with $\lambda_m$.

given in equation (32). The exact match of the theoretical and simulation results validates the accuracy of the derived expressions.

B. Behavior of Mean Field at Equilibrium

In this section we observe the behavior of the mean field at the equilibrium. First, we set $E_{\text{max}} = 0.1J$, $P_{\text{max}} = 0.01W$, and $T = 0.5$ (i.e., 50 LTE frames). The initial energy distribution $m(0,:) \approx$ is assumed to be uniform. The mean field at the equilibrium for cost function $c_{t,e}$ is shown in Fig. 5.

Fig. 5. Mean field at the equilibrium for $c(t, e)$ with uniform initial energy distribution.

Fig. 6. Cross-section of the mean field at equilibrium for $c(t, e)$.
It can be seen from the figure that the number of SBSs with higher energy levels decreases with time. The probability of base stations having zero energy increases at the beginning of the time frame and later settle to a constant. This means, although some SBSs empty their battery while transmission, all SBSs do not empty their batteries. This is because, the quadratic term (i.e., $f^{(1,\text{mean})}$ in equation 21) of cost function $c$ discourages the SBSs to increase their transmit power after satisfying the QoS constraint. Therefore, the SBSs which start transmission with higher initial energy do not empty their batteries throughout the transmission.

For illustration, we also plot several cross-sections of the mean field in Fig. 6, which shows the variation of the probability distribution of SBSs having a certain energy with time. Since the initial distribution is uniform, the initial probabilities are similar for all energy levels. After the transmission starts, there is no SBS with full energy as everybody transmits with non-zero power. Therefore, the probability of SBSs with maximum energy (i.e., 0.1 J) drops to zero right after the start of the transmission. The probability of SBSs having zero energy increases for sometime, as SBSs who had smaller initial energy would eventually empty their batteries.

![Energy Distribution](image)

**Fig. 7.** Mean field at the equilibrium for $\hat{c}(t, e)$ with uniform initial energy distribution.

![Cross-section of the mean field](image)

**Fig. 8.** Cross-section of the mean field at equilibrium for $\hat{c}(t, e)$.

In Fig. 7 and Fig. 8, we show the MFE considering $\hat{c}(t, e)$ in equation (36). $\hat{w}_1$ and $\hat{w}_2$ are set to 1. Unlike in the previous cost function $c(t, e)$, this cost function does not discourage SBSs to increase transmit power after satisfying the QoS constraint. Therefore, the SBSs tend to use more energy during $T$ and result a different mean field behavior. (Note that in this case, there are SBSs with a higher energy
than the previous case as $E_{\text{max}} = 2J$.) It can be seen in Fig. 7 that, the probability of an SBS having zero energy is equal to one at the end of the time period $T$ (i.e., $m(T; 0) = 1$). This means all the SBSs have emptied their energy allowance during the transmission and have zero available energy at the end of the considered time frame $T$. Therefore, it can be concluded that the cost function $c(t, e)$ performs better than the cost function $\hat{c}(t, e)$ in terms of energy saving.

C. Power Control Policy at the Mean Field Equilibrium

We show the transmit power policies for the game $G_m$ with both cost functions $c(t, e)$ and $\hat{c}(t, e)$. Once the power policy is calculated, an SBS can decide on the transmit power based on its available energy at each time instant. Re-computation of the power policy is needed at the beginning of each time interval $T$ (i.e., $0, T, 2T, 3T, ....$) only if the probability distribution of allowable energy changes.

![Equilibrium power policy for $\hat{c}(t, e)$ with uniform initial energy distribution.](image)

Fig. 9. Equilibrium power policy for $\hat{c}(t, e)$ with uniform initial energy distribution.

Fig. 9 shows the equilibrium power policy for the cost function $c(t, e)$. A uniform initial energy distribution is considered. All SBSs start transmission at low power levels. The SBSs with lower energy may empty their batteries after sometime decreasing the average interference caused to the other users. Then, the SBSs, which have sufficient energy to transmit throughout $T$, increase their transmit power. As the cost function $c(t, e)$ discourage the SBSs to increase power after satisfying the QoS constraint,
the transmit power remains almost constant. However, the cost function \( \hat{c}(t,e) \) results a different system behavior.

Fig. 10. Equilibrium power policy for \( \hat{c}(t,e) \) with uniform initial energy distribution.

Fig. 11. Cross-section of the power policy for \( \hat{c}(t,e) \).

Fig. 10 shows the transmit power policy at the equilibrium for cost function \( \hat{c} \). We also consider a uniform distribution of initial energy. This figure also shows that, the SBSs with higher energy start transmitting with maximum allowable transmit power while the SBSs with lower energy start with lower power. However, the SBSs with lower energy tend to increase their transmit power after some time. A cross-section of the power policy plot is shown in Fig. 11 for energy levels 2J, 0.2J, 0.05J, and 0J. The figure shows that the SBSs with higher energy start transmitting with maximum allowable transmit power while SBSs with lower energy start with lower power. However, the SBSs with lower energy tend to increase their transmit power after some time.

The above phenomenon is illustrated more in Fig. 12 where we show the transmit power policies with three different initial energy levels. The SBSs who start the game with an initial energy of 0.05J do not transmit at higher power at the beginning of the time period \( T \). They increase the transmit power later in the time slot. By that time, the SBSs who started the game with higher energy have spent most of their energy and lowered their transmit power. The SBSs with less initial energy can have a better cost by increasing their transmit power later in time period \( T \) due to reduced interference.

D. Comparison With Uniform Transmit Power

To compare the performance of the proposed algorithm, we use uniform transmit power setting as a benchmark algorithm. In this case, the uniform transmit power \( p_k \) of an SBS \( k \) with initial energy \( e_k(0) \)
Fig. 12. Transmit power variation of SBSs with different initial energy for $\hat{c}(t, e)$.

equals to $\frac{e_k(0)}{T}$. Fig. 13 plots the variation of average SINR over $T$ with $\lambda_s$ for both uniform transmit power setting and the proposed algorithm for cost function $\hat{c}(t, e)$. The results show that the transmit power policy given by the proposed algorithm performs better when the network becomes more dense. The variation of average SINR over $T$ with $\lambda_s$ for $c(t, e)$ is compared with the uniform transmit power policy in Fig. 14. Also in this case also the proposed algorithm outperforms the uniform power policy. However, SINR does not increase after satisfying the QoS constraint.

VIII. CONCLUSION

We have proposed an energy-aware distributed power control algorithm for self-organizing small cell networks. The power control problem of a co-channel deployed small cell network underlaid with a macro network is first formulated as a stochastic game. The stochastic game for power control is then extended to a mean field game for a dense networks. An iterative finite difference technique is proposed to solve mean field equations based on Lax-Friedrichs scheme and Lagrange relaxation. We also have shown the sufficient conditions for the uniqueness of the mean field equilibrium. The performance of the algorithm has been analyzed for two cost functions. The main advantage of the proposed algorithm is that it can be distributively executed offline. Also, the algorithm considers minimizing the cost over a pre-defined period
Fig. 13. Variation of SINR at the receiver of a generic user with SBS density.

Fig. 14. Variation of SINR at the receiver of a generic user with SBS density.

of time, instead of minimizing the running cost. Numerical results have been presented to demonstrate the performance of the proposed algorithm.

REFERENCES


