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PREFACE

Our initial motivation was to provide an up to date translation of the monograph [45] written in french

by the first author, taking account of more recent developments of infinite dimensional dynamics based on

the Łojasiewicz gradient inequality.

While preparing the project it appeared that it would not be easy to cover the entire scope of the french

version in a reasonable amount of time, due to the fact that the non-autonomous systems require sophisti-

cated tools which underwent major improvement during the last decade.

In order to keep the present work within modest size bounds and to make it available to the readers

without too much delay, we decided to make a first volume entirely dedicated to the so-called convergence

problem for autonomous systems of dissipative type. We hope that this volume will help the interested

reader to make the connection between the rather simple background developed in the french monograph

and the rather technical specialized literature on the convergence problem which grew up rather fast in the

recent years.
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Chapter 1

Introduction and basic tools

1.1 Introduction

The present text is devoted to a rather specific subject: convergence to equilibrium, as t tends to infinity, of

the solutions to differential equations on the positive halfline {t ≥ 0} of the general form

U ′(t) +AU(t) = 0

where A is a nonlinear, time independent, possibly unbounded operator on some Banach space X . By

equilibrium we mean a solution of the so-called stationary problem

AU = 0.

By the equation, taken at a formal level for the moment, it is clear that if a solution tends to an equilibrium

and if A is continuous : X → Y for some Banach space Y having X as a topologically imbedded sub-

space, the ”velocity” U ′(t) tends to 0 in Y . If the trajectory U is precompact in X , it will follow that this

means some strong asymptotic flatness of U(t) for t large. Conversely, systems having this property do not

necessarily enjoy the convergence property since trajectories might oscillate (slower and slower at infinity)

between several stationary solutions.

A well known convenient way to study the asymptotic behavior of solutions is to associate to the dif-

ferential equation a semi-group S(t) of (nonlinear) operators on some closed subset Z of the Banach space

X , defined as follows: for each t ≥ 0 and each z ∈ X for which the initial value problem is well-posed,

S(t)z is the value at t of the solution with initial value z. Since the initial value problem does not need to

be well-posed for every z ∈ X , in general Z will just be some closed set containing the trajectory

Γ(z) =
⋃

t≥0

S(t)z
X

For some results the consideration of Γ(z) will be enough, for some others (for instance stability proper-

ties) it will be preferable to take Z as large as possible. The standard terminology used in the Literature

for such semi-groups is “Dynamical systems” and we shall adopt it. Since the operator A does not depend

on time, both equation and dynamical system are called autonomous. According to the context, the word

”trajectory” will mean either a solution of the equation u(t + s) = S(t)u(s) on the halfline, or the closure

6



1.1. INTRODUCTION 7

of its range.

The present work concerns dissipative autonomous systems. In the Literature the term “dissipative” has

been used in many different contexts. Here, dissipative refers to the existence of a scalar function Φ of the

solution U which is dissipated by the system, in the sense that it is nonincreasing:

∀s ≥ 0, ∀t ≥ s, Φ(U(t)) ≤ Φ(U(s)).

If in addition Φ is coercive , this implies that U(t) is bounded in X . The problem of asymptotic behavior

becomes therefore natural. Such non-increasing functions of the solution play an important role in the the-

ory of stability initiated by Liapunov. For this reason, in this text, they will be called Liapunov functions

(resp. Liapunov functionals if X is a function space).

Let us now define more precisely the main theme of the present text. The structure of trajectories to

dynamical systems tends to become more and more complicated as the dimension of the ambient space X
increases. When X = R, A is just a scalar function of the scalar variable U and if A is locally Lipschitz, as

a consequence of local uniqueness, no trajectory other than a stationary solution can cross the set of equi-

libria. As a consequence all bounded solutions are monotonic, hence convergent. In higher dimensions,

what remains true is that convergent trajectory have to converge to a stationary solution. But the equation

u” + u = 0 , which can be represented as a first order differential equation in X = R2 exhibits oscil-

latory solutions, and even when a strictly decreasing Liapunov functions exists, two-dimensional systems

can have some non-convergent trajectories. Our main purpose is to find sufficient conditions for conver-

gence and exhibit some counterexamples showing the optimality of the convergence theorems. Finding

sufficient conditions for convergence is a program which was initiated by S. Łojasiewicz when X = RN

and A = ∇F with F a real valued function. By relying on the so-called Łojasiewicz gradient inequality, he

showed that convergence of bounded solutions is insured whenever F is analytic. From the point of view

of a sufficient condition expressed in terms of regularity, this result is optimal: there are C∞ functions on

X = R2 for which the equation U ′(t) +∇FU(t) = 0 has bounded non-convergent solutions. An explicit

example was given by Palis & De Melo in [73], and in this text we extend their example in such a way that

any Gevrey regularity condition weaker than analytic appears unsufficient for convergence.

This text is divided in 11 chapters: the first 3 chapters contain some basic material useful either to set

properly the convergence question, or as a technical background for the proofs of the main results. In Chap-

ter 4 we fix the main general concepts or notation concerning dynamical systems. In chapter 5 a general

asymptotic stability criterion is given, generalizing the well known Liapunov stability theorem (Liapunov’s

first method) in a framework applicable to infinite dimensional dynamical systems and in the same vein, a

finite-dimensional method used by R. Bellman to derive instability from linearized instability is applied to

some infinite dimensional dynamical systems. Chapter 6 is devoted to the definition and main properties

of a class of “gradient-like systems” in which the question of convergence appears fairly natural. Chap-

ter 7 concerns the general invariance principle and its connection with Liapunov’s second method. After

Chapter 8, in which simple particular cases are treated by specific methods, Chapter 9 and 10 are devoted to

convergence theorems based on the Łojasiewicz gradient inequality, respectively in finite dimensions and

infinite dimensional setting with applications to semilinear parabolic and hyperbolic problems in bounded

domains. Chapter 11 is devoted to a somewhat informal description of more recent or technically more

elaborate results which are too difficult to fall within the scope of a brief monograph.

We hope that this text may help the reader to build a bridge between the now classical Łojasiewicz con-

vergence theorem and the more recent results on second order equations and infinite dimensional systems.
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1.2 Some important lemmas

The first lemma is classical and is recalled only for easy reference in the main text.

Lemma 1.2.1. (Gronwall Lemma) Let T > 0, λ ∈ L1(0, T ), λ ≥ 0 a.e. on (0, T ) and C ≥ 0. Let

ϕ ∈ L∞(0, T ), ϕ ≥ 0 a.e. on (0, T ), such that

ϕ(t) ≤ C +

∫ t

0

λ(s)ϕ(s)ds, a.e. on (0, T )

Then we have

ϕ(t) ≤ Cexp
(∫ t

0

λ(s)ds
)
, a.e. on (0, T )

Proof. We set

ψ(t) = C +

∫ t

0

λ(s)ϕ(s)ds, ∀t ∈ [0, T ]

Then ψ is absolutely continuous, hence differentiable a.e. on (0,T), and we have

ψ′(t) = λ(t)ϕ(t) ≤ λ(t)ψ(t) a.e. on (0, T ).

Consequently, a.e. on (0, T ) we find :

d

dt
[ψ(t)exp

(
−
∫ t

0

λ(s)ds
)
] ≤ 0.

Hence by integrating

ψ(t) ≤ Cexp
(∫ t

0

λ(s)ds
)
, ∀t ∈ [0, T ].

The result follows, since ϕ ≤ ψ a.e. on (0, T )

The next lemmas will be useful in the study of convergence and decay rates

Lemma 1.2.2. (cf. e.g. [33]. ) Let X be a Banach space, t0 ∈ R and z ∈ C((t0,∞);X). Assume that the

following conditions are satisfied

z ∈ L1((t0,∞);X) (1.1)

z is uniformly continuous on [t0,∞)with values in X. (1.2)

Then

lim
t→∞

‖z(t)‖X = 0

Proof. Let ε > 0 be arbirary and let δ > 0 be such that

sup
t∈[t0,∞),h∈[0,δ]

‖z(t+ h− z(t))‖X ≤ ε

Then we find easily

∀t ∈ [t0,∞), ‖z(t)‖X ≤ ε+
1

δ

∫ t+δ

t

‖z(s)‖Xds.

implying

lim sup
t→∞

‖z(t)‖X ≤ ε

The conclusion follows immediately
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Lemma 1.2.3. Let X be a Banach space, t0 ∈ R and u ∈ C1((t0,∞);X) . Assume that there exists

H ∈ C1((t0,∞),R), η ∈ (0, 1) and c > 0 such that

H(t) > 0 for all t ≥ t0. (1.3)

−H ′(t) ≥ cH(t)1−η ‖u′(t)‖X for all t ≥ t0. (1.4)

Then there exists ϕ ∈ X such that lim
t→∞

u(t) = ϕ in X .

Proof. By using (1.4), we get for all t ≥ t0

− d

dt
H(t)η = −ηH ′(t)H(t)η−1 (1.5)

≥ cη ‖u′(t)‖X .

By integrating this last inequality over (t0, T ), we obtain

∫ T

t0

‖u′(t)‖X dt ≤ H(t0)
η

cη
. (1.6)

This implies u′ ∈ L1((t0,∞);X). By Cauchy’s criterion, lim
t→∞

u(t) exists in X .

Lemma 1.2.4. Let T > 0, let p be a nonnegative square integrable function on [0, T ). Assume that there

exists two constants γ > 0 and a > 0 such that

∀t ∈ [0, T ],

∫ T

t

p2(s)ds ≤ ae−γt.

Then setting b := eγ/2/(eγ/2 − 1), for all 0 ≤ t ≤ τ ≤ T we have:

J(t, τ) :=

∫ τ

t

p(s)ds ≤ √
abe−

γt
2 .

Proof. Assume first that τ − t ≤ 1. Then we have

J(t, τ) ≤
√
τ − t

√∫ τ

t

p2(s ds ≤ √
ae−

γt
2 .

If τ − t ≥ 1 we reason as follows. Let N be the integer part of τ − t, we get

J(t, τ) ≤
N−1∑

i=0

∫ t+i+1

t+i

p(s) ds+

∫ τ

t+N

p(s) ds

≤
N−1∑

i=0

√
ae−

γ(t+i)
2 +

√
ae−

γ(t+N)
2

≤ √
a

e
γ
2

e
γ
2 − 1

e−
γt
2 .
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Lemma 1.2.5. Let p be a nonnegative square integrable function on [1,∞). Assume that for some α > 0
and a constant K > 0, we have

∀t ≥ 1

∫ 2t

t

p2(s)ds ≤ Kt−2α−1

Then for all τ ≥ t ≥ 1 we have: ∫ τ

t

p(s) ds ≤
√
K

1− 2−α
t−α.

Proof. By Cauchy-Schwarz inequality, for all t ≥ 1 we may write:

∫ 2t

t

p(s)ds ≤
√
t (Kt−2α−1)1/2 =

√
K t−α,

hence

∫ τ

t

p(s) ds ≤
∫ ∞

t

p(s) ds =

∞∑

k=0

∫ 2k+1t

2kt

p(s) ds ≤
√
K

∞∑

k=0

(2kt)−α =

√
K

1− 2−α
t−α

Finally, in the application of the Łojasiewicz gradient inequality to convergence results, the following

topological reduction principle will play an important role.

Lemma 1.2.6. Let W and X be two Banach spaces. Let U ⊂ W be open and E : U −→ R and

G : U −→ X be two continuous functions. We assume that for all a ∈ U such that G(a) = 0, there exist

σa > 0, θ(a) ∈ (0, 1) and c(a) > 0

‖G(u)‖X ≥ c(a)|E(u)− E(a)|1−θ(a), ∀u : ‖u− a‖W < σa. (1.7)

Let Γ be a compact and connected subset of G−1{0}. Then we have

(1) E assumes a constant value on Γ. We denote by Ē the common value of E(a), a ∈ Γ.

(2) There exist σ > 0, θ ∈ (0, 1) and c > 0 such that

dist(u,Γ) < σ =⇒ ‖G(u)‖X ≥ c|E(u)− Ē|1−θ

Proof. By continuity of E we can always assume that σa is replaced by a possibly smaller number so that

|E(u)− E(a)| ≤ 1 for all u such that ‖u− a‖W < σa. Let a ∈ Γ and

K = {b ∈ Γ/ E(b) = E(a)}.

It follows from (1.7) that K is an open subset of Γ which is obviously closed by continuity and since Γ is

connected by hypothesis we have K = Γ.

On the other hand, since Γ is compact, there exist a1, · · · , ap ∈ Γ such that

Γ ⊂
p⋃

i=1

B(ai,
σai

2
).

The result follows with σ = 1
2 inf σai

, c = inf c(ai) and θ = inf θ(ai).
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1.3 Semi-Fredholm operators

Let E, F be two Banach spaces and A : E −→ F be a linear operator. We denote by N(A) and R(A) the

null space and the range of A, repectively.

Definition 1.3.1. A bounded linear operator A ∈ L(E,F ) is said to be semi-Fredholm if

(1) N(A) is finite dimensional,

(2) R(A) is closed.

We denote by SF (E,F ) the set of all semi-Fredholm operators from E to F .

Remark 1.3.2. The fact that N(A) is finite dimensional implies that there exists a closed subspace X of

E such that E = N(A)
⊕
X (cf [20] p. 38). Moreover R(A) = A(X) is a Banach space when equipped

with the norm ‖ · ‖F .

Theorem 1.3.3. Let A ∈ L(E,F ) and assume that N(A) is finite dimensional. Then we have A ∈
SF (E,F ) if and only if

∃ρ > 0, ∀u ∈ X ‖Au‖F ≥ ρ‖u‖E. (1.8)

Proof. (1.8) implies that R(A) is closed. In fact, let (fn) = (Aun) be such that fn −→ f in F . Let (xn)
and (yn) be such that un = xn + yn with (xn) ⊂ X and (yn) ⊂ N(A). So fn = Axn. Then the inequality

‖xn−xm‖E ≤ 1
ρ‖fn− fm‖F implies that (xn) is a Cauchy sequence, hence converges. Let x be the limit.

We have Axn −→ Ax so f = Ax.

Conversely,R(A) is a Banach space andC := A/X : X −→ R(A) is bijective and continuous, by Banach’s

theorem we get that C−1 is continuous and (1.8) follows.

Remark 1.3.4. If A : E −→ F is a topological isomorphism, then A ∈ SF (E,F ) with N(A) = {0}.

Conversely, as a consequence of Banach’s theorem, if A ∈ SF (E,F ) with N(A) = {0} , then A : E −→
R(A) is a topological isomorphism.

Theorem 1.3.5. Let A ∈ SF (E,F ) and G ∈ L(E,F ). Assume that G is compact, then A + G ∈
SF (E,F ).

Proof. We divide the proof into 3 steps :

Step 1 : If (un) ⊂ E with ‖un‖ ≤ 1 and (A + G)(un) −→ 0, then (un) has a strongly convergent

subsequence in E. Indeed we can assume Gun −→ g ∈ F . Let un = xn + yn, xn ∈ X , yn ∈ N(A)
where X is as in the remark 1.3.2. Since Aun = Axn −→ −g, (xn) is convergent in E. Then (yn) is

bounded in N(A), since dimN(A) <∞ we can assume that yn −→ y in E with y ∈ N(A). In particular

un = xn + yn is convergent in E.

Step 2 : Let (un) ⊂ N(A+G) with ‖un‖ ≤ 1. By step 1, (un) is precompact in E, hence the unit ball of

N(A+G) is precompact and consequently dimN(A+G) <∞.

Step 3 : Let Y be a Banach space such that E = N(A+G)
⊕
Y . Assuming R(A+G) not closed, then

by Theorem1.3.3 we can find yn ∈ Y with ‖yn‖ = 1 and (A+G)yn −→ 0. By step 1, up to a subsequence

we can deduce yn −→ y in E. We immediately find ‖y‖E and y ∈ Y . Hence since (A +G)yn −→ 0 we

have y ∈ N(A+G). SinceN(A+G)∩Y = {0}, we end up with a contradiction since y ∈ N(A+G)∩Y
and ‖y‖E = 1.

For the next corollary, we consider two real Hilbert spaces V,H where V ⊂ H with continuous and

dense imbedding and H ′, the topological dual of H is identified with H , therefore

V ⊂ H = H ′ ⊂ V ′
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with continuous and dense imbeddings.

Corollary 1.3.6. Let A ∈ SF (V, V ′) and assume that A is symmetric. Then A + P : V −→ V ′ is an

isomorphism where P : V −→ N(A) is the projection in the sense of H .

Proof. First we have N(A + P ) = {0}. Indeed if Au + Pu = 0, we have Au = −Pu ∈ N(A), then

Au ∈ N(A) ∩R(A) = {0}, so Au = 0, hence u = Pu = −Au = 0.

On the other hand, since A ∈ SF (V, V ′), dimN(A) < ∞ and then P is compact. By Theorem 1.3.5

A + P ∈ SF (V, V ′), then R(A + P ) is closed. Now since A + P is symmetric and N(A + P ) = {0}
then R(A + P ) is dense in V ′, hence R(A + P ) = V ′. By Banach’s theorem we get that (A + P )−1 ∈
L(V ′, V ).

Example 1.3.7. Let Ω be a bounded and regular domain of RN , V = H1
0 (Ω)

A = −∆+ p(x)I, p ∈ L∞(Ω)

G := p(x)I : V −→ V ′ is compact. −∆ ∈ Isom (V, V ′) then by Theorem 1.3.5A ∈ SF (V, V ′). Corollary

1.3.6 implies that A+ P ∈ Isom (V, V ′).

1.4 Analytic maps

In this section, we introduce a general notion of real analyticity valid in the Banach space framework

which will be essential for the proper formulation of many convergence results applicable to P.D.E. One

of the difficulties we encounter here is that the good properties of complex analyticity cannot be used and

all the proofs have to be done in the real analytic framework. For example, in this framework the result

on composition of analytic maps is not so trivial as in the complex framework and its proof is generally

skipped even in the best reference books. Here we shall give a complete argument relying on the majorant

series technique of Weirstrass.

1.4.1 Definitions and general properties

Definition 1.4.1. Let X , Y be two real Banach space and a ∈ X . Let U be an open neighborhood of a in

X . A map f : U −→ Y is called analytic at a if there exists r > 0 and a sequence of n−linear, continuous,

symmetric maps (Mn)n∈N fulfilling the following conditions

(1)
∑

n∈N

‖Mn‖Ln(X,Y )r
n <∞ where

‖Mn‖Ln(X,Y ) = sup{‖Mn(x1, x2, · · · , xn)‖Y , sup
i

‖xi‖X ≤ 1}.

(2) B̄(a, r) ⊂ U .

(3) ∀h ∈ B̄(0, r), f(a+ h) = f(a) +
∑

n≥1

Mn(h
(n)) where h(n) = (h, · · · , h)︸ ︷︷ ︸

n times

.

Remark 1.4.2. Under the previous definition, it is not difficult to check that

- ∀b ∈ B(a, r), f is analytic at b.
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- f ∈ C∞(B(a, r), Y ) with Dnf(a) = n!Mn.

- A finite linear combination of analytic maps at a is again analytic at a.

Definition 1.4.3. f is analytic on the open set U if f is analytic at every point of U .

Example 1.4.4. It is clear from the definitions that any bounded linear operator, any continuous quadratic

form and more generally any finite linear combination of restrictions to the diagonal of continuous k-

multilinear maps: Xk → Y (usually called a polynomial map) is analytic on the whole space X .

Proposition 1.4.5. Let f ∈ C1(U, Y ). The following properties are equivalent

(1) f : U −→ Y is analytic ;

(2) Df : U −→ L(X,Y ) is analytic .

Moreover if

f(a+ h) = f(a) +
∑

n≥1

Mn(h
(n))

is the expansion of f(a+ h) for all h in the closed ball B̄(0, r) ⊂ U − a, then

Df(a+ h) =M1 +
∑

n≥2

nMn(h
(n−1), ·)

is the expansion of Df(a+ h) for all h in the open ball B(0, r).

Proof. First let us explain the meaning of the formula for the derivative. It involves an infinite sum of

expressions of the form

nMn(h
(n−1), ·).

Indeed, since Df(a+ h) is for all vectors h an element of L(X,Y ), the formula really means

∀ξ ∈ X, Df(a+ h)(ξ) =M1(ξ) +
∑

n≥2

nMn(h
(n−1), ξ)

and for any n ≥ 2 fixed we must identify nMn(h
(n−1), ·) as the trace on the diagonal of Xn−1 of an

n− 1-linear symmetric continuous map with values in L(X,Y ). The corresponding map is just

Kn−1(x1, ..., xn−1)(ξ) = nMn(x1, ..., xn−1, ξ).

Assuming 1), Let us consider a and r > 0 with B̄(0, r) ⊂ U − a. The expression of the norms of Kn−1 in

the space of n − 1- linear symmetric continuous map with values in L(X,Y ) shows that the formal series

given by

∀ξ ∈ X, Df(a+ h)(ξ) =M1(ξ) +
∑

n≥2

Kn−1(h
(n−1), ξ)

satisfies
∑

n∈N

‖Kn‖Ln(X,L(X,Y ))r
′n < ∞ for any r′ ∈ (0, r). The summation formula for the derivative is

now obvious when the expansion is finite. The general case is more delicate and is in fact related to the

formula permitting to recover f from the knowledge of Df . This formula:

f(a+ h) = f(a) +

∫ 1

0

Df(a+ sh)(h)ds

is classical and valid for any C1 function f . When we substitute the expansion of Df in this formula, the

summability of its terms transfers easily to yield the desired expansion for f . We skip the details which are

classical for this part of the argument.
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1.4.2 Composition of analytic maps

Let Z be a Banach space, V be an open neighborhood of f(a) and g : V −→ Z be analytic at f(a). This

means that for some ρ > 0, we have

g(f(a) + k) = g(f(a)) +
∑

m≥1

Pm(k(m))

whenever ‖k‖F ≤ ρ and
∑

m∈N

‖Pm‖Lm(X,Z)ρ
m <∞.

Theorem 1.4.6. The map g ◦ f is analytic at a with values in Z . More precisely, setting

Rd(h
(d)) =

∑

m≤d

∑
∑

m
j=1 nj=d

Pm

(
Mn1(h

(n1)), · · · ,Mnm
(h(nm))

)

(the sum is finite for any d) we have

∑

d≥1

‖Rd‖Ld(X,Z)σ
d <∞ (1.9)

as soon as ∑
‖Mn‖Ln(X,Y )σ

n ≤ ρ

and

g ◦ f(a+ h) = g ◦ f(a) +
∑

d≥1

Rd(h
(d)), ∀h, ‖h‖X ≤ σ.

Proof. We have the obvious estimate :

‖Rd‖Ld(X,Z) ≤
∑

m≤d

‖Pm‖Lm(Y,Z)

∑

|µ|=d

‖Mn1‖ · · · ‖Mnm
‖

where µ = (n1, · · · , nm), |µ| = n1 + · · ·+ nm and ‖Mni
‖ = ‖Mni

‖Lni
(X,Y ). Indeed

Rd(h1, · · · , hd) =
∑

m≤d

∑

|µ|=d

Pm(Mn1(h1 · · · , hn1), · · · ,Mnm
(hn1+···nm−1+1, · · · , hd)).

Therefore
∑

d≥1

‖Rd‖Ld(X,Z)σ
d ≤

∑

1≤m

∑

≤d

‖Pm‖
∑

‖Mn1‖ · · · ‖Mnm
‖σd

=
∑∑∑

‖Pm‖‖Mn1‖σn1 · · · ‖Mnm
‖σnm

=
∑

m

‖Pm‖
∑

d≥m, |µ|=d

‖Mn1‖σn1 · · · ‖Mnm
‖σnm

≤
∑

m

‖Pm‖
(∑

‖Mn‖σn
)m

.

Then (1.9) follows. Concerning the convergence of the series to g ◦ f , we notice that

(g ◦ f)(a+ h)− (g ◦ f)(a) =
∑

m≥1

Pm((f(a+ h)− f(a))(m))
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Hence

‖(g ◦ f)(a+ h)− (g ◦ f)(a)−
M∑

m=1

Pm((f(a+ h)− f(a))(m))‖Z

≤
∑

m≥M+1

‖Pm‖
(∑

‖Mn‖σn
)m

< ε for M ≥M(ε).

Then for M ≥ 1 fixed

M∑

m=1

Pm((f(a+ h)− f(a))(m) =
∑

d≥1

M∑

m=1

Qµ((h)
(d))

with Qµ((h)
d) = Pm(Mµ1((h)

(µ1)), · · · ,Mµm
((h)(µm)).

‖
M∑

m=1

Pm((f(a+ h)− f(a))(m) −
M∑

d=1

M∑

m=1

Qµ((h)
(d))‖

≤
M∑

m=1

∑

|µ|=d≥M+1

‖Qµ((h)
(d))‖ → 0 as M → ∞.

Finally

‖(g ◦ f)(a+ h)− (g ◦ f)(a)−
M∑

d=1

M∑

m=1

∑

µ|=d

Qµ((h)
(d))‖ ≤ 2ε

for M large. But
M∑

d=1

M∑

m=1

∑

µ|=d

Qµ((h)
(d)) =

M∑

d=1

Rd((h)
(d))

since

M∑

m=1

∑

µ|=d

Qµ = Rd for all d ≤M .

1.4.3 Nemytskii type operators on a Banach algebra

Let A be a real Banach algebra and f be a real analytic function in a neighborhood of 0, which means that

for some open subset U of R containing 0 we have f ∈ C∞(U,R) and for some positive constants M,K

∀n ∈ N, |f (n)(0)| ≤MKnn!

It is clear that for any n ∈ N the map u → un is the restriction to the diagonal of An of the continuous

n-linear map

U = (u1, ..un) →
n∏

i

uj

It follow that the map

F(u) =

∞∑

n=0

f (n)(0)

n!
un
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is analytic in the open ball B0 = B(0, 1
K ) in the sense of Subsection 1.4.1. This map will be called the

Nemytskii type operator associated to f on the Banach algebra A.

Example 1.4.7. Let us consider the special case A = L∞(S) where S is any positively measured space.

Then for any f as above the operator defined by

Nf (u)(s) = f(u(s)) =

∞∑

n=0

f (n)(0)

n!
u(s)n

for all u ∈ B(0, 1
K ) ⊂ L∞(S) and almost everywhere in S is usually called the Nemytskii operator on

L∞(S) associated to f and is an analytic map in a ball centered at 0. The same holds true if we replace

L∞(S) by the set of continous bounded functions on a topological space Z or more generally any Banach

sub-algebra of it.

Remark 1.4.8. (i) The Nemytskii operator Nf (u)(s) = f(u(s)) makes sense in other contexts, for instance

from a Lebesgue space into another assuming some growth restrictions of the generating function f .

(ii) We shall use this operator exclusively in the case where f is in fact an entire function, i.e. K can be

taken arbitrarily small.

(iii) Moreover, in the applications we shall usually need some growth restrictions on f or even its first

derivative.

(iv) In our applications to convergence, Nf (u)(s) = f(u(s)) will usually appear as the derivative of a

potential function G(u) =
∫
S F (u(s)ds where F is a primitive of f .

1.4.4 Inverting analytic maps

Let X , Y be two real Banach space and a ∈ X . Let U be an open neighborhood of a in X and

f ∈ C1(U, Y ). The well known inverse map theorem says that if Df(a) ∈ Isom (X,Y ), there exists

a possibly smaller neigborhood W of a in X such that f(W ) is open in Y and f : W → f(W ) is a

C1-diffeomorphism. Moreover we have the formula

∀y ∈ f(W ), D(f−1)(y) = [Df(f−1(y))]−1

We note that in order for f to be a diffeomorphism, we need the existence of a linear topological isomor-

phism between X and Y , namely L = Df(a), so that diffeomorphisms can be reduced to the case X = Y
by replacing the general function f by the ”operator“ g = L−1 ◦ f . By combining (1.4.5) with the fact that

the map T → T−1 is analytic on the open set Isom (X,X) ⊂ L(X,X), it is easy to prove the following

Theorem 1.4.9. Giving a function f ∈ C1(U, Y ) which is analytic at a ∈ U , if Df(a) ∈ Isom (X,Y ), the

inverse map f−1 is analytic at f(a).

Proof. By construction, g : V → X is analytic with V an open ball of X contained in U and centered at

a, so that we may assume V = U . As a consequence of Proposition 1.4.5, Dg is analytic : V → L(X)
and we have Dg(a) = IdL(X). Then Dg−1(x) = (Dg)−1 ◦ g−1(x) throughout g(V ), so that Dg−1

appears as a composition of 3 analytic maps by reducing if necessary V to a small ball around a in which

Dg is sufficiently close to IdL(X) in the norm of L(X) to use the formula (I − τ)−1 =
∑
τn where

τ(y) = IdL(X) − Dg(y) . Finally by using once more Proposition 1.4.5, the gradient Dg−1 is lifted to

g−1 which is therefore also analytic . The details are essentially classical and left to the reader.



Chapter 2

Background results on Evolution

Equations

2.1 Elements of functional analysis. Examples of unbounded opera-

tors

Throughout this paragraph, X denotes a real Banach space. The norm of X is denoted by ‖ ‖. The results

will generally be stated without proof. For the proofs we refer to the classical literature on functional

analysis, cf. e.g. [20, 82]

2.1.1 Unbounded Operators on X

Definition 2.1.1. A linear operator onX is a pair (D,A), whereD is a linear subspace ofX, andA : D →
X is a linear mapping. We say that A is bounded if ‖Au‖ remains bounded for u ∈ {x ∈ D, ‖x‖ ≤ 1}.
Otherwise, A is called unbounded.

Remark 2.1.2. If A is bounded, then A is the restriction to D of some operator Ã ∈ L(Y,X), where Y
is a closed linear subspace of X containing D. On the other hand if A is unbounded, then there exists no

operator Ã ∈ L(Y,X) with Y a closed linear subspace of X and D ⊂ Y such that Ã|D = A.

Definition 2.1.3. If (D,A) is a linear operator on X , the graph of A and the range of A are the linear

subspaces G(A) and R(A) of X defined by

G(A) = {(u, f) ∈ X ×X,u ∈ D, f = Au} and R(A) = A(D).

As it is usual, we shall frequently call the pair (D,A) as ”A with D(A) = D ”. However one must

always keep in mind that when we define a linear operator, it is absolutely crucial to specify the domain.

Definition 2.1.4. A linear operator A on X is called dissipative if we have

∀u ∈ D(A), ∀λ > 0, ‖u− λAu‖ ≥ ‖u‖.

A is called m-dissipative if A is dissipative and for all λ > 0, the operator I − λA is onto, i.e

∀f ∈ X, ∃u ∈ D(A), u − λAu = f.

17



18 CHAPTER 2. BACKGROUND RESULTS ON EVOLUTION EQUATIONS

Proposition 2.1.5. Let A be a linear dissipative operator on X . Then the following properties are equiva-

lent.

(i) A is m-dissipative on X .

(ii) There exists λ0 > 0 such that for each f ∈ X , there exists u ∈ D(A) with : u− λ0Au = f.

2.1.2 Case where X is a Hilbert space

Let us denote by 〈·, ·〉 the inner product of X . If A is a linear densely defined operator on X , the formula

G(A∗) = {(v, g) ∈ X ×X, ∀(u, f) ∈ G(A), 〈g, u〉 = 〈v, f〉}

defines a linear operator A∗ (the adjoint of A), with domain

D(A∗) = {v ∈ X, ∃C <∞, |〈Au, v〉| ≤ C‖u‖, ∀u ∈ D(A)}

and such that: 〈A∗v, u〉 = 〈v,Au〉, ∀u ∈ D(A), ∀v ∈ D(A∗). Indeed the linear form u→ 〈v,Au〉 defined

on D(A) for each v ∈ D(A∗), has a unique extension ϕ ∈ X ′ ≡ X, and we set: ϕ = A∗v.

Obviously, G(A*) is always closed. Moreover, it is immediate to check that if B ∈ L(X), then (A +
B)∗ = A∗ +B∗.
In the Hilbert space setting , m-dissipative operators can be characterised rather easily . First the following

proposition follows from elementary duality properties

Proposition 2.1.6. A linear operator A on X is dissipative in X if and only if

∀u ∈ D(A), 〈Au, u〉 ≤ 0.

In addition if A is m-dissipative on X , then D(A) is everywhere dense in X .

The following result is often useful, especially the two corollaries:

Proposition 2.1.7. LetA be a linear dissipative operator onX , with dense domain. ThenA is m-dissipative

if, and only if A∗ is dissipative and G(A) is closed.

Corollary 2.1.8. If A is self-adjoint in X , in the sense that D(A) = D(A∗) and A∗u = Au, for all

u ∈ D(A), and if A ≤ 0 (which means 〈Au, u〉 ≤ 0 for all u ∈ D(A), Then A is m-dissipative.

Corollary 2.1.9. If A is skew-adjoint in X , in the sense that D(A) = D(A∗) and A∗u = −Au, for all

u ∈ D(A), then A and −A are both m-dissipative.

2.1.3 Examples in the theory of PDE

In this paragraph, we recall some basic facts from the linear theory of partial differential equations which

shall be used throughout the text. The definitions of Sobolev spaces and the associated norms are the

standard ones as can be found in [3]. In particular, Ω being an open set in RN , we shall use the spaces

Hm(Ω) = {u ∈ L2(Ω), Dju ∈ L2(Ω), ∀j : |j| ≤ m},
endowed with the obvious inner product
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Hm
0 (Ω) = completion of C∞ functions with compact support in Ω for the Hm norm.

We recall the Poincaré inequality in H1
0 (Ω) when Ω is bounded :

∀w ∈ H1
0 (Ω),

∫

Ω

|∇w|2dx ≥ λ1

∫

Ω

|w|2dx,

where λ1 = λ1(Ω) is the first eigenvalue of (−∆) in H1
0 (Ω) . We are now in a position to describe our

basic examples.

Example 2.1.10. : The Laplacian in an open set of RN : L2 theory.

Let Ω be any open set in RN , and H = L2(Ω). We define the linear operatorB on H by

D(B) = {u ∈ H1
0 (Ω), ∆u ∈ L2(Ω)},

Bu = ∆u, ∀u ∈ D(B).

ThenB is m-dissipative and densely defined. More preciselyB is self-adjoint andB ≤ 0. In addition if the

boundary of Ω is bounded and C2, then

D(B) = H2(Ω) ∩H1
0 (Ω),

algebraically and topologically.

Example 2.1.11. : The Laplacian in an open set of RN : C0 theory.

Let now Ω be any open set in RN . We consider the Banach space

X = C0(Ω) = {u ∈ C(Ω), u ≡ 0 on∂Ω}

endowed with the supremum norm and we define the linear operator A by

D(A) = {u ∈ X ∩H1
0 (Ω),∆u ∈ X};Au = ∆u, ∀u ∈ D(A).

Then if the boundary of Ω is Lipschitz continuous,A is m-dissipative and densely defined on X.

Example 2.1.12. : The wave operator on H1
0 (Ω)× L2(Ω).

Let Ω be any open set in RN andX = H1
0 (Ω)×L2(Ω). The spaceX is a real Hilbert space when equipped

with the inner product

〈(u, v), (w, z)〉 =
∫

Ω

(∇u∇w + vz) dx,

inducing on X a norm equivalent to the standard product norm on H1
0 (Ω) × L2(Ω). We define the linear

operatorA on X by

D(A) = {(u, v) ∈ X, ∆u ∈ L2(Ω), v ∈ H1
0 (Ω)}

A(u, v) = (v,∆u), ∀(u, v) ∈ D(A).

Then A is skew-adjoint in X , and in particularA and −A are both m-dissipative with dense domains.
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2.2 The semi-group generated by m-dissipative operators. The Hille-

Yosida-Phillips theorem

2.2.1 The general case

Let X be a real Banach space and let A be a linear, densely defined, m-dissipative operator on X . The

following fundamental Theorem is proved for instance in [74, 82].

Theorem 2.2.1. There exists a unique one-parameter family T (t) ∈ L(X) defined for t ≥ 0 and such that

(1) T (t) ∈ L(X) and ‖T (t)‖L(X) ≤ 1, ∀t ≥ 0.

(2) T (0) = I,

(3) T (t+ s) = T (t)T (s), ∀s, t ≥ 0.

(4) For each x ∈ D(A), u(t) = T (t)x is the unique solution of the problem





u ∈ C([0,+∞);D(A)) ∩ C1([0,+∞);X)

u′(t) = Au(t), ∀t ≥ 0

u(0) = x

Finally, for each x ∈ D(A) and t ≥ 0, we have: T (t)Ax = AT (t)x.

2.2.2 Two important special cases

In this paragraph, we assume that X is a (real) Hilbert space. The following two results can be considered

as refinements of Theorem 2.2.1.

Theorem 2.2.2. LetA be self-adjoint and ≤ 0. Let x ∈ X, and u(t) = T (t)x. Then u is the unique solution

of




u ∈ C([0,+∞);X) ∩C((0,+∞);D(A)) ∩ C1((0,+∞);X)

u′(t) = Au(t), ∀t > 0

u(0) = x

Remark 2.2.3. Theorem 2.2.2 means that T (t) has a ”smoothing effect” on initial data. Indeed, even

if x ∈ D(A), we have T (t)x ∈ D(A), for all t > 0. As a basic example, let us consider the case

X = L2(Ω), A defined by D(A) = {u ∈ H1
0 (Ω), ∆u ∈ L2(Ω)}, Au = ∆u, ∀u ∈ D(A) where Ω

is a bounded open set in RN and the boundary of Ω is smooth. Theorem 2.2.2 here says that for each

u0 ∈ L2(Ω)}, there exists a unique solution

u ∈ C([0,+∞), L2(Ω)) ∩ C(0,+∞, H2(Ω) ∩H1
0 (Ω)) ∩ C1(0,+∞, L2(Ω))

of :

ut = ∆u ; u(0) = u0.

Actually a much stronger smoothing property holds true since by iterating the procedure we prove easily

that u(t) ∈ D(An) for all n ∈ N and t > 0. In particular u(t, .) is smooth up to the boundary.
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A somewhat opposite situation is that of isometry groups generated by skew-adjoint operators.

Theorem 2.2.4. Let A be skew-adjoint. Then T (t) extends to one-parameter group of operators T (t) :
R → L(X) such that

(1) ∀x ∈ X, T (t)x ∈ C(R, X).

(2) ∀x ∈ X, ∀t ∈ R, ‖T (t)x‖ = ‖x‖.

(3) ∀s ∈ R, ∀t ∈ R, T (t+ s) = T (t)T (s).

(4) For each x ∈ D(A), u(t) = T (t)x is a solution of u′(t) = Au(t), ∀t ∈ R.

Example 2.2.5. Let X = H1
0 (Ω) × L2(Ω), and let A be as in Example 2.1.12. We obtain that for any

(u0, v0) ∈ X , there is a solution u ∈ C(R, H1
0 (Ω)) ∩ C1(R, L2(Ω)) ∩ C2(R, H−1(Ω)) of:

utt = ∆u; u(0) = u0, ut(0) = v0.

It can be shown that u is unique.

2.3 Semilinear problems

Let X be a real Banach space, let A be a linear, densely defined, m-dissipative operator on X , and let

T (t) be given by Theorem 2.2.1. The following Theorem is quite similar to the construction of the flow

associated to an ordinary differential system and is the starting point of the theory of semilinear evolution

equations.

Theorem 2.3.1. Let F : X → X be Lipschitz continuous on each bounded subset of X. Then for each

x ∈ X , There is τ(x) ∈ (0,+∞] and a unique maximal solution u ∈ C([0, τ(x)), X) of the equation

u(t) = T (t)x+

∫ t

0

T (t− s)F (u(s)) ds

The number τ(x) is the existence time of the solution , and satisfies the following alternative: either τ(x) =
∞ and the solution u with initial datum x ∈ X is global (in X); or τ(x) < ∞ and the solution u with

initial datum x ∈ X blows up in finite time (in X). In the latter case we have

‖u(t)‖ −→ +∞ as t −→ τ(x).

In the theory of semilinear evolution equations, a basic tool to establish global existence, uniqueness,

boundedness or stability properties of the solution will be the Gronwall Lemma (cf. Lemma 1.2.1).

2.4 A semilinear heat equation

Let Ω be any open set in RN with Lipschitz continuous boundary ∂Ω , and let us consider the equation

ut −∆u+ f(u) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω (2.1)

where f is a locally Lipschitz continuous function: R → R with f(0) = 0. It is natural to set

X = C0(Ω) = {u ∈ C(Ω), u ≡ 0 on∂Ω}
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and to introduce the semi-group T (t) on X associated to the homogeneous linear problem

ut −∆u = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

In fact here T (t) is the semi-group generated by the operatorA of Example 2.1.11. Let ϕ ∈ X : by Theorem

2.3.1 we can define τ(ϕ) ≤ ∞ and a unique maximal solution solution u ∈ C([0, τ(ϕ)), X) of the equation

u(t) = T (t)x+

∫ t

0

T (t− s)F (u(s))ds

with F : X → X given by (F (u))(x) := −f(u(x)) for all x in the closure of W. Then u can be considered

as the local solution of (2.1) with initial condition u(0) = ϕ in X . The following simple result will be

useful later on.

Proposition 2.4.1. Let f satisfy the condition

∀s ∈ R with |s| ≥ C, f(s)s ≥ 0 (2.2)

Then we have for any ϕ ∈ X

τ(ϕ) = ∞ and sup
t≥0

‖u(t)‖L∞ ≤Max{C, ‖ϕ‖L∞} <∞ (2.3)

where u is the solution of (2.1) with initial condition u(0) = ϕ .

Proof. Let M = Max{C, ‖ϕ‖L∞} and let us show for instance that u(t, x) ≤ M on (0, τ(ϕ)) × Ω.

Introducing z = u−M, we have

zt −∆z = f(M)− f(u)− f(M) ≤ f(M)− f(u)

since f(M) ≥ 0. In addition it can be shown that

u ∈ C(0, τ(ϕ);H2(Ω) ∩H1
0 (Ω)) ∩ C1(0, τ(ϕ);L2(Ω))

and then

(d/dt)

∫

Ω

|z+|2dx = 2

∫

Ω

z+zt dx = 2

∫

Ω

z+(∆z + f(M)− f(u)− f(M))dx

≤ −2

∫

Ω

∇z+.∇z dx+ 2

∫

Ω

z+|f(M)− f(u)|dx

Because f is locally Lipschitz and u is bounded on (0, t)× Ω for each t < τ(ϕ), we have

|f(M)− f(u)|(t, x) ≤ K(t)|z(t, x)| on (0, t)× Ω

Then by using the identities z = z+ − z− and z+.z− = 0,∇z+.∇z− = 0 almost everywhere, we obtain:

(d/dt)

∫

Ω

|z+|2dx ≤ −2

∫

Ω

‖∇z+‖2 dx+ 2K(t)

∫

Ω

|z+|2 dx

The inequality u(t, x) ≤ M on (0, τ(ϕ)) × Ω now follows easily by an application of Lemma 1.2.1 since

z+(0, x) ≡ 0. Similarly we show u(t, x) ≥ −M on (0, τ(ϕ)) × Ω.
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2.5 A semilinear wave equation with a linear dissipative term

Let Ω be any open set in RN with Lipschitz continuous boundary ∂Ω , and let us consider the equation

utt −∆u+ γut + f(u) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω (2.4)

where f is a locally Lipschitz continuous function: R → R with f(0) = 0 satisfying the growth condition

|f ′(u)| ≤ C(1 + |u|r), a.e. on R (2.5)

with r ≥ 0 arbitrary if N = 1 or 2 and 0 ≤ r ≤ 2

N − 2
if N ≥ 3. It is natural to set

X = H1
0 (Ω)× L2(Ω)

Let us denote by f∗ the mapping defined by

f∗((u, v)) = (0,−f(u)), ∀(u, v) ∈ X.

The growth condition (2.5) together with Sobolev embedding theorems imply that

f∗(X) ⊂ X ; f∗ : X −→ X is Lipschitz continuous on bounded subsets.

We also define the operator Γ ∈ L(X) given by

Γ((u, v)) = (0, γv), ∀(u, v) ∈ X.

Finally let T (t) (cf. Theorem 2.2.4 with A as in example 2.1.12 in X = H1
0 (Ω) × L2(Ω)) be the isometry

group on X generated by the linear wave equation

utt −∆u = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

For each (ϕ, ψ) ∈ X , by Theorem 2.3.1 we can define a unique maximal solution solution U = (u, ut) ∈
C([0, τ(ϕ, ψ));X) of the equation

U(t) = T (t)(ϕ, ψ) +

∫ t

0

T (t− s){f∗((U(s)− Γ(U(s))}ds

The following simple result will be useful later on.

Proposition 2.5.1. Assume γ ≥ 0 , and let f satisfy the condition

∀s ∈ R, F (s) ≥ (−λ1
2

+ ε)s2 − C with ε > 0, C ≥ 0 (2.6)

where F is the primitive of f such that F (0) = 0 and λ1 is the first eigenvalue of −∆ in H1
0 (Ω). Then we

have for any (ϕ, ψ) ∈ X : τ(ϕ, ψ) = ∞ and the solution U = (u, ut) of (2.4) such that U(0) = (ϕ, ψ)
satisfies :

sup
t≥0

‖(u(t), ut(t))‖X <∞.
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Proof. The solutions of (2.4) satisfy the energy equality

γ

∫ t

0

∫

Ω

u2t (t, x)dxdt + E(u(t), ut(t)) = E(ϕ, ψ)

with

E(ϕ, ψ) :=
1

2

∫

Ω

‖∇ϕ(x)‖2dx+
1

2

∫

Ω

|ψ(x)|2dx+

∫

Ω

F (ϕ(x))dx

In particular since γ ≥ 0, we find E(u(t), ut(t)) ≤ E(ϕ, ψ) and the result follows quite easily from (2.6).

Indeed, from Poincaré inequality we deduce

∀w ∈ H1
0 (Ω), (1 − η)

∫

Ω

|∇w|2dx ≥ (λ1 − 2ε)

∫

Ω

w2dx,

whenever η ≤ 2ε/λ1. Then

E(ϕ, ψ) ≥ (η/2)

∫

Ω

|∇ϕ|2dx+
1

2

∫

Ω

|ψ(x)|2dx − C|Ω|, ∀(ϕ, ψ) ∈ X,

and a bound on E implies a bound in X .
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Uniformly damped linear semi-groups

3.1 A general property of linear contraction semi-groups

Let X be a real Banach space and L any m-dissipative operator on X with dense domain. We consider the

evolution equation

u′ = Lu(t), t ≥ 0 (3.1)

For any u0 ∈ X , the formula u(t) = S(t)u0 where S(t) is the contraction semi-group generated by

L defines the unique generalized solution of (3.1) such that u(0) = u0. We recall the following simple

property :

Proposition 3.1.1. For all t ≥ 0, let us denote by ‖S(t)‖ the norm of the contractive operator S(t) in L(X).
Then ‖S(t)‖ satisfies either of the two following properties

(1) For all t ≥ 0, ‖S(t)‖ = 1.

(2) ∃ε > 0, ∃M > 0, for all t ≥ 0, ‖S(t)‖ ≤Me−εt.

Proof. The function ‖S(t)‖ is nonincreasing. If for some T > 0 we have ‖S(t)‖ = 1 for t ∈ [0, T ) and

‖S(T )‖ = 0, then ∀ε > 0, ∀t ≥ 0, ‖S(t)‖ ≤M(ε)e−εt with M(ε) = eεT . Assuming, on the contrary, that

for some τ > 0 we have 0 < ‖S(τ)‖ < 1, for each t ≥ 0 we can write t = nτ + s, with n ∈ N, 0 ≤ s ≤ τ.

Then ‖S(t)‖ ≤ ‖S(τ)‖n and we obtain (2) with ε = −Log‖S(τ)‖
τ

and M = eετ = 1/‖S(τ)‖.

3.2 The case of the heat equation

The linear heat equation can be studied in many interesting spaces. Its treatment is especially simple in the

Hilbert space setting of example 2.1.10. However, in view of the applications to semilinear perturbations the

C0- theory is more flexible. Let us start with the Hilbert space setting : following the notation of example

2.1.10, we denote by S(t) the semi-group generated by B in H = L2(Ω). We have the following simple

result.

Proposition 3.2.1. Let λ1 = λ1(Ω) be the first eigenvalue of (−∆) in H1
0 (Ω). Then

‖S(t)‖L(H) ≤ e−λ1t, ∀t ≥ 0. (3.2)

25
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Proof. Let ϕ ∈ D(B), and consider

f(t) = (eλ1t ‖S(t)ϕ‖H)2, ∀t ≥ 0.

We have

e−2λ1tf ′(t) = 2λ1

∫

Ω

u(t, x)2dx+ 2

∫

Ω

u(t, x)u′(t, x)dx

= 2λ1

∫

Ω

u(t, x)2dx+ 2

∫

Ω

u(t, x)∆u(t, x)dx

= 2
(
λ1

∫

Ω

u(t, x)2dx−
∫

Ω

|∇u(t, x)|2dx
)
≤ 0.

Hence

‖S(t)ϕ‖H ≤ e−λ1t‖ϕ‖H , ∀t ≥ 0, ∀ϕ ∈ D(B).

The result follows by density.

We now assume that Ω is bounded with a Lipschitz continous boundary and we use the notation of

Example 2.1.11. Let T (t) denote the semi-group generated by A in X. Since X ⊂ H with continous

imbedding and G(A) ⊂ G(B), it is classical, using the Hille-Yosida theory, to prove

∀ϕ ∈ X, ∀t ≥ 0, T (t)ϕ = S(t)ϕ (3.3)

In particular we have: ‖S(t)ϕ‖H ≤ e−λ1t‖ϕ‖H , for each t ≥ 0 and ϕ ∈ X. The following property of

uniform damping in X will be more interesting for semilinear perturbations

Theorem 3.2.2. Let λ1 = λ1(Ω) be the first eigenvalue of (−∆) in H1
0 (Ω). Then

‖S(t)‖L(X) ≤Me−λ1t, ∀t ≥ 0, (3.4)

with

M = exp
(λ1|Ω|2/N

4π

)
. (3.5)

In the proof of Theorem 3.2.2 we shall use a rather well-known smoothing property of S(t) in Lp

spaces. Denoting by ‖ · ‖p the norm in Lp(Ω) , we recall

Proposition 3.2.3. Let 1 ≤ p ≤ q ≤ ∞. Then

‖S(t)ϕ‖q ≤ (
1

4πt
)

N
2 ( 1

p
− 1

q
)‖ϕ‖p, ∀t > 0, ∀ϕ ∈ X.

A possible proof, omitted here, relies on the explicit form of the heat kernel in RN together with a

comparison principle.

Proof of Theorem 3.2.2. Let ϕ ∈ X and T > 0. First for 0 ≤ t ≤ T, we have trivially

‖S(t)ϕ‖∞ ≤ ‖ϕ‖∞ ≤ e−λ1teλ1T ‖ϕ‖∞.
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Then if t ≥ T, we find successively, applying first Proposition 3.2.3 with p = 2 and q = ∞

‖S(t)ϕ‖∞ ≤
( 1

4πT

)N
4 ‖S(t− T )ϕ‖2

≤
( 1

4πT

)N
4 e−λ1teλ1T ‖ϕ‖2 (by Proposition 3.1.1)

≤ |Ω| 12
( 1

4πT

)N
4 eλ1T e−λ1t‖ϕ‖∞.

Then the estimate follows by letting T =
|Ω| 2

N

4π
.

Remark 3.2.4. Actually (3.4) is not valid with M = 1. More precisely, if ‖S(t)‖L(X) ≤ M ′e−mt with

m > 0, we must have M ′ > 1. Indeed, let ϕ ∈ D(Ω) be such that ϕ ≡ 1 near x0 ∈ Ω and ‖ϕ‖X = 1, and

let u(t) = S(t)ϕ. It is then easily verified that u ∈ C∞([0,∞) × Ω). Consequently ut(0, x) ≡ 0 near x0.
Hence, for any ε > 0 and any x close enough to x0, we find

u(t, x) ≥ 1− εt,

for all t sufficiently small : in particular

‖u(t)‖X ≥ 1− εt

for t small. This estimate with ε > 0 arbitrary small is not compatible with

‖S(t)‖L(X) ≤ e−µt, for whatever value µ > 0.

3.3 The case of linearly damped wave equations

We have the following result

Proposition 3.3.1. Let Ω be a bounded domain in RN . Consider the equation

utt −∆u+ λut = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω (3.6)

Then, denoting by ‖ · ‖ the norm in H1
0 (Ω) and by | · | the norm in L2(Ω), for any solution u of (3.6) we

have

‖u(t)‖+ |ut(t)| ≤ C(‖u(0)‖+ |ut(0)|)e−δt (3.7)

for some C, δ > 0 .

This result is a special case of the following more general statement. Let A be a positive self-adjoint

operator with dense domain on a real Hilbert space H with norm denoted by |.| and inner product denoted

by (., .). A is assumed coercive on H in the sense that

∃α > 0, ∀u ∈ D(A), (Au, u) ≥ α|u|2.

We introduce V := D(A1/2), the closure in H of D(A) under the norm

p(u) := (Au, u)
1
2 .

The norm p extends on V and we equip V with the extension of p, denoted by ‖‖ so that

∀u ∈ V, ‖u‖ = |A1/2u|
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where A1/2 ∈ L(V ;H) ∩ L(D(A);V ) is the unique nonnegative square root of A. The duality product

between V and its topological dual V ′ extends the inner product on H in the following way:

∀(f, v) ∈ H × V, 〈f, v〉V ′,V = (f, v).

In particular we have

∀(u, v) ∈ D(A) × V, 〈Au, v〉V ′,V = (Au, v) = (A1/2u,A1/2v).

In particular by the definition of the standard norm on V ′ we have

∀u ∈ D(A), ‖Au‖V ′ ≤ |A1/2u| = ‖u‖.

By selecting v = u we even obtain

∀u ∈ D(A), ‖Au‖V ′ = ‖u‖.

By Lax-Milgram’s theorem the extension Λ of A by continuity on V is bijective from V to V ′ and in

addition, Λ satisfies

∀(u, v) ∈ V × V, 〈Λu, v〉V ′,V = (A1/2u,A1/2v)

so that Λ becomes by definition the duality map from V to V ′. Finally, denoting by ‖ · ‖∗ the standard norm

on of V ′ we remark that

∀f ∈ V ′, ‖f‖∗ = ‖Λ−1f‖.
Let now B ∈ L(V ;V ′) be such that

∀v ∈ V, (Bv, v) ≥ 0.

We consider the second order equation

u′′ + Λu+Bu′ = 0.

and the energy space E = V ×H is equipped with the Hilbert product space norm.

Proposition 3.3.2. The unbounded operator on E defined by

D(L) = {(u, v) ∈ V × V ; Λu+Bv ∈ H} (3.8)

L(u, v) = (v,−Λu−Bv) ∀(u, v) ∈ D(L) (3.9)

is m - dissipative on E.

Proof. We denote by 〈, 〉 the inner product in E. First L is dissipative on E . Indeed for any U = (u, v) ∈
D(L) we have

〈LU,U〉 = (v, u)V + (−Λu−Bv, v)H

= (A1/2v,A1/2u) + 〈−Λu−Bv, v〉V ′,V

= 〈−Bv, v〉V ′,V ≤ 0.

In order to prove that L is m-dissipative on E we consider, for any (f, g) ∈ E the equation

(u, v) ∈ D(L); −L(u, v) + (u, v) = (f, g)
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which is equivalent to

(u, v) ∈ V × V ; −v + u = f ; Λu+Bv + v = g

or in other terms

(u, v) ∈ V × V ; u = f + v; Λv +Bv + v = g − Λf

Assuming we know that the operator C = Λ + B + I is such that C(V ) = V ′ we conclude immediately

that

(I − L)D(L) = E

and therefore L is m-dissipative as claimed. The property C(V ) = V ′ is an immediate consequence of the

following elementary lemma

Lemma 3.3.3. Let V be a real Hilbert space and C ∈ L(V, V ′). Assume that for some η > 0 we have

∀v ∈ V, 〈Cv, v〉V ′,V ≥ η‖v‖2.
Then C(V ) = V.′

Proof. First C(V ) is a closed linear subspace of V ′. Indeed if fn = Cvn ∈ C(V ) and fn converges to

f ∈ V ′ we have for each (m,n) the inequality

‖vn − vm‖2 ≤ 1

η
〈fn − fm, vn − vm〉V ′,V =⇒ ‖vn − vm‖ ≤ 1

η
‖fn − fm‖∗

Hence vn is a Cauchy sequence in V and its limit v satisfies Cv = f . Now if C(V ) 6= V ′ there exists a

non-zero vector w ∈ V such that

∀v ∈ V, 〈Cv,w〉V ′,V = 0

By letting v = w we conclude that w = 0, a contradiction.

Proposition 3.3.4. Let A, V and H be as above. Let B ∈ L(V, V ′) satisfy the following conditions

∃α > 0, ∀v ∈ V, 〈Bv, v〉V ′,V ≥ α|v|2
∃C > 0, ∀v ∈ V, ‖B(v)‖2V ′ ≤ C(〈Bv, v〉V ′,V + |v|2).

Let u ∈ C1(0,+∞, V ) ∩ C2(0,+∞, V ′) be a solution of

u′′ +Au+Bu′ = 0.

There exists some constants C ≥ 1 and γ > 0 independent of u such that

∀ ≥ 0, ‖u(t), u′(t)‖E ≤ Ce−γt‖u(0), u′(0)‖E .
Proof. We consider for all t > 0 and ε > 0 small enough

Hε(t) = ‖u′(t)‖2 + ‖A 1
2u(t)‖2 + ε (u(t), u′(t))

and we compute

H ′
ε(t) = −〈B(u′(t)), u′(t)〉 + ε‖u′(t)‖2 + ε〈u′′(t), u(t)〉

= −〈B(u′(t)), u′(t)〉 + ε‖u′(t)‖2 − ε‖A 1
2u(t)‖2 − ε〈Bu′(t), u(t)〉

≤ −〈B(u′(t)), u′(t)〉 + ε‖u′(t)‖2 − ε‖A 1
2u(t)‖2 + ηε‖u(t)‖2V +

ε

η
‖Bu′(t)‖2V ′

≤ (−1 +
Cε

η
)〈B(u′(t)), u′(t)〉 + ε(1 +

C

η
)‖u′(t)‖2 − ε(1− η)‖A 1

2u(t)‖2.
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Choosing for instance η =
√
ε and letting ε small enough we obtain first

H ′
ε(t) ≤ −ε

2
[‖u′(t)‖2 + ‖A 1

2u(t)‖2].

On the other hand it is not difficult to check for ε small enough the inequality:

(1−Mε)‖u′(t)‖2 + ‖A 1
2u(t)‖2 ≤ Hε(t) ≤ (1 +Mε)‖u′(t)‖2 + ‖A 1

2u(t)‖2.

where M is independent of the solution u as well as t and ε. This concludes the proof.

Remark 3.3.5. If (u(0), u′(0)) ∈ D(L), then clearly u ∈ C1(0,+∞, V ) ∩ C2(0,+∞, V ′). By density,

Proposition 3.3.4 means that the semi-group generated by L is exponentially damped in E. In particular

Proposition 3.3.1 follows as a special case.
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Generalities on dynamical systems

4.1 General framework

Throughout this paragraph, (Z, d) denotes a complete metric space.

Definition 4.1.1. A dynamical system on (Z, d) is a one parameter family {S(t)}t≥0 of maps Z → Z such

that

(i) ∀t ≥ 0, S(t) ∈ C(Z,Z);

(ii) S(0) = Identity;

(iii) ∀s, t ≥ 0, S(t+ s) = S(t) ◦ S(s);

(iv) ∀z ∈ Z, S(t)z ∈ C([0,+∞), Z).

Remark 4.1.2. In the sequel we shall often denote S(t)S(s) instead of S(t) ◦ S(s).

Remark 4.1.3. If F is a closed subset of Z such that S(t)F ⊂ F for all t ≥ 0, then {S(t)/F}t≥0 is a

dynamical system on (F, d).

Definition 4.1.4. For each z ∈ Z, the continuous curve t → S(t)z is called the trajectory of z (under

S(t)).

Definition 4.1.5. Let z ∈ Z . The set

ω(z) = {y ∈ Z, ∃tn → +∞, S(tn)z → y as n→ +∞}

is called the ω-limit set of z (under S(t)).

Proposition 4.1.6. We also have

ω(z) =
⋂

s>0

⋃

t≥s

{S(t)z}.

Proof. Immediate according to Definition 4.1.5.
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Proposition 4.1.7. For each z ∈ Z and any t ≥ 0, we have

ω(S(t)z) = ω(z); (4.1)

S(t)(ω(z)) ⊂ ω(z). (4.2)

In addition, if
⋃

t≥0

{S(t)z} is relatively compact in Z , then

S(t)(ω(z)) = ω(z) 6= ∅. (4.3)

Proof. a) (4.1) is an immediate consequence of Proposition 4.1.6.

b) Let y ∈ ω(z). There is an infinite sequence tn → +∞ such that as n → +∞, S(tn)z → y. For each

t ≥ 0, setting τn = tn + t, we find S(τn)z → S(t)y, therefore S(t)y ∈ ω(z); hence (4.2).

c) Finally, assume
⋃

t≥0

{S(t)z} to be precompact in Z . There is an infinite sequence tn → +∞ and y ∈ Z

such that as n → +∞, S(tn)z → y. Thus y ∈ ω(z) and ω(z) 6= ∅. To establish the inclusion ω(z) ⊂
S(t)(ω(z)), let us consider y ∈ ω(z) and tn → +∞ such that S(tn)z → y. let τn = tn − t. By possibly

replacing τn by a subsequence, we may assume S(τn)z → w ∈ ω(z). Hence by continuity of S(t)

S(t)w = S(t) lim
n→+∞

S(τn)z = lim
n→+∞

S(tn)z = y,

and (4.3) is completely proved.

In the sequel, a subset B of Z being given , we shall denote by

d(z,B) := inf
y∈B

d(z, y)

the usual distance in the sense of (Z, d) from a point z ∈ Z to the set B. Using this notation we can state

Theorem 4.1.8. Assume that
⋃

t≥0

{S(t)z} is relatively compact in Z . Then

(i) S(t)(ω(z)) = ω(z) 6= ∅, for each t ≥ 0;

(ii) ω(z) is a compact connected subset of Z;

(iii) d(S(t)z, ω(z)) → 0 as t→ +∞.

Proof. (i) is just (4.3). Moreover, for all s > 0,
⋃

t≥s

{S(t)z} is a nonempty compact connected subset of

Z . Proposition 4.1.6 therefore implies that ω(z) is a compact connected subset of Z as a nonincreasing

intersection of such sets: this is (ii). To check (iii), let us asssume that there exist tn → +∞ and ε > 0 such

that for all n, d(S(tn)z, ω(z)) ≥ ε. By compactness and by the definition of ω(z), there is a point y ∈ ω(z)
and a subsequence tn′ → +∞ for which S(tn′)z → y.Hence d(S(tn′)z, ω(z)) → 0, a contradiction which

proves the claim.

We now introduce the basic example of dynamical systems to be studied in this book. Let X be a real

Banach space, let A be a linear, densely defined, m-dissipative operator on X , and let F : X −→ X be
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Lipschitz continuous on each bounded subset of X . As recalled in Theorem 2.3.1, for each x ∈ X , there is

τ(x) ∈ (0,+∞] and a unique maximal solution u ∈ C([0, τ(x)), X) of the equation

u(t) = T (t)x+

∫ t

0

T (t− s)F (u(s)) ds ∀t ∈ [0, τ(x)) (4.4)

where T (t) is the semigroup generated by A (cf. Theorem 2.2.1) and the number τ(x) is the existence time

of the solution. For x ∈ X and t ∈ [0, τ(x)),we set

S(t)x = u(t).

Let Y ⊂ X be such that for some M < +∞ we have

τ(y) = +∞, ∀y ∈ Y ; (4.5)

‖S(t)y‖ ≤M, ∀y ∈ Y, ∀t ≥ 0. (4.6)

We set Z =
⋃

y∈Y

⋃

t≥s

{S(t)z} and we denote by d the distance induced on Z by the norm of X .

Lemma 4.1.9. We have the following properties

(i) τ(z) = +∞, ∀z ∈ Z;

(ii) ‖S(t)z‖ ≤M, ∀z ∈ Z, ∀t ≥ 0;

(iii) S(t)z ∈ Z, ∀z ∈ Z, ∀t ≥ 0.

Proof. Let y ∈ Y. Then if u(t) = S(t)y is the solution of (4.4) with x = y a straightforward calculation

shows that for any s ≥ 0, v(t) = u(t+ s) is the solution of (4.4) with x = u(s). Therefore,

S(t)S(s)y = S(t)(u(s)) = u(t+ s), ∀s, t ≥ 0.

Consequently τ(S(s)y) = +∞ for all y ∈ Y and each s, t ≥ 0 and ‖S(t)S(s)y‖ ≤ M for all y ∈ Y and

each s, t ≥ 0. Now let z ∈ Z. There exists a sequence (tn) in [0,+∞) and a sequence (yn) in Y such that

S(tn)yn → z as n→ +∞. Pick T < τ(z). Of course we have by Gronwall’s Lemma (lemma 1.2.1) :

S(t)S(tn)yn → S(t)z as n→ +∞, uniformly on [0, T ]. (4.7)

In particular ‖S(t)z‖ ≤ M, ∀t ∈ [0, T ]. Since T < τ(z) is arbitrary, we deduce first (i), then (ii).

Finally (iii) follows as a consequence of (4.7).

Theorem 4.1.10. {S(t)}t≥0 is a dynamical system on (Z, d).

Proof. First S(0) = Identity. Moreover for each z ∈ Z , if zn ∈ Z and zn → z as n → +∞, as a

consequence of the Gronwall Lemma (lemma 1.2.1) we obtain classically :

S(t)zn → S(t)z as n→ +∞, uniformly on [0, T ]

for each finite T . In particular S(t) ∈ C(Z,Z) for all t ≥ 0. Moreover for each y ∈ Z , the calculation

performed in the proof of Lemma 4.1.9 shows that

S(t)S(s)y = S(t+ s)y

for all s, t ≥ 0. Finally by construction we have S(t)z ∈ C([0,+∞), Z) for each z ∈ Z. Hence the

result.
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As a particular case of Theorem 4.1.10, we can choose X = RN , N ≥ 1. For each vector field F ∈
W 1,+∞

loc (RN ,RN ) we consider the (autonomous) differential system

u′(t) = F (u(t)) (4.8)

and its integral curves u(t) =: S(t)x defined for t ∈ [0, τ(x)). Theorem 4.1.10 says that if τ(y) = +∞
and the corresponding local solution u(t) remains bounded for t ≥ 0, then τ(z) = +∞ for each z ∈ Z :=
u(R+) and the restriction of S(t) to Z (endowed with the distance associated to the norm) is a dynamical

system. To see this we apply Theorem 4.1.10 with A = 0 and Y = {y}.

Other important examples of dynamical systems will be associated to the partial differential equations

studied in Chapter 2. Their properties will be studied precisely in the next chapter.

4.2 Some easy examples

In the first section (Theorem 4.1.8), we showed that the ω-limit set of a precompact trajectory u(t) = S(t)z
is a continuum invariant under S(t) and which (by construction!) attracts the trajectory as t → +∞. In

some cases this gives directly a convergence result. As a first easy case we have

Proposition 4.2.1. If ω(z) is discrete, there exists a ∈ Z such that d(S(t)z, a) → 0 as t→ +∞
Proof. This is an immediate consequence of Theorem 4.1.8. Indeed, ω(z) , being compact and discrete is

finite. But a connected finite set is reduced to a point.

As an example let us consider the second order ODE

u′′ + u′ + u3 − u = 0.

All solutions are global and an immediate calculation gives:

(d/dt)[(1/2)u′2 + (1/4)u4 − (1/2)u2] = −u′2 ≤ 0.

Hence we can define the dynamical system generated on the whole of R2 by setting U(t) = (u(t), u′(t))
and writing the equation as a first order system. The function t 7→ [(1/2)u′2 + (1/4)u4 − (1/2)u2](t) is

nonincreasing along trajectories. Consequently it has a limit as t tends to infinity and, as a consequence,

each trajectory (v, v’) contained in the ω-limit set of a given trajectory satisfies automatically

0 = (d/dt)[(1/2)v′2 + (1/4)v4 − (1/2)v2] = −v′2.
It follows, since this implies v′ ≡ 0, that the ω-limit set of any trajectory consists of stationary points and is

therefore contained in {0, 1,−1} × {0}. By connectedness, the ω-limit set reduces to a singleton {(z, 0)}
with z = 0, 1 or (-1). Therefore every solution has a limit at +∞.

Actually the argument which we gave above in this special case is general for systems having what will

be called a ”strict Liapunov function”. On the other hand already in R2 there are many examples of systems

with non-convergent bounded trajectories. For instance the basic second order equation

u′′ + ω2u = 0

has no convergent trajectory except u = 0. Here instead of a Liapunov function we have an invariant en-

ergy, and the ω-limit set of any solution other than the single equilibrium point (0, 0) does not intersect the

set of equilibria.
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4.3 Convergence and equilibrium points

In this section we introduce some general concepts which will be used throughout the text.

Definition 4.3.1. Let z ∈ Z . The trajectory t→ S(t)z is called convergent if there is a ∈ Z such that

lim
t→+∞

d(S(t)z, a) = 0.

Definition 4.3.2. A point z ∈ Z is called an equilibrium point (or equivalently a stationary point) of the

dynamical system S(t) if {z} is invariant under S(t), i.e.

∀t ≥ 0, S(t)z = z.

The following property is now obvious

Proposition 4.3.3. If a trajectory of the dynamical system S(t) is convergent, the limit is always a stationary

point.

Proof. This is an immediate consequence of Proposition 4.1.7. Indeed if a trajectory converges, it is pre-

compact and the omega-limit set is an invariant singleton.

Remark 4.3.4. As a trivial consequence of Proposition 4.3.3, a necessary condition for a precompact

trajectory to be convergent is that its ω-limit set be made of equilibria. In chapter 6 we shall study an

important class of systems for which the ω-limit set of all precompact trajectories is reduced to equilibria.

Then if the set of equilibria is finite, convergence follows from Proposition 4.2.1. On the other hand an

important part of the book will be devoted to the harder case of a continuously infinite set of equilibria.

4.4 Stability of equilibrium points

Another important concept concerning equilibria (and more generally trajectories) of a dynamical system

is the concept of stability as defined by Liapunov.

Definition 4.4.1. An equilibrium point a of the dynamical system S(t) is called stable (under S(t)) if

∀ε > 0, ∃δ > 0, ∀z ∈ Z, d(z, a) < δ =⇒ ∀t > 0, d(S(t)z, a) < ε.

Otherwise we say that a is unstable.

The following result, relted to the concept of Liapunov function, provides a general stability criterion

applicable even to infinite dimensional systems.

Theorem 4.4.2. Let a ∈ Z be an equilibrium point of the dynamical system S(t) and U be an open subset

of Z with a ∈ U such that for some V ∈ C(Z) we have

∀r ∈ (0, r0), min
d(u,a)=r

V (u) > V (a) (4.9)

∀u ∈ U, ∀t ≥ 0, V (S(t)u ≤ V (u)

Then a is a stable equilibrium point of the dynamical system S(t).
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Proof. Let r > 0 be such that B(a, r) ⊂ U and let

c := min
d(u,a)=r

V (u) > V (a)

Let

W = {u ∈ B(a, r), V (u) < c}
It is clear that W is open with a ∈ W . In addition if u0 ∈ W , u(t) = S(t)u0 satisfies

∀t ≥ 0, u(t) ∈ W

Indeed if this property fails for some u0 ∈ W , we can consider

t0 = inf{t ≥ 0, u(t) 6∈ W}.

We have V (u(t0)) ≤ V (u0) < c and sinceW is open the only possibility is d(u(t0), a) = r, a contradiction

with the definition of c. The result is now immediate since r > 0 can be chosen arbitrarily small.

Under the hypothesis that balls with finite radius are compact subsets, we obtain the following result

applicable in finite dimensions.

Corollary 4.4.3. Assuming that closed balls with finite radius are compact subsets of Z , let a ∈ Z be an

equilibrium point of the dynamical system S(t)and U be an open subset of Z with a ∈ U such that for some

V ∈ C(Z) we have

∀u ∈ U, u 6= a⇒ V (u) > V (a)

∀u ∈ U, ∀t ≥ 0, V (S(t)u ≤ V (u)

Then a is a stable equilibrium point of the dynamical system S(t) .

Proof. Let r > 0 be such that B(a, r) ⊂ U : as a consequence of the compactness of closed balls we have

(4.9). The result is now an immediate consequence of Theorem 4.4.2.

Definition 4.4.4. An equilibrium point a of the dynamical system S(t) is called asymptotically stable (under

S(t)) if it is stable and in addition

∃δ0 > 0, ∀z ∈ Z, d(z, a) < δ0 =⇒ lim
t→+∞

d(S(t)z, a) = 0

Remark 4.4.5. The first order ODE

u′ + u3 − u = 0

generates a dynamical system on Z = R which has a set of 3 equilibria {−1, 0,+1}. It is easy to verify that

all trajectories of this system are convergent, positive initial data lead to a trajectory converging exponen-

tially fast to +1, negative initial data to a trajectory converging exponentially fast to -1. Therefore +1 and -1

are asymptotically stable, whereas 0 is unstable. It is not too difficult to check that the equilibria (1, 0) and

(−1, 0) are also asymptotically stable for the system generated in Z = R2 by the second order ODE

u′′ + u′ + u3 − u = 0

considered in the previous section, whereas in this case the set of initial data leading to a trajectory tending

to (0, 0) is a 1D curve separating the attraction basins of the 2 stable equilibria. Hence (0, 0) is also unstable
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in this case.

In the case of the basic oscillator governed by

u′′ + ω2u = 0

the only equilibrium is 0 which is stable (with δ = ε since we have an isometry group on Z = R2) but not

asymptotically stable. This result can also be viewed as a special case of theorem 4.4.2 with V (u, u′) =
1
2 (u

′2+ωu2). The same argument holds true for the wave equation with V the usual energy functional. We

remark that except for the initial data (0, 0), the omega-limit set does not cross the set of equilibria. In fact

if the omega-limit set of a trajectory contains a stable equilibrium point, the trajectory must converge to this

point. This makes the study of convergence somewhat easier when the dynamics is unconditionally stable,

a typical case being contraction (or more generally uniformly equicontinous) semi-groups which will be

studied in Chapter 8.



Chapter 5

The linearization method in stability

analysis

When looking for stability of an equilibrium point a for an evolution equation U ′ + AU = 0, a natural

idea is to examine the nature (convergent or divergent) of the linear semi-group generated by the linearized

operator DA(a). It is intuitively clear that this will work only when the spectrum of DA(a) does not

intersction the imaginary axis. In this chapter, we first describe an extension of the Liapunov linearization

method to establish the asymptotic stability of equilibria. The perturbation argument developed here is

applicable, in conjonction with the linear results of Chapter 2, to various semi - linear evolution problems

on infinite dimensional Banach spaces. At the opposite, an argument essentially coming back to R. Bellman

[12] allows to deduce instability from the existence of an eigenvalue with the ”wrong” sign. We shall also

provide an infinite dimensional version of the linearized instability principle.

5.1 A simple general result

Let X be a real Banach space, T (t) a strongly continuous linear semi-group on X , and F : X −→ X
locally Lipschitz continuous on bounded subsets. For any x ∈ X, we consider the unique maximal solution

u ∈ C([0, τ(x)), X) of the equation

u(t) = T (t)x+

∫ t

0

T (t− s)F (u(s))ds, ∀t ∈ [0, τ(x)) (5.1)

By a stationary solution of (5.1) we mean a constant vector a ∈ X such that

a = T (t)a+

∫ t

0

T (t− s)F (a)ds, ∀t ≥ 0

The following result is an easy consequence of the general theory of strongly continuous linear semi-groups.

Let L denote the generator of T (t). Then we have

Lemma 5.1.1. A vector a ∈ X is a stationary solution of (5.1) if and only if we have

a ∈ D(L) and La+ F (a) = 0.

38
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We are now in a position to state the main result of this section

Theorem 5.1.2. Assume that for some constants δ > 0,M ≥ 1 we have

∀t ≥ 0, ‖T (t)‖ ≤Me−δt. (5.2)

Let a ∈ X be a stationary solution of (5.1) such that

∃R0 > 0, ∃η > 0 : ‖F (u)− F (a)‖ ≤ η‖u− a‖ for ‖u− a‖ ≤ R0 (5.3)

with

η <
δ

M
.

Then for all x ∈ X such that

‖x− a‖ ≤ R1 =
R0

M

the solution u of (5.1) is global and satisfies

∀t ≥ 0, ‖u(t)− a‖ ≤M‖x− a‖e−γt, (5.4)

with : γ = δ − ηM > 0.

Proof. On replacing u by u− a and F by F −F (a), we may assume a = 0 and F (a) = 0 with ‖F (u)‖ ≤
η‖u‖ whenever ‖u‖ ≤ R0. In particular, setting

T = Sup{t ≥ 0, ‖u(t)‖ ≤ R0} ≤ +∞,

we find

∀t ∈ [0, T ), ‖u(t)‖ ≤M‖x‖e−δt + ηM

∫ t

0

e−δ(t−s)‖u(s)‖ ds.

Letting ϕ(t) = eδt‖u(t)‖, we obtain

ϕ(t) ≤ C1 + C2

∫ t

0

ϕ(s)ds ∀t ∈ [0, T )

with: C1 =M‖x‖, C2 = ηM. By applying Lemma 1.2.1 with λ(t) ≡ C2 we deduce

∀t ∈ [0, T ), eδt‖u(t)‖ ≤M‖x‖eηMt. (5.5)

Since δ > ηM , we conclude that if M‖x‖ ≤ R0, then T = +∞ and (5.5) holds true on [0,+∞). This

completes the proof of (5.4).

5.2 The classical Liapunov stability theorem

5.2.1 A simple proof of the classical Liapunov stability theorem

The object of this paragraph is to give a simple proof of the following well known result:



40 CHAPTER 5. THE LINEARIZATION METHOD

Theorem 5.2.1. (Liapunov) Let X be a finite dimensional normed space, and f ∈ C1(X,X) a vector field

on X. Let a ∈ X be such that f(a) = 0 and assume

All eigenvalues {sj , 1 ≤ j ≤ k} of Df(a) have negative real parts.

Then a is an asymptotically Liapunov stable equilibrium solution of the equation

u′ = f(u(t)), t ≥ 0. (5.6)

More precisely : for each δ < η = min
1≤j≤k

{−Re(sj)}, there exists ρ = ρ(δ) > 0 and M(δ) ≥ 1 such that if

‖x− a‖ ≤ ρ(δ)), the solution u of (5.6) such that u(0) = x is global with

∀t ≥ 0, ‖u(t)− a‖ ≤M(δ)‖x− a‖e−δt.

Proof. We consider first the case where a = 0 and f coincides with a linear operator A. In this case, the

question reduces to the following:

Lemma 5.2.2. Let X be a finite dimensional complex vector space, A ∈ L(X) and u ∈ C1(R, X) a

solution of u′(t) = Au(t). Then we have

u(t) =

k∑

j=1

Pj(t)e
sjt (5.7)

where {sj}1≤j≤k is the sequence of eigenvalues of A and Pj a polynomial with coefficients in X for all j.

Proof. By induction on dimC(X) = p.
- If dimC(X) = 1, then j = 1 and A = s1I, hence u(t) = u0e

s1t.
- If dimC(X) = p > 1, assuming that the result is true for all complex vector spaces with complex

dimensions ≤ p− 1, we set

v(t) = u(t)e−s1t,

therefore v is a solution of

v′ = (A− s1I)v.

Then setting Y = R(A− s1I), B = (A− s1I)|Y and w = v′, it is clear that w is a solution of

w ∈ C1(R, Y ); w′(t) = Bw(t).

Since by construction ker(A− s1I) 6= {0}, we have R(A− s1I) 6= X and in particular

dimC(Y ) ≤ dimC(X)− 1 = p− 1.

By the induction hypothesis we have

w(t) =

k∑

j=1

Qj(t)e
(sj−s1)t

because the eigenvalues of B are of the form sj − s1. By integrating we obtain

w(t) = a1 +

k∑

j=1

Rj(t)e
(sj−s1)t

then on multiplying by es1t, we obtain (5.7), completing the proof by induction.



5.2. THE CLASSICAL LIAPUNOV STABILITY THEOREM 41

Completion of the proof of Theorem 5.2.1. Since all eigenvalues ofDf(a) =: A have negative real parts,

it follows obviously from (5.7) that ‖etA‖ ≤ C(δ)e−δt for all δ < η = min1≤j≤k{−Re(sj)}. Then we

apply Theorem 5.1.2 with T (t) = etA, and F defined by the formula

F (u) = f(u)−Df(a)(u − a).

The result follows at once.

5.2.2 Implementing Liapunov’s first method

Theorem 5.2.1 gives an apparently simple and almost optimal way of checking the asymptotic stability

of a given equilibrium point of a differential system : check whether all (complex) eigenvalues of the

linearization at this point have negative real parts. However in practice we have to check this property on

the characteristic polynomial, but as soon as N ≥ 3 in general the roots cannot be computed .

Definition 5.2.3. We say that a polynomial P with real coefficients

P (X) =

N∑

j=0

pjX
j

is a Hurwitz polynomial if all its zeroes have negative real parts.

Proposition 5.2.4. IfP is a Hurwitz polynomial, then p0 6= 0 and for each j ∈ {0, ...N}, we have pjp0 > 0.

Proof. We have

P (X) = pN
∏

k

(X + λk)
∏

j

(X + µj + iνj)(X + µj − iνj)

where all numbers λk, µj are positive . But

(X + µj + iνj)(X + µj − iνj) = X2 + 2µjX + µ2
j + ν2j

The result follows immediately by expanding P .

Remark 5.2.5. The converse of Proposition 5.2.4 is false if N > 2 . If all coefficients of P have the same

sign, of course P cannot have a positive real root but on the other hand the polynomial

Pε(X) = (X + 1)(X2 − εX + 1) = X3 + (1− ε)X2 + (1− ε)X + 1

has all its coefficients positive for 0 < ε < 1 , although the two conjugate imaginary roots have imaginary

parts equal to ε
2 .

It is sometimes useful to remember the following criterion which we give without proof :

Proposition 5.2.6. For N ≤ 4 a polynomial P of degree N with p0 > 0 is a Hurwith polynomial if and

only if the following inequalities hold true

- If N = 2: p1 > 0, p2 > 0.
- If N = 3: p1 > 0, p3 > 0, p2p1 > p3p0
- If N = 4: p1 > 0, p3 > 0, p4 > 0, p3(p2p1 − p3p0) > p4p

2
1

Remark 5.2.7. The general conditions for N ≥ 5 become complicated and are known as the Routh-

Hurwitz criterion. The criterion consists in N inequalities which can be computed either using the diagonal

(N-1) dimensional minors of some N ×N matrix (cf. [77] ) or through a step by step inductive procedure

involving only some determinants of order 2.
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5.2.3 Remarks on Liapunov’s original proof of the stability theorem

The original method of Liapunov consisted in introducing the quadratic form

Φ(u) =

∫ +∞

0

‖T (t)u‖2dt

where T (t) = exp(tA). For a solution of the equation

u′ = Au + F (u)

we have

d

dt
Φ(u(t)) = 2

∫ +∞

0

(T (s)u(t), T (s)u′(t)) ds

= 2

∫ +∞

0

(T (s)u(t), T (s)Au(t) + T (s)F (u(t))) ds.

But ∫ +∞

0

(T (s)u(t), T (s)Au(t))ds =

∫ +∞

0

(T (s)u(t),
d

ds
T (s)u(t))ds = −1

2
‖u(t)‖2

and ∣∣∣2
∫ +∞

0

(T (s)u(t), T (s)F (u(t)))ds
∣∣∣ ≤ 2C‖u(t)‖‖F (u(t))‖.

The result then follows for ‖F‖Lip small enough. On this proof we want to make two observations that will

justify our choice of a perturbation argument in integral form :

1) Even when F = 0, the decay rate obtained by Liapunov’s method is not optimal. For instance if

X = RN and we apply the above estimates to the equation

u′′ + u+ 2u′ = 0,

we obtain

‖T (t)‖ ≤ Ce−(1−
√
2/2)t

which is not optimal since in fact

‖T (t)‖ ≤ C(1 + t) exp(−t).

2) When F = 0, the quadratic form Φ does not provide the decay in the correct space if X is an

infinite-dimensional Hilbert space. If, for instance, we consider the heat equation

ut −∆u = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

in a bounded open domain of RN which generates a contraction semigroup T (t) on X = L2(Ω), the

quadratic form Φ does not control the norm in X . Indeed , if ϕn is an eigenfunction of the operator −∆ ,

i.e

−∆ϕn = λnϕn in Ω, u = 0 on ∂Ω

it is immediate that

Φ(ϕn) =

∫ +∞

0

‖T (t)ϕn‖2dt = ||ϕn||2
∫ +∞

0

e−2λndt =
1

2λn
||ϕn||2.



5.3. EXPONENTIALLY DAMPED SYSTEMS GOVERNED BY PDE 43

3) The introduction of Φ is only possible when X is a Hilbert space. If, for instance, we work with the

semilinear equation

ut −∆u+ f(u) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

and we try to apply Liapunov’s result withX = L2(Ω) , we shall be very limited in our range of application.

Indeed in order for the operator F defined by

(F (u))(x) = f(u(x)), a.e. in Ω

to satisfy the condition

‖F (u)‖X ≤ ε‖u‖X for ‖u‖X small

it is necessary (and sufficient , of course) that f satisfy the global condition

|f(s)| ≤ ε|s|, ∀s ∈ R.

As a consequence, F cannot be tangent to 0 at the origin, except if F = 0. The situation is very different if

X = C0(Ω): in this case, in order for the operator F to satisfy the condition

‖F (u)‖X ≤ ε‖u‖X for ‖u‖X small

it is sufficient that f satisfy the local condition

|f(s)| ≤ ε|s|, for all s small enough.

In particular, if f is a function of class C1 and f ′(0) = 0, F is tangent to 0 at the origin. Considering for

instance the equation

ut −∆u = |u|p−1u in R
+ × Ω, u = 0 on R

+ × ∂Ω.

The original Liapunov technique does not give the stability of the 0 solution when working in L2(Ω). The

method will work if we replace L2(Ω) by some Sobolev space of type Hm(Ω), but then we need some

growth conditions on the nonlinearity, imposing extraneous limitations on p. If X = C0(Ω), we obtain

easily the stability of the 0 solution for any p > 1, cf. Proposition 5.3.1.

5.3 Exponentially damped systems governed by PDE

5.3.1 Simple applications

In this paragraph, we show how the stability theorem 5.1.2 can be applied to partial differential equations.

a) We first consider the semilinear heat equation (2.1) :

ut −∆u+ f(u) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

where Ω be any open set in RN with Lipschitz continuous boundary ∂Ω , and f : R −→ R is a function of

class C1 with

f(0) = 0 and f ′(0) > −λ1(Ω).
We have the following simple result :
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Proposition 5.3.1. Under the above hypotheses, the stationary solution u ≡ 0 of (2.1) is exponentially

stable in X = C0(Ω). More precisely : for each γ ∈ (0, λ1(Ω) + f ′(0)), there exists R = R(γ) such that

for all x ∈ X with ‖x‖ ≤ R, the solution u of (2.1) such that u(0) = x is global and satisfies

∀t ≥ 0, ‖u(t)‖ ≤M‖x‖e−γt,

with M independent of γ and x.

Proof. We have shown in Theorem 3.2.2 that the contraction semi-group T0(t) generated in C0(Ω) by the

equation

ut −∆u = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

satisfies (5.2) with δ = λ1(Ω) and some M > 1. It is therefore sufficient to apply Theorem 5.1.2 with

T (t) = e−f ′(0)t T0(t), since for f ∈ C1(R), F (u) = f(u) − f ′(0)u satisfies (5.3) with a = 0 and η
arbitrarily small.

b) Similarly we can consider the semilinear wave equation (2.4)

utt −∆u+ γut + f(u) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

where Ω is a bounded open set in RN with Lipschitz continuous boundary ∂Ω, and f is a function of class

C1: R → R with

f(0) = 0 and f ′(0) > −λ1(Ω).
satisfying the growth condition (2.5). We obtain the following result :

Proposition 5.3.2. Under the above hypotheses, the stationary solution (u, v) ≡ (0, 0) of (2.4) is expo-

nentially stable in X = H1
0 (Ω) × L2(Ω) in the following sense: for each δ > 0 small enough, there exists

R = R(δ) such that for all x ∈ X with ‖x‖ ≤ R, the solution u of (2.4) such that (u(0), ut(0)) = x is

global and satisfies

∀t ≥ 0, ‖u(t)‖ ≤M(δ)‖x‖e−δt. (5.8)

Proof. It follows from Proposition 3.3.1 that the contraction semi-group T0(t) generated inX = H1
0 (Ω)×

L2(Ω) by the equation

utt −∆u+ f ′(0)u+ γut = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω (5.9)

satisfies (5.2) with someM > 1 for any δ > 0 small enough. In order to apply Theorem 5.1.2 with T (t)
the semi-group generated by (5.9), all we need to check is that the function F (u, v)) = −(0, f(u)−f ′(0)u)
satisfies (5.3) with a = 0 and η arbitrarily small. But this is immediate since the function ϕ(s) = f(s) −
f ′(0)s is o(|s|) near the origin and, by (2.5) we have |ϕ(s)| ≤ C(|s|r) for s large. Therefore for each d > 0
arbitrarily small, we have |ϕ(s)| ≤ d|s| + C(d)|s|r , globally on R. The result then follows immediately

from Sobolev imbedding theorems.

5.3.2 Exponentially stable positive solutions of a heat equation

In this paragraph, we consider the semilinear heat equation

ut −∆u+ f(u) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω

where Ω be any open set in R
N with Lipschitz continuous boundary ∂Ω , and f is a function of class C1:

R → R with f convex on R+, f(0) = 0 and

f ′(0) < −λ1(Ω).
We have the following simple result :
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Proposition 5.3.3. Under the above conditions, assuming that f(s) > 0 for some s > 0, there exists a

unique solution ϕ > 0 of

−∆ϕ+ f(ϕ) = 0 in Ω, ϕ = 0 on ∂Ω. (5.10)

In addition, ϕ is asymptotically (even exponentially) stable in C(Ω) ∩H1
0 (Ω).

Proof. If a ∈ l∞(Ω) we denote by λ1(−∆+ aI) the first eigenvalue of −∆+ aI in the sense of H1
0 (Ω).

First of all if (5.10) has a positive solution ϕ and we set

p(x) =
f(ϕ(x))

ϕ(x)

we have obviously

λ1(−∆+ pI) = 0

with eigenfunction equal to ϕ. Now if ψ is another positive solution, we introduce

q(x) =
f(ϕ(x)) − f(ψ(x))

ϕ(x) − ψ(x)
if ϕ(x) 6= ψ(x)

q(x) = f ′(ϕ(x)) if ϕ(x) = ψ(x).

By strict convexity we have

q(x) > p(x)

everywhere in Ω. In particular

λ1(−∆+ qI) > 0

On the other hand if ϕ 6≡ ψ, then ϕ − ψ is an eigenfunction of (−∆ + qI) with eigenvalue 0. This

contradiction means that ϕ ≡ ψ and therefore ϕ is unique. In addition since by strict convexity we have

f ′(ϕ(x)) > p(x)

everywhere in Ω we have in particular

λ1(−∆+ f ′(ϕ(x))I) > 0

as soon as a positive solution ϕ exists. Therefore we have uniqueness and exponential stability of ϕ as soon

as it exists.

To prove the existence of ϕ, first we deduce from the hypotheses on f that

∃s0 > 0, f ′(s) ≥ f ′(s0) > 0, ∀s ≥ s0.

In particular

lim
s→+∞

f(s) = lim
s→+∞

F (s) = +∞ (5.11)

where

F (s) =

∫ s

0

f(σ)dσ.

Therefore

inf
s≥0

F (s) = C > −∞.
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For the proof of existence, first we modify (if necessary) f on R− by setting

∀s < 0, f(−s) = −f(s)

And then F is extended as the primitive of f . This means

∀s < 0, F (−s) = F (s)

We introduce

m = inf{
∫

Ω

[
1

2
|∇z|2 + F (z)]dx, z ∈ H1

0 (Ω) } ≥ C|Ω| ≥ −∞.

Since as s→ 0 we have

F (s) ∼ −f ′(0)
s2

2

and f ′(0) < −λ1(Ω), by taking z = εϕ1 and letting ε→ 0 we find

m < 0

Since any minimizing sequence is bounded in H1
0 (Ω) and F is convex up to a quadratic term, there exists,

as a consequence of compactness in L2(Ω) and Fatou’s Lemma, a function ϕ ∈ H1
0 (Ω) such that

∫

Ω

[
1

2
|∇ϕ|2 + F (ϕ)]dx = m

Setting ψ = |ϕ| we also have, since F is even:

∫

Ω

[
1

2
|∇ψ|2 + F (ψ)]dx = m

Because m < 0, of course ψ 6= 0. It is then classical to conclude that ψ is a positive solution of (5.10).

5.4 Linear instability and Bellman’s approach

In any finite dimensional real Hilbert space X , the hypothesis of Theorem 5.2.1 is sharp. Actually if f = L
is linear and has an eigenvalue s := s1 + is2 with s1, s2 real and s1 ≥ 0, let

L(ϕ1 + iϕ2) = s(ϕ1 + iϕ2)

with ϕ1, ϕ2 real vectors and (ϕ1, ϕ2) 6= (0, 0). Then the real vector-valued function

u(t) = es1t[cos(s2t)ϕ1 − sint(s2t)ϕ2]

is a solution of (5.6) because the function

z(t) = estϕ

is a solution of the extended equation of (5.6) on the complexification of X and L being a real endomor-

phism on X , z(t) = estϕ and u = 1
2 (z(t)− z(t)) are solutions of the same equation. But now we observe

that

u(
kπ

s2
) = (−1)kexp(

kπs1
s2

)u(0)

and therefore u cannot converge to anything at all as t goes to infinity.

In the next paragraph we collect some instability results proved in [1] in the Hilbert space framework.
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5.4.1 The finite dimensional case

Let X be a finite dimensional normed space, and f ∈ C1(X,X) a vector field on X . Let a ∈ X be such

that f(a) = 0. By Liapunov’s theorem (Theorem 5.2.1), if all eigenvalues of Df(a) have negative real

parts, a is an asymptotically Liapunov stable equilibrium solution of the equation

u′ = f(u(t)), t ≥ 0. (5.12)

This result is sharp since in the opposite direction we have

Theorem 5.4.1. (R. Bellman, [12]) Let a ∈ X be such that f(a) = 0 and assume that at least one

eigenvalue of Df(a) has a positive real part. Then a is an unstable equilibrium solution of (5.12).

Proof. Let η > 0 be the minimum of real parts of the eigenvalues of Df(a) having a positive real part and

choose an integer K to be fixed later. The Jordan reduction theorem implies in particular the existence of

an upper triangular matrix T with zero diagonal terms and coefficients all equal to 0 or 1 such that

K

η
M = D + T

where M is the matrix of Df(a) in a certain basis of X and D is a complex diagonal matrix. Then

M = L+R

where L = η
KD is a diagonal matrix and R = η

KT is a matrix with all coefficients having moduli smaller

than η
K . Let us identifyX with H = C

N with the usual Hilbert norm and the associated real inner product.

It is clear that the coefficients of L, in other terms the diagonal coefficients ofM , are in fact the eigenvalues

of in Df(a). In addition under this identification we have ‖R‖ ≤ η dimX

K
. Let P : H −→ H denote the

projection operator on

Y :=
⊕

Re(λ)>0

Ker(L− λI). (5.13)

If u is any bounded solution of (5.12), for t > 0 setting u = a+ v we have

d

dt
(|Pv|2 − |(I − P )v|2) = 2[(Pv, v′)− ((I − P )v, v′)]

= 2[(Pv, Lv +Rv + g(v)) − ((I − P )v, Lv +Rv + g(v))]

where g(v) = f(a+ v)− f(a)−Df(a)v satisfies

g(v) = o(v)

Since L ≤ 0 on [Y ]⊥ = (I − P )H we have:

−((I − P )v, Lv) = −(L(I − P )v, (I − P )v) ≥ 0.

On the other hand by definition of η we have

∀w ∈ Y, (Lw,w) ≥ η|w|2

In particular we find

2(Pv, Lv) = 2(LPv, Pv) ≥ 2η|Pv|2.
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And therefore

2[(Pv, Lv)− ((I − P )v, Lv)] ≥ 2η|Pv|2.
On the other hand we have the easy inequality

2[(Pv,Rv)− ((I − P )v,Rv)] ≥ −4‖R‖|v|2 ≥ −4
η dimX

K
|v|2

and since g(v) = o(v), there exists ε > 0 such that if |v| ≤ ε, we have

2(Pv, g(v))− 2((I − P )v, g(v)) ≥ −η
2
|v|2 = −η

2
(|Pv|2 + |(I − P )v|2)

Choosing K = 8dimX and combining the above inequalities we find

d

dt
(|Pv|2 − |(I − P )v|2) ≥ η(|Pv|2 − |(I − P )v|2)

whenever |v| ≤ ε. Now assuming that a is Liapunov-stable in X , let us select v(0) = v0 ∈ X such that

|Pv0| > |(I − P )v0| (5.14)

and |v0| small enough so that

∀t ≥ 0, |v(t)| ≤ ε. (5.15)

For instance, v0 might be any ”small” vector of Y . As a consequence of the above computation it follows

that

∀t ≥ 0, (|Pv(t)|2 − |(I − P )v|2) ≥ eηt(|Pv0|2 − |(I − P )v0|2)). (5.16)

This is clearly absurd since (5.14), (5.15) and (5.16) are incompatible. The proof of Theorem 5.4.1 is

complete.

5.4.2 An abstract instability result

The main result of this Section is a natural infinite-dimensional extension of Theorem 5.4.1 to the special

case of sel-adjoint linearized operator.

Theorem 5.4.2. Let H be a real Hilbert space with inner product and norm respectively denoted by (·, ·)
and | · |, L a (possibly unbounded) self-adjoint operator such that

∃c > 0, L+ cI ≥ 0.

(L + (c+ 1)I)−1 is compact (5.17)

λ1(L) := inf
u∈H,u6=0

(Lu, u)

|u| < 0.

Assume that there exists a Banach space X ⊂ H with continuous imbedding with norm denoted by ‖.‖ for

which f : X −→ H is a locally Lipschitz map with f(0) = 0 and such that

lim
u∈X\{0}, ‖u‖→0

|f(u)|
|u| = 0. (5.18)

Then if X contains all eigenvectors of L, the stationary solution 0 of

u′ + L(u) = f(u) (5.19)

is unstable in X.
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Proof. Let P : H −→ H denote the projection operator on

H− :=
⊕

λ<0

Ker(L− λI).

As a consequence of (5.17) we know that dim(H−) <∞. If u is any bounded solution of (5.19), for t > 0
u is differentiable with values in H and we have

d

dt
(|Pu|2 − |(I − P )u|2)

= 2[(Pu, u′)− ((I − P )u, u′)]

= 2[(Pu, f(u)− Lu) + 2((I − P )u, Lu− f(u))]. (5.20)

Since L ≥ 0 on [H−]⊥ = (I − P )H we have:

((I − P )u, Lu) = (L(I − P )u, (I − P )u) ≥ 0. (5.21)

On the other hand by (5.17) we know that

∃η > 0, ∀w ∈ H−, (−Lw,w) ≥ η|w|2

In particular we find

2(Pu,−Lu) = 2(−LPu, Pu) ≥ 2η|Pu|2. (5.22)

As a consequence of (5.18), there exists ε > 0 such that if ‖u‖ ≤ ε, we have

2(Pu, f(u)) + 2((I − P )u, f(u)) ≥ −η|u|2 = −η(|Pu|2 + |(I − P )u|2). (5.23)

Combining (5.20), (5.21), (5.22) and (5.23) we find

d

dt
(|Pu|2 − |(I − P )u|2) ≥ η(|Pu|2 − |(I − P )u|2) (5.24)

whenever ‖u‖ ≤ ε. Now assuming that 0 is Liapunov-stable in X , let us select u(0) = u0 ∈ X such that

|Pu0| > |(I − P )u0|

and ‖u0‖ small enough so that

∀t ≥ 0, ‖u(t)‖ ≤ ε. (5.25)

As a consequence of (5.24) we obtain as previously (5.16), clearly incompatible with (5.25). Consequently

if X contains all eigenvectors of L, the choice

u0 = ηϕ; Lϕ = λϕ, λ < 0 |η|‖ϕ‖ → 0

shows by contradiction that 0 is not Liapunov-stable in V . The proof of Theorem 5.4.2 is complete.

Remark 5.4.3. One might wander why the condition
|f(u)|
|u| → 0 is required as u → 0 in the sense of X

instead of H. Let us consider the example H = L2(Ω) where Ω is a bounded open subset of RN and

∃g ∈ C1 ∩W 1,∞(R) : ∀u ∈ L2(Ω), (f(u))(x) = g(u(x)) a.e. in Ω.
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In this case, the condition
|f(u)|
|u| → 0 as |u| → 0

implies f ≡ 0. Indeed if f(0) = 0 and f(c) 6= 0 we can consider uω = cχω with ω an arbitrary open subset

of Ω, so that

|uω| = |c||ω| 12 ; |f(uω)| = |f(c)||ω| 12

If |ω| → 0 we have by construction |uω| → 0 and therefore

lim inf
|u|→0

|f(u)|
|u| ≥ |f(c)|

|c| > 0.

On the other hand if X ⊂ L∞ with continuous imbedding, the condition

lim inf
‖u‖→0

|f(u)|
|u| = 0

is equivalent to the natural assumption lim
s→0

|g(s)|
|s| = 0.

Remark 5.4.4. The instability result in X is only of interest when the existence of at least local (and

preferably global) solutions for small initial data in X is fulfilled. Otherwise Theorem 5.4.2 might just

mean failure of existence in X .

Remark 5.4.5. The proof of Theorem 5.4.2 actually implies a stronger instability property, namely

∃ϕ eigenvector of L, ∃εn → 0 : sup
t≥0

‖un(t)‖ ≥ α > 0

where un is the sequence of solutions of (5.19) such that un(0) = εnϕ. This appears much stronger since

εnϕ tends to zero in any reasonable norm while the norm of X just needs to fulfill (5.18).

5.4.3 Application to the one-dimensional heat equation

Consider the one - dimensional semilinear heat equation

ut − uxx + f(u) = 0 in R
+ × (0, L); u(t, 0) = u(t, L) = 0 on R

+ (5.26)

where f is a C1 function: R → R. Any solution u of this problem which is global and uniformly bounded

on R+ × (0, L) converges as t→ +∞ to a solution ϕ of the elliptic problem

ϕ ∈ H1
0 (0, L), −ϕxx + f(ϕ) = 0. (5.27)

Proposition 5.4.6. If ϕ is a solution of (5.27) which is stable as a solution of (5.26), then ϕ has a constant

sign on (0, L) =: Ω.

Proof. Indeed, if ϕ is not identically 0 and vanishes somewhere in (0, L), the function w := ϕ′ has two

zeroes in (0, L) and satisfies

w ∈ C2 ∩H1
0 (0, L), −wxx + f ′(ϕ)w = 0 in (0, L).



5.5. OTHER INFINITE-DIMENSIONAL SYSTEMS 51

In particular if 0 < α < β < L are such that w(α) = w(β) = 0, w 6= 0 on (α, β) and if we set ω = (α, β),
we clearly have λ1(ω;−∆ + f ′(ϕ)I) = 0 where λ1(ω;−∆ + f ′(ϕ)I) denotes the first eigenvalue of

−∆+ f ′(ϕ)I in the sense of H1
0 (ω). We introduce the quadratic form J and the real number η defined by

∀z ∈ H1
0 (Ω), J(z) :=

∫

Ω

{|zx|2 + f ′(ϕ)z2}dx

η = Inf {J(z), z ∈ H1
0 (Ω),

∫

Ω

z2dx = 1}

Let us also denote by ζ the extension of w by 0 outside ω. Because

J(ζ) =

∫

Ω

{|ζx|2 + f ′(ϕ)ζ2}dx =

∫

ω

{|ζx|2 + f ′(ϕ)ζ2}dx =

∫

ω

{|zx|2 + f ′(ϕ)z2}dx = 0,

we clearly have

η = λ1(Ω;−∆+ f ′(ϕ)I) ≤ 0.

Assuming η = 0 means that a multiple λζ = ψ of ζ realizes the minimum of J and therefore is a solution

of

ψ ∈ C2([0, L]) ∩H1
0 (0, L),−ψxx + f ′(ϕ)ψ = 0.

This is impossible since ψ is not identically 0 and however vanishes throughout (0, α) for instance. There-

fore η < 0, and ϕ is unstable.

5.5 Other infinite-dimensional systems

The following generalization of theorems 5.4.1 and 5.4.2 is not difficult.

Theorem 5.5.1. Let H be a real Hilbert space with inner product and norm respectively denoted by (., .)
and |.|, L a (possibly unbounded)linear operator such that

∃c > 0, L+ cI ≥ 0

R(L+ (c+ 1)I) = H.

Assume in addition that we have a decompositionH = X ⊕ Y with dim(X) <∞ and

X ⊂ D(L), LX ⊂ X ; Y = X⊥, L(Y ∩D(L)) ⊂ Y, L ≥ 0 on Y.

Let f : H −→ H be a locally Lipschitz map such that f(0) = 0 and such that there exists a Banach space

V ⊂ H with continuous imbedding with norm denoted by ‖.‖ for which

lim
u∈V \{0}, ‖u‖→0

|f(u)|
|u| = 0.

Then if V contains all eigenvectors of L, the stationary solution 0 of

u′ + Lu = f(u)

is unstable in V as soon as L has at least one eigenvalue with negative real part and eigenvector in X .
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As a typical application of Theorem 5.5.1 we can consider the abstract second order evolution equation

u′′ + u′ +Au = f(u) (5.28)

where A is a self-adjoint operator with compact resolvant on a real Hilbert space H such that A+mI ≥ 0
for some m ≥ 0 . Introducing V = D((A+ (m+ 1)I)

1
2 ) we can set

H = V ×H, D(L) = D(A)× V

and

∀U = (u, v) ∈ D(L), L(u, v) = (−v,Au+ v)

Then (5.28) takes the form

U ′ + LU = F (u) = (0, f(u))

By considering {λn}n∈N the nondecreasing sequence of eigenvalues ofA eventually repeated according to

their multiplicity and observing that

H = V ×H =
⊕

n∈N

[(A− λn)−1(0)]2

it is not difficult to check the hypotheses of Theorem 5.5.1 Hence we can state

Corollary 5.5.2. Under the above conditions, if A has a negative eigenvalue, and if f,W are such that

lim
u∈W\{0}, ‖u‖W→0

|f(u)|
|u| = 0

the solution (0, 0) is unstable in the sense of V :=W ×H as a solution of (5.28).

By the same method as in section 5.4.2, we deduce easily the following consequences of Corollary 5.5.2 :

Corollary 5.5.3. Let Ω be as in the introduction, f ∈ C1(R) and ϕ ∈ C(Ω) ∩ H1
0 (Ω) a solution of the

elliptic problem

−∆ϕ+ f(ϕ) = 0 in Ω; ϕ = 0 on ∂Ω

such that

λ1(−∆+ f ′(ϕ)I) < 0

then (ϕ, 0) is unstable in [C(Ω) ∩H1
0 (Ω)]× L2(Ω) as a solution of the hyperbolic problem

utt + ut −∆u + f(u) = 0 in R
+ × Ω; u = 0 on R

+ × ∂Ω.

Corollary 5.5.4. Consider the one - dimensional semilinear wave equation

utt + ut − uxx + f(u) = 0 in R
+ × (0, L); u(t, 0) = u(t, L) = 0 on R

+ (5.29)

where f is a C1 function: R → R. If ϕ is a solution of the elliptic problem

ϕ ∈ H1
0 (0, L), −ϕxx + f(ϕ) = 0

such that (ϕ, 0) is stable in H1
0 (0, L) × L2(0, L) as a solution of (5.29), then ϕ has a constant sign on

(0, L).



Chapter 6

Gradient-like systems

6.1 A simple general property

Let S(t) be a dynamical system on (Z, d). We denote by F the set of equilibrium point of S(t) i.e.

F = {x ∈ Z, ∀t ≥ 0, S(t)x = x}. (6.1)

Theorem 6.1.1. Let u0 ∈ Z be such that the trajectory S(t)u0 has precompact range in Z . The following

properties are equivalent

ω(u0) ⊂ F , (6.2)

∀h > 0, d(S(t+ h)u0, S(t)u0) −→ 0 as t→ +∞, (6.3)

∃α > 0, ∀h ∈ [0, α], d(S(t+ h)u0, S(t)u0) −→ 0 as t→ +∞. (6.4)

Proof. i) (6.4) implies (6.2). Indeed assume (6.4) and let x ∈ ω(u0). There exists tn tending to +∞ for

which

lim
n→∞

S(tn)u0 = x.

Therefore by continuity of S(h)

∀h > 0, lim
n→∞

S(tn + h)u0 = lim
n→∞

S(h+ tn)u0 = S(h)x.

As a consequence of (6.4) we have on the other hand

∀h ∈ [0, α], lim
n→∞

S(tn + h)u0 = x.

By comparing the two previous formulas we find

∀h ∈ [0, α], S(h)x = x.

Then a trivial induction argument gives

∀h ∈ [0, α], ∀n ∈ N, S(nα+ h)x = x.
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This obviously implies (6.2).

ii) (6.2) implies (6.3). Indeed assume that (6.3) is false. Then for some h > 0 there is an ε > 0 and a

sequence tn tending to +∞ for which

∀n ∈ N, d(S(tn + h)u0, S(tn)u0) ≥ ε.

We can replace the sequence tn by a subsequence, still denoted tn, for which S(tn)u0 converges to a limit

x ∈ X . As a consequence of (6.2) we have x ∈ F . By letting n tend to infinity in the above inequality,

since S(tn + h) = S(h)S(tn) and S(h) is continuous we obtain

d(S(h)x, x) ≥ ε.

This contradicts (6.2). Hence (6.2) implies (6.3) and this concludes the proof.

6.2 A minimal differential criterion

In this section we assume that Z is a closed subset of some Banach space X .

Corollary 6.2.1. Let u0 ∈ Z be such that the trajectory S(t)u0 has precompact range in Z . Assume in

addition that

S(t)u0 =: u(t) ∈W 1,1
loc (R

+, X).

Then if

∃α > 0,

∫ t+α

t

‖u′(s)‖ds→ 0 as t→ +∞ (6.5)

we have (6.2).

Proof. It is sufficient to observe that

∀h ∈ [0, α], d(S(t+ h)u0, S(t)u0) = ‖
∫ t+h

t

u′(s)ds‖ ≤
∫ t+α

t

‖u′(s)‖ds→ 0 as t→ +∞.

Hence (6.4) is fulfilled, and by Theorem 6.1.1 this implies (6.2).

Corollary 6.2.2. Let u0 ∈ X be such that the trajectory S(t)u0 has precompact range in Z . Assume in

addition that

S(t)u0 =: u(t) ∈W 1,1
loc (R

+, X).

Then if for some p ≥ 1

u′ ∈ Lp(R+, X) (6.6)

we have (6.2).

Proof. Indeed in this case we have

∫ t+1

t

‖u′(s)‖ds ≤
(∫ t+1

t

‖u′(s)‖pds
) 1

p

→ 0 as t→ +∞.
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6.3 The case of gradient systems

Let N ≥ 1 and F ∈ C2(RN ). We consider the equation

u′(t) +∇F (u(t)) = 0 (6.7)

and we define

E = {z ∈ R
N ,∇F (z) = 0}.

Corollary 6.3.1. Any solution u(t) of (6.7) defined and bounded on R+ satisfies

lim
t→+∞

dist{u(t), E} = 0.

In other terms we have ω(u(0)) ⊂ E . In addition, if for each c, the set Ec = {u ∈ E , F (u) = c} is discrete,

then there exists u∗ ∈ E such that

lim
t→+∞

u(t) = u∗.

Proof. We consider the dynamical system generated by (6.7) on the closure of the range of u. It is obvious

here that the set F of fixed points of S(t) is precisely equal to E defined above. Multiplying by u′ in the

sense of the inner product of RN and integrating we find

∫ T

0

‖u′(t)‖2dt = F (u(0)− F (u(t).

Hence since u is bounded we obtain u′ ∈ L2(R+, X) with X = RN . By Corollary 6.2.2, we have

ω(u(0)) ⊂ E . Moreover F (u(t)) is non-increasing along the trajectory since

d

dt
F (u(t)) = −‖u′(t)‖2

Hence F (u(t)) tends to a limit c as t becomes infinite and thereforeω(u(0)) ⊂ Ec. The rest is a consequence

of Proposition 4.2.1.

Remark 6.3.2. By using Lemma 1.2.2 applied to the function ‖u′(t)‖2 it is easy to prove that u′(t) tends

to 0 at infinity. One might wonder whether u(t) is always convergent. In 2 dimensions, it was conjectured

by H.B. Curry [34] and proven by J. Palis and W. De Melo [73] that convergence may fail even for a C∞

potential F .

6.4 A class of second order systems

Let F, E be as in Section 6.3. We consider the equation

u′′(t) + u′(t) +∇F (u(t)) = 0. (6.8)

Corollary 6.4.1. Any solution u(t) of (6.8) defined and bounded on R+ together with u′ satisfies

lim
t→+∞

‖u′(t)‖ = lim
t→+∞

dist{u(t), E} = 0

In other terms we have ω(u(0), u′(0)) ⊂ E×{0}. In addition, if for each c, the set Ec = {u ∈ E , F (u) = c}
is discrete, then there exists u∗ ∈ E such that

lim
t→+∞

u(t) = u∗.
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Proof. We consider the dynamical system generated by (6.8) on the closure of the range of U = (u, u′).
Here the set F of fixed points of S(t) is made of points (y, z) ∈ R

N ×R
N for which the solution u of (6.8)

of initial data (y, z) is independent of t. Consequently F = E × {0}. Multiplying by u′ in the sense of the

inner product of RN and integrating we find

d

dt
(
1

2
‖u′(t)‖2 + F (u(t))) = −‖u′(t)‖2

hence in particular

∫ T

0

‖u′(t)‖2dt = F (u(0)− F (u(t) +
1

2
(‖u′(0)‖2 − ‖u′(t)‖2).

Hence since u is bounded we obtain u′ ∈ L2(R+, X) withX = RN . Moreover differentiating the equation

we have

u′′′ + u′′ +∇2F (u(t))u′ = 0.

By multiplying by u′′ in the sense of the inner product of RN and integrating we find

∫ T

0

‖u′′(t)‖2dt =
∫ T

0

(∇2F (u(t))u′, u′′(t))dt+
1

2
(‖u′′(0)‖2 − ‖u′′(t)‖2).

Since u′′ is bounded by the equation, it follows immediately that u′′ ∈ L2(R+, X), therefore U ′ =
(u′, u′′) ∈ L2(R+, X × X). By Corollary 6.2.2, we have ω(u(0), u′(0)) ⊂ E × {0}. In particular u′(t)
tends to 0 as t becomes infinite. Moreover 1

2‖u′(t)‖2 + F (u(t)) is non-increasing along the trajectory

and therefore tends to a limit c as t becomes infinite. Finally ω(u(0), u′(0)) ⊂ Ec × {0}. The rest is a

consequence of Proposition 4.2.1.

6.5 Application to the semi-linear heat equation

Let Ω and f be as in Section 2.4 and let X = C0(Ω). Throughout this section we assume that Ω is bounded

and we define

E = {u ∈ X ∩H1
0 (Ω),−∆u+ f(u) = 0},

∀ϕ ∈ X ∩H1
0 , E(ϕ) =

1

2

∫

Ω

|∇ϕ|2dx +

∫

Ω

F (ϕ) dx

with

F (u) =

∫ u

0

f(s) ds, ∀u ∈ R.

Moreover let Ec = {u ∈ E , E(u) = c}, for c ∈ R. We shall prove

Theorem 6.5.1. let u be a global solution of (2.1) which is bounded in X for t ≥ 0. Then we have the

following properties

(i) E(u(t)) tends to a limit c as t→ +∞;

(ii) Ec 6= ∅;

(iii) dist(u(t), Ec) → 0 as t→ +∞, where dist denotes the distance in X ∩H1
0 (Ω).
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Proof. The smoothing effect of the heat equation implies (cf. e.g. [60] for a proof based on the theory of

holomorphic semi-groups) that for each ε > 0 and α ∈ [0, 1),
⋃

t≥ε

{u(t)} is bounded in C1+α(Ω).

In particular,
⋃

t≥0{u(t)} is precompact in X and
⋃

t≥1{u(t)} is precompact in H1
0 (Ω). Let us denote by

Z the closure in X ∩ H1
0 (Ω) of u(R+). E is continuous on X ∩ H1

0 (Ω), hence on (Z, d) where d is the

distance in X ∩H1
0 . In addition by precompactness the topologies of X ∩H1

0 (Ω) and L2(Ω) coincide on

Z . An easy calculation shows that for t ≥ 1, we have

∫ t

1

∫

Ω

u2t (τ, x)dxdτ + E(u(t)) = E(u(1))

Hence By Corollary 6.2.2, we have ω(u(0)) ⊂ E . Since E(u(t) is nonincreasing the result follows as in the

previous examples.

6.6 Application to a semilinear wave equation with a linear damping

Let Ω and f be as in Section 2.5 and consider the wave equation (2.4). Throughout this section we assume

that Ω is bounded. Keeping the notation and the hypotheses of Section 2.5. Introducing

E = {u ∈ H1
0 ,−∆u+ f(u) = 0},

and Ec = {u ∈ E , E(u, 0) = c}, for c ∈ R. We can state

Theorem 6.6.1. Assume γ > 0 and that the growth condition (2.5) is satisfied with the strict inequality:

r < 2/(N − 2) if N ≥ 3. Let (ϕ, ψ) ∈ X := H1
0 × L2, and let u be the corresponding maximal solution

of (2.4) with u(0) = ϕ and ut(0) = ψ. Assume that T (ϕ, ψ) = +∞ and

sup{‖(u(t), ut(t))‖X , t ≥ 0} < +∞.

Then we have the following properties :

(i) E(u(t), ut(t)) tends to a limit c as t→ +∞;

(ii) Ec 6= ∅;

(iii) ‖ut(t)‖L2 → 0, as t→ +∞;

(iv) dist(u(t), Ec) → 0 as t→ +∞, where dist denotes the distance in H1
0 .

The proof of Theorem 6.6.1 relies on a general compactness lemma due to G.F. Webb [80] :

Lemma 6.6.2. Let X be a real Banach space and T (t) a contraction semi-group on X satisfying

‖T (t)‖L(X) ≤Me−σt, ∀t ≥ 0. (6.9)

where M,σ are some positive constants. Let H ∈ L+∞(R+, X) and let K be a compact set in X such that

H(t) ∈ K , a.e. on R+. Then the function V : R+ → X defined by

V (t) = T (t)(ϕ, ψ) +

∫ t

0

T (s)H(t− s)ds

satisfies: V (R+) is precompact in X .
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Proof. We have V (t) = T (t)(ϕ, ψ) +W (t), where

W (t) =

∫ t

0

T (s)H(t− s)ds.

Since T (t)(ϕ, ψ) −→ 0 inX as t→ +∞, there is a compact subsetK1 ofX such that
⋃

t≥0{T (t)(ϕ, ψ)} ⊂
K1. It is therefore sufficient to prove that there is a compact subset K2 of X for which

⋃

t≥0

{W (t)} ⊂ K2.

Let ε > 0, and according to (6.9), let τ be such that

‖H‖L+∞(0,∞,X)

∫ ∞

τ

‖T (s)‖L(X)ds < ε.

For t ≥ τ , we have

‖W (t)−
∫ τ

0

T (s)H(t− s)ds‖X < ε

consequently, ⋃

t≥τ

{W (t)} ⊂ K3 +B(0, ε) (6.10)

with

K3 =
⋃

t≥τ

{
∫ τ

0

T (s)H(t− s)ds}.

Observe that the map (s, x) 7→ T (s)x is continuous: [0,+∞) × X → X. As a consequence, U =⋃

0≤t≤τ

T (t)K is compact in X . Hence, F = τ · conv(U) is precompact in X . Since K3 ⊂ F , K3 is

precompact in X . By (6.10), we can cover
⋃

t≥τ

{W (t)} by a finite union of balls of radius 2ε. On the other

hand, W ∈ C([0,+∞), X), hence
⋃

0≤t≤τ

{W (t)} is compact and can also be covered by a finite union of

balls of radius 2ε. Finally we can cover
⋃

t≥0

{W (t)} by a finite union of balls of radius 2ε. Since ε > 0 is

arbitrary,
⋃

t≥0

{W (t)} is precompact, and the conclusion follows.

Proof of Theorem 6.6.1. We define an unbounded operatorAγ on X by

D(Aγ) = {(u, v) ∈ X,∆u ∈ L2 and v ∈ H1
0};

Aγ(u, v) = (v,∆u− γv), ∀(u, v) ∈ D(Aγ).

It is easily seen that Aγ is m-dissipative on X . As a consequence of Proposition 3.3.1, the contraction

semi-group T (t) generated by Aγ on X satisfies (6.9).

Now set U(t) = (u(t), ut(t)) and H(t) = (0,−f(u(t)), for t ≥ 0. Clearly u is a solution of (2.4) on [0, τ ]
if, and only if U ∈ C([0, τ ];X) and U is a solution of the equation

U(t) = T (t)(ϕ, ψ) +

∫ t

0

T (t− s)H(s)ds, ∀t ∈ [0, τ ].
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Now we recall the energy identity

γ

∫ t

0

∫

Ω

u2t (t, x)dxdt + E(u(t), ut(t)) = E(ϕ, ψ)

with

E(ϕ, ψ) :=
1

2

∫

Ω

‖∇ϕ(x)‖2dx+
1

2

∫

Ω

|ψ(x)|2dx +

∫

Ω

F (ϕ(x))dx.

E is continuous onX , hence on (Z, d) whereZ is the closure of u(R+) inX . The energy identity shows that

E(u(t), ut(t)) is non-increasing. The set of stationary points of the dynamical system is easily identified as

E × {0}. On the other hand the function H : R+ → X defined by H(t) = (0,−f(u(t)) for t ≥ 0 is such

thatH(R+) is precompact inX . (This comes from the strict condition: r < 2/(N−2) ifN ≥ 3.) Applying

Lemma 6.6.2, we obtain compactness of bounded trajectories in X . Then the topologies of X = H1
0 × L2

and Y = L2 ×H−1 coincide on Z and an easy calculation using the equation now shows that

U ′ = (ut, utt) ∈ L2(R+, Y ).

Indeed the energy identity gives ut ∈ L2(R+, L2). On the other hand the growth assumption on f is easily

seen to imply

∀(u, v) ∈ X, f ′(u)v ∈ H−1

with

‖f ′(u)v‖H−1 ≤ K(1 + ‖u‖rH1
0
)‖v‖L2.

By multiplying the equation by utt in the sense of H−1 and integrating in t we find

∫ t

0

‖utt‖2H−1ds+
γ

2
[‖ut‖2H−1(0)− ‖ut‖2H−1(t)] +

[∫

Ω

uutdx

]t

0

+[〈f(u), ut〉H−1 ]t0 +

∫ t

0

〈−∆u, utt〉H−1ds =

∫ t

0

〈ut, f ′(u)ut〉H−1ds.

Hence, using the identity

∫ t

0

〈∆u, utt〉H−1ds =

∫ t

0

‖∇ut‖2H−1ds+ [〈∆u, ut〉H−1 ]t0

=

∫ t

0

‖ut‖22ds+ [〈∆u, ut〉H−1 ]t0

we derive easily ∫ t

0

‖utt‖2H−1ds ≤ C1 + C2

∫ t

0

‖ut‖22ds.

Then the conclusion follows as in the previous example.

Remark 6.6.3. Under the conditions of Proposition 2.5.1, the conclusions of Theorem 6.6.1 are valid for

any solution u of (2.4).
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Liapunov’s second method and the

invariance principle

7.1 Liapunov’s second method

As explained in Section 5.2.3, the Liapunov stability theorem for equation (5.6) can be proved by exhibit-

ing a positive definite quadratic form which decreases exponentially along the trajectory if the initial data

are close enough to the equilibrium under consideration: such a function is called a Liapunov function.

Sometimes it is possible to find directly such a function without calculating the fundamental matrix of the

linearized equation, and this is the principle of the so-called ‘direct” or second Liapunov method. This

method can often be reduced to the following simple criterion

Proposition 7.1.1. Let V ∈ C1(RN ) be such that V (u) tends to +∞ as ‖u‖ → +∞ and let a ∈ RN be

such that

∀u 6= a, 〈V ′(u), f(u)〉 < 0. (7.1)

Then we have f(a) = 0 and in addition

- ∀u ∈ RN , V (u) ≥ V (a)

- a is an asymptotically stable equilibrium point of the equation u′ = f(u).

Proof. Since V is continuous and V (u) tends to +∞ as ‖u‖ → +∞, then there exists b ∈ R
N such that

V (u) ≥ V (b) for all u ∈ RN . Clearly we have V ′(b) = 0 and now (7.1) imply that b = a.

Once again by (7.1) V is non-increasing along the trajectories, therefore all trajectories are bounded.

Given such a trajectory u , let ϕ ∈ ω(u(0)) and let z be the solution of

z′ = f(z) z(0) = ϕ

Since V (u(t)) tends to a limit l as t→ +∞, we have by (4.2)

∀t, V (z(t)) = l

and then

∀t, 〈V ′(z(t)), f(z(t))〉 = d

dt
V (z(t)) = 0.
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In particular ∀t, z(t) = a, hence ϕ = a and since z is constant we have f(a) = f(z(0)) = z′(0) = 0.

The stability of a follows easily from Corollary 4.4.3. Indeed for any trajectory u we have

d

dt
V (u(t) = 〈V ′(u(t)), f(u(t))

therefore either u(t) = a or d
dtV (u(t) < 0. Whenever u(0) 6= a we deduce that V (a) = limV (u(t)) <

V (u(0)) .

Example 7.1.2. Let us consider the system

u′ = −u+ cv

1 + α|v| ; v′ = −v + du

1 + β|u|

where α ≥ 0, β ≥ 0 and sup{|c|, |d|} < 1 which has the form (5.6) with f Lipschitz but not differentiable

at the origin except when α = β = 0 . Setting

V (u, v) = u2 + v2

we find easily that

∀(u, v) 6= (0, 0), 〈V ′(u, v)), f(u, v)〉 = −2(u2 + v2) + uv(
c

1 + α|v| +
d

1 + β|u| )

≤ −2(1− sup{|c|, |d|})(u2 + v2) < 0

Therefore (0, 0) is the unique equilibrium point and is globally asymptotically (here exponentially) stable.

In the special case c = d > 0 and α = β = 1 , assuming u0 ≥ 0, v0 ≥ 0 the solutions of the above system

with initial data (u0, v0) remain non-negative for all times and coincide with the solutions of

u′ = −u+
cv

1 + v
; v′ = −v + cu

1 + u

which is known as the Naka-Rushton model for neuron dynamics in the short term memory framework.

7.2 Asymptotic stability obtained by Liapunov functions

Consider the nonlinear wave equation

utt −∆u+ g(ut) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω (7.2)

where Ω is a bounded domain of RN and g satisfies the conditions

∃α > 0, g(v)v ≥ α|v|2, ∀v ∈ R (7.3)

∃C ≥ 0, |g(v)| ≤ C(|v| + |v|γ), ∀v ∈ R (7.4)

with :

γ > 1 and if N ≥ 3, γ ≤ (N + 2)/(N − 2). (7.5)

For the sake of simplicity we consider classical solutions of (7.2) for which differentiations are plainly

justified. We obtain the following result of global asymptotic stability :
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Theorem 7.2.1. Let

u ∈ L∞
loc(R

+, H2 ∩H1
0 (Ω)) ∩W 1,∞

loc (R+, H1
0 (Ω)) ∩W 2,∞

loc (R+, L2(Ω))

be a solution of (7.2). Then we have
∫

Ω

{|∇u|2 + u2t}(t, x)dx ≤M
(∫

Ω

|∇u(0, x)|2dx,
∫

Ω

|ut(0, x)|2dx
)
e−δt (7.6)

where δ > 0 depends only on α,C and γ and M is bounded on bounded sets.

Proof. We denote by (·, ·) the inner product in L2(Ω), by | · | the corresponding norm and by ‖ · ‖ the norm

in H1
0 (Ω). In addition the duality pairing on H−1(Ω)×H1

0 (Ω) will be denoted by 〈·, ·〉. Now we define

Φε(t) = ‖u(t)‖2 + |ut(t)|2 + ε(u(t), ut(t))

where ε > 0 is at our disposal. For ε small enough, Φε is comparable to the usual energy and we obtain :

d

dt
{‖u(t)‖2 + |ut(t)|2} = 〈utt + Lu, ut〉 = −2

∫

Ω

g(ut)utdx

d

dt
(u(t), ut(t)) = |ut(t)|2 + 〈utt(t), u(t)〉 = |ut(t)|2 − ‖u(t)‖2 −

∫

Ω

g(u′)u dx.

Therefore :
dΦε

dt
= −2

∫

Ω

g(ut)utdx+ ε|ut(t)|2 − ε‖u(t)‖2 − ε

∫

Ω

g(ut)udx. (7.7)

It follows from (7.3) and (7.4) that

|g(v)| ≤ 2C|v| for |v| ≤ 1

|g(v)|γ+1 ≤ 2C(vg(v))γ for |v| > 1.

In particular for each v ∈ Lγ+1(Ω) we have by setting β = γ+1
γ and denoting as ‖ · ‖β the norm in Lβ(Ω)

‖g(v)‖β ≤ 2C‖v‖β + (2C)
1

γ+1

(∫

Ω

vg(v)dx

) 1
β

≤ C1‖v‖β + C2

(∫

Ω

vg(v)dx
) 1

β

.

Since the condition γ ≤ (N + 2)/(N − 2) yields β = γ+1
γ ≥ 2N

N+2 = (2∗)′, (7.7) implies

dΦε

dt
= (−α+ ε)|ut(t)|2 − ε‖u(t)‖2 +K1ε‖u(t)‖|ut(t)|

−
∫

Ω

g(ut)utdx+ C2ε
(∫

Ω

utg(ut)dx)
) 1

β ‖u(t)‖. (7.8)

By reordering the terms and using Young’s inequality with exponents γ + 1 and β we deduce from (7.8) :

dΦε

dt
≤ (−α

2
+ ε)|ut(t)|2 + (Kε2 − ε)‖u(t)‖2 + (C2ε)

γ+1‖u(t)‖γ+1.

Since 2E(t) = ‖u(t)‖2 + |ut(t)|2 is a nonincreasing function ot t ≥ 0, we can first choose ε > 0 small,

depending on E(0), such that

∀t ≥ 0,
dΦε

dt
≤ −ε

2
{‖u(t)‖2 + |ut(t)|2}. (7.9)
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This shows that E(t) → 0 exponentially, uniformly on bounded subsets of H1
0 (Ω)×L2(Ω). Then for each

initial condition , we can find T0 > 0, depending on E(0), such that E(t) ≤ 1 whenever t ≥ T0. Now for

t ≥ T0, we have (7.9) with ε independent of E(0). Hence (7.6) follows with δ independent of E(0).

In section 5.4, we saw that even in the nonlinear case , the existence of an eigenvalue s of Df(a) with

Re(s) > 0 implies the instability of a. On the other hand, in the marginal case Re(s) = 0 (for instance

when s = 0) , a can still be asymptotically stable, as shown by the next examples.

1) A typical example of such a situation is the first order ODE

u′ = −|u|p−1u, t ≥ 0 (7.10)

with p > 1. The solutions u0 of (7.10) are given by the formula

u(t) =
sgn(u0)

{(p− 1)t+ |u0|1−p} 1
p−1

. (7.11)

It is clear from (7.11) that

|u(t)| ∼
{ 1

(p− 1)t

} 1
(p−1)

as t → +∞ for every u0 6= 0. Analogous, but somewhat artificial parabolic example can be given. Let us

consider now some second order examples.

2) First we consider the equation ( with c > 0, p > 1.)

u′′ + u+ c|u′|p−1u′ = 0, t ≥ 0. (7.12)

We set ϕ(t) = (u2 + u′2)(t): then

ϕ′(t) = −2c|u′|p+1 ≥ −2c(u2 + u′2)(p+1)/2 = −2cϕ(t)(p+1)/2

and as in the previous example we deduce

ϕ(t) ≥
{

1

[ϕ(0)]
1−p
2 + c(p− 1)t

} 2
p−1

.

Hence the energy tends to 0 at most like t−2/(p−1) as t→ +∞. In fact we have

Proposition 7.2.2. For each solution u of (7.12) we have

∀t > 0, {u2(t) + u′2(t)} 1
2 ≤ C(u(0), u′(0))t−

1
p−1 . (7.13)

Proof. We set:

Φε(t) = u2(t) + u′2(t) + ε|u(t)|p−1u(t)u′(t)

Then:

Φ′
ε = −2c|u′|p+1 + ε|u|p−1(pu′2 + uu′′) = −2c|u′|p+1 + ε[p|u|p−1u′2 − |u|p+1

−c|u′|p−1u′|u|p−1u) ≤ −2c|u′|p+1 + ε{−(1/2)|u|p+1 + C|u′|p+1},
where C depends only on u(0), u′(0). For ε > 0 small enough, we therefore obtain

Φ′
ε ≤ −(ε/2){|u|p+1 + |u′|p+1} ≤ −δ(Φε)

(p+1)/2. (7.14)

Clearly, (7.14) implies (7.13) for ε small enough.
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3) Finally , by using the method of proof of Theorem 7.2.1, one can prove

Theorem 7.2.3. Assume that g ∈ C1(R) satisfies the conditions

∃α > 0, g(v)v ≥ α|v|p+1, ∀v ∈ R,

∃C ≥ 0, |g(v)| ≤ C(|v|+ |v|γ), ∀v ∈ R,

with : 1 < p ≤ γ, γ satisfying (7.5). Then for each solution

u ∈ L∞
loc(R

+, H2 ∩H1
0 (Ω)) ∩W 1,∞

loc (R+, H1
0 (Ω)) ∩W 2,∞

loc (R+, L2(Ω))

of (7.2) we have

∫

Ω

{|∇u|2 + u2t}(t, x)dx ≤M
(∫

Ω

|∇u(0, x)|2dx,
∫

Ω

|ut(0, x)|2dx
)
t

−1
p−1 (7.15)

Idea of the proof. Let

Φε(t) = ‖u(t)‖2 + |u′(t)|2 + ε{‖u(t)‖2 + |u′(t)|2} p−1
2 (u(t), u′(t))

By adapting the proof of Theorem 7.2.1 and Proposition 7.2.2, we establish

Φ′
ε ≤ −δ(Φε)

(p+1)/2,

valid for ε > 0 small enough and some δ > 0 depending on the initial energy.

Remark 7.2.4. It is not known whether (7.15) is optimal when for instance

g(v) = c|v|p−1v, c > 0, p > 1.

A very partial result in this direction (lower estimate comparable to the upper decay estimate raised to the

power 3
2 ) can be found in [50] in the case N = 1, relying on an argument specific to dimension 1.

7.3 The Barbashin-Krasovski-LaSalle criterion for asymptotic sta-

bility

After Liapunov, the stability theory has been pursued mainly by the russian school which was also involved

in control theory of ODE under the impulsion of major russian experts such as L. S. Pontryaguin. In this

context, interesting contacts have been established between the russian school and american mathematicians

such as J.K. Hale and J.P. LaSalle. The exchanges between J.P. LaSalle, E.A. Barbashin and N.N. Krasovskii

led to the now well-known invariance principle, and LaSalle in his papers is quite clear about the influence

of the russian school on his own research. To illustrate the progression of ideas, we start with a simple and

convenient result about asymptotic stability.

Theorem 7.3.1. Let f ∈ C1(RN ) and consider the differential system (5.6). Let a ∈ RN be such that

f(a) = 0 and U be a bounded open set with a ∈ U such that

(i) For any x close enough to a, the solution u of (5.6) with u(0) = x is global and remains in U .
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(ii) ∃V ∈ C1(RN ) such that

∀u ∈ U, 〈V ′(u), f(u)〉 ≤ 0.

(iii) The set u ∈ U, 〈V ′(u), f(u)〉 = 0 contains the range of no trajectory of (5.6) except the constant

trajectory a.

Then a is a strict local minimum of V , it is the only equilibrium point in U and a is an asymptotically stable

equilibrium point of (5.6).

Proof. Given a trajectory u of (5.6) with u(0) close enough to a so that u remains in U , let ϕ ∈ ω(u) and

let z be the solution of

z′ = f(z) z(0) = ϕ

Since V (u(t)) tends to a limit l as t→ +∞, we have

∀t ≥ 0, V (z(t)) = l

In addition ∀t ≥ 0, z(t) ∈ U and 〈V ′(z(t)), f(z(t))〉 = d
dtV (z(t)) = 0.

In particular as a consequence of (iii) we have ∀t ≥ 0, z(t) = a, hence ϕ = a. So u(t) converges to a
as t → ∞. Moreover if u(0) 6= a, by (iii) there is some T ∈ R+ for which 〈V ′(u(T )), f(u(T )) < 0 and

then V (u(0) > V (a). Therefore a is a strict local minimum of V and the conclusion now follows from

Corollary 4.4.3.

Example 7.3.2. Let us consider the system

u′ = v; v′ = −u− g(v) + c

where c ∈ R and g is increasing with g(0) = 0. Setting

V (u, v) = (u − c)2 + v2

we find easily that ∀(u, v) ∈ R2, 〈V ′(u, v)), f(u, v)〉 = −2g(v)v ≤ 0. Taking for U any ball centered at

(c, 0) , conditions i) and ii) are obviously fulfilled. Then if a trajectory (u, v) satisfies 〈V ′(u, v)), f(u, v)〉 =
0 , from −2g(v)v ≡ 0 we deduce v ≡ 0, hence v′ ≡ 0 and by the second equation u ≡ c. Finally (c, 0) is

the only equilibrium and is globally asymptotically stable as a consequence of Theorem 7.3.1.

Example 7.3.3. Let us consider the system

u′ = v; v′ = J−1(−p sinu− kv + c)

where c > 0 and J, p, k are positive with c < p. This represents the motion of a robot arm with one degree

of freedom submitted to a constant torque. Setting

V (u, v) =
J

2
v2 + p(1− cosu)− cu

we find easily that

∀(u, v) ∈ R
2, 〈V ′(u, v)), f(u, v)〉 = −kv2 ≤ 0

We claim that the hypotheses of Theorem 7.3.1 are satisfied when α = arg sin c
p and a = (α, 0). Indeed

from the equation above it follows that the function V (u(t), v(t)) is constant if and only if (u(t), v(t)) =
(β, 0) and p sinβ = c. Moreover, setting F (u) = p(1− cosu)− cu we see immediately that

F ′(α) = p sinα− c = 0, F ′′(α) = p cosα > 0
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Therefore a = (α, 0) , is a strict minimum of V , and is consequently a stable equilibrium by Corollary

4.4.3. Since a is an isolated solution of this equation, the only possibility is β = α. By Theorem 7.3.1 we

conclude that a is asymptotically stable. The same property holds true for the other equilibria of the form

(α+ 2kπ, 0).

7.4 The general Lasalle’s invariance principle

Let (Z, d) be a complete metric space and {S(t)}t≥0 a dynamical system on Z .

Definition 7.4.1. A function Φ ∈ C(Z,R) is called a Liapunov function for {S(t)}t≥0 if we have

Φ(S(t)z) ≤ Φ(z), ∀z ∈ Z, ∀t ≥ 0. (7.16)

Remark 7.4.2. By using the semi-group property of S(t), it is immediate to see that Φ is a Liapunov

function for {S(t)}t≥0 if, and only if for each z ∈ Z the function t 7→ Φ(S(t)z) is nonincreasing.

The following result is known as LaSalle’s invariance principle.

Theorem 7.4.3. (cf. [67]) Let Φ be a Liapunov function for {S(t)}t≥0, and let z ∈ Z be such that⋃

t≥0

{S(t)z} is precompact in Z. Then

(i) c = lim
t→+∞

Φ(S(t)z) exists.

(ii) Φ(y) = c, ∀y ∈ ω(z).

In particular :

∀y ∈ ω(z), ∀t ≥ 0, Φ(S(t)y) = Φ(y).

Proof. (i) Φ(S(t)z) is nonincreasing and bounded since
⋃

t≥0

{S(t)z} is precompact. This implies the exis-

tence of the limit c.

(ii) If y ∈ ω(z), there exists a sequence tn → +∞ such that S(tn)z → y. Hence Φ(S(tn)z) → Φ(y) and

this implies Φ(y) = c.
The last property is now an immediate consequence of the invariance of ω(z) (theorem 4.1.8, i)).

Remark 7.4.4. Practically, Theorem 7.4.3 is used to show the convergence of some trajectories of {S(t)}t≥0

to an equilibrium. Therefore the following definition and theorem are basic.

Definition 7.4.5. A Liapunov function Φ for {S(t)}t≥0 is called a strict Liapunov function if the following

condition is fulfilled : Any z ∈ Z such that Φ(S(t)z) = Φ(z) for all t ≥ 0 is an equilibrium of {S(t)}t≥0.

Theorem 7.4.6. Let Φ be a strict Liapunov function for {S(t)}t≥0, and let z ∈ Z be such that
⋃

t≥0

{S(t)z}

is precompact in Z. Let E be the set of equilibria of {S(t)}t≥0. Then

(i) E is a closed, nonempty subset of Z;

(ii) d(S(t)z, E) → 0 as t→ +∞, i.e. ω(z) ⊂ E .
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Proof. By continuity of S(t), E is closed. By Theorem 4.1.8 (i), ω(z) 6= ∅. Now let y ∈ ω(z). The last

assertion of Theorem 7.4.3 gives

Φ(S(t)y) = Φ(y), ∀t ≥ 0

and therefore, since Φ is a strict Liapunov function, y is an equilibrium : in particular we have (i) and

ω(z) ⊂ E . Then Theorem 4.1.8 (iii) implies (ii).

Remark 7.4.7. Theorem 7.4.6 means that the set of equilibria attracts all trajectories of {S(t)}t≥0.

Corollary 7.4.8. Under the hypotheses of Theorem 7.4.6, let

c = lim
t→+∞

Φ(S(t)z) and Ec = {x ∈ E ,Φ(x) = c}.

Then Ec is a closed, nonempty subset of Z and d(S(t)z, Ec) → 0 as t→ +∞. If in addition Ec est discrete,

there exists y ∈ Ec such that S(t)z → y as t→ +∞.

Proof. Since E is closed and Φ is continuous, Ec is closed. The rest of the corollary is a consequence of

Theorems 7.4.3, 7.4.6 and 4.1.8 (ii).

7.5 Application to some differential systems in RN

Theorem 7.4.3, Theorem 7.4.6 and Corollary 7.4.8 allow to recover easily the results of chapter 6 on gradient

systems and second-order gradient-like systems with linear dissipation. But they show their full power in

more complicated situations in which calculations implying convergence to 0 of the time-derivative become

less natural. As a typical example we can consider the equation

u′′(t) + g(u′(t)) +∇F (u(t)) = 0. (7.17)

where F ∈ C1(RN ,R) and g : RN −→ RN is a continuous function such that

∀v ∈ R
N \ {0}, 〈g(v), v〉 > 0.

Corollary 7.5.1. Any solution u(t) of (7.17) defined and bounded on R+ together with u′ satisfies

lim
t→+∞

‖u′(t)‖ = lim
t→+∞

dist{u(t), E} = 0

with

E = {z ∈ R
N ,∇F (z) = 0}.

If in addition for each c, the set Ec = {u ∈ E , F (u) = c} is discrete, then there exists u∗ ∈ E such that

lim
t→+∞

u(t) = u∗.

Proof. We consider the dynamical system generated by (3) on the closure of the range of U = (u, u′).
Here the set F of fixed points of S(t) is made of points (y, z) ∈ RN × RN for which the solution u of

(7.17) of initial data (y, z) is independent of t. Consequently F = E × {0}. Multiplying by u′ in the sense

of the inner product of RN and integrating we find

d

dt
(
1

2
‖u′(t)‖2 + F (u(t))) = −〈g(u′), u′〉 ≤ 0
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hence

Φ(u, v) :=
1

2
‖v‖2 + F (u)

is a Liapunov function. On the other hand if Φ is constant on a trajectory (u(t), u′(t)) we have u′ ≡ 0.

Hence Φ is a strict Liapunov function and the result follows.

As an example of application of Corollary 7.5.1, the equation

u′′ + u′ + u3 − u = 0

already considered in Section 4.2 provides a good illustration. Here the set of equilibria has only points

solutions : (-1, 0), (0, 0) and (1, 0). Note that here and more generally under the hypotheses of Corollary

7.5.1, the t-derivative of the Liapunov function vanishes at some point t0 only if u′(t0) = 0. Then it follows

easily that energy conserving trajectories are made of equilibria. In the next example the condition u′ = 0
does not follow immediately, but as a consequence of the connnectedness of trajectories:

Example 7.5.2. Let us consider the scalar equation

u′′ + au2u′ + u3 − u = 0 (7.18)

where a > 0. Let

E(t) =
1

2
u′2 +

1

4
u4 − 1

2
u2.

d

dt
E(t) = −au2u′2

Since E is non-increasing, (u, u′) are bounded and we are in a good position to apply the invariance prin-

ciple. Indeed let u be a solution of (7.18) for which E is constant, then uu′ = 0 hence u2 is constant and

then, by connectedness, u is constant. So u′ = u′′ = 0. As in the previous example,the stationary equation

u3 − u = 0 has only three solutions : -1, 0, 1. So that we have convergence of all solutions, although the

t-derivative of the Liapunov function vanishes also at points t0 for which u(t0) = 0 and the equation is not

a special case of Corollary 7.5.1

The next example shows that sometimes, the invariance principle provides some information which is

not so easy to recover by more elementary methods.

Example 7.5.3. Let us consider the coupled system of second order scalar ODE:

{
u′′ + u′ + λu+ cv = 0,

v′′ + λv + cu = 0,
(7.19)

λ > 0 and c 6= 0 with c2 < λ2. Let

E(t) = E(u, u′, v, v′) = 1

2

[
u′2 + v′2 + λ(u2 + v2)

]
+ cuv.

d

dt
E(t) = −u′2

Since E is non-increasing, (u, v, u′, v′) are bounded and we are in a good position to apply the invariance

principle. Indeed let (u, v) be a solution of (7.19) for which E is constant. Then 2u′2 = 0 implies u′ = 0,

hence u is constant and u′′ = 0. Then by the first equation v = −λ
c u is also constant. Finally since by
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the hypothesis c2 < λ2 , the stationary system λu + cv = cu + λv = 0 has no non-trivial solution, we

conclude that u = v = 0 and therefore (0, 0, 0, 0) is asymptotically stable. Because the system is linear

and finite-dimensional, by taking a basis in R4 it follows immediately that the norm of the fundamental

matrix tends to 0 as t tends to infinity, and using the semi-group property it follows that convergence is

exponential. The general theory designed by Liapunov in his seminal paper (1892) shows the existence of

a quadratic form Φ on R4 satisfying the identity

d

dt
Φ(Y (t)) = −|Y (t)|2 ≤ −ηΦ(Y (t))

(with η > 0 )for any solution Y = (u, v, u′, v′) of (7.19) which means that the older method of quadratic

energies must allow to recover directly that (0, 0, 0, 0) is asymptotically stable, with quantitative informa-

tion about the decay rate. Since the form can be computed on a basis of
4×(4+1)

2 = 10 monomials in

(u, v, u′, v′), the challenge is now to find one of the strict quadratic Liapunov functions (they form a non-

empty open set in the space of coefficients) by a direct method. It turns out that for any p > 1 and for all

ε > 0 small enough the quadratic form

H = E − εvv′ + pεuu′ +
(p+ 1)λε

2c
(u′v − uv′) (7.20)

is a strict Liapunov function for our system. The calculations are not immediate, especially if we do not

know in advance the formula! Here, LaSalle’s invariance principle was very useful since,without the infor-

mation of asymptotic stability obtained by a very simple sequence of calculations, it would have been very

difficult to imagine that such a function can be devised.

7.6 Two infinite dimensional examples

Example 7.6.1. Let us consider the coupled system of second order scalar ODE:
{
u′′ + u′ +Au+ cv = 0,

v′′ + Av + cu = 0,
(7.21)

where A is a possibly unbounded linear operator on a Hilbert space H with norm denoted by |.| such that

for some λ > 0,

A = A∗ ≥ λI

and c 6= 0 with c2 < λ2. In addition we assume that the unit ball of D(A1/2) is compact in H . Let

E(t) = E(u, u′, v, v′) = 1

2

[
u′2 + v′2 + |A1/2u|2 + |A1/2v|2

]
+ c(u, v).

We have the formal energy identity : d
dtE(t) = −|u′|2. SinceE is non-increasing, the vector (u, v, u′, v′)

is bounded inD(A1/2)×D(A1/2)×H×H.Actually it is not difficult to check that if (u(0), v(0), u′(0), v′(0)) ∈
D(A) × D(A) × D(A1/2) × D(A1/2) = W , then the vector (u, v, u′, v′) remains and is bounded in W
for t ≥ 0 and the energy identity is rigorously satisfied. Then the trajectory is precompact and if (u, v)
be a solution of (7.21) for which E is constant. Then u′ = 0, hence u is constant and u′′ = 0. Then

by the first equation v = −Au
c is also constant. Finally since by the hypothesis c2 < λ2 , the stationary

system Au + cv = cu + Av = 0 has no non-trivial solution, we conclude that u = v = 0 and there-

fore the solution tends to (0, 0, 0, 0) . In fact, the system generates a uniformly bounded semi-group in

D(A1/2)×D(A1/2)×H ×H and it is then easy to conclude that (0, 0, 0, 0) is asymptotically stable. For

the exact nature of the convergence we refer to [5]
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Example 7.6.2. Consider the nonlinear wave equation

utt − uxx + g(ut) = 0 in R
+ × Ω, u = 0 on R

+ × ∂Ω (7.22)

where Ω = (0, L) is an bounded interval of R and g in a non-decreasing locally Lipschitz continous

function on R which satisfies g(0) = 0 and does not vanish identically in any neighborhood of 0. Then

for any solution u of (7.22) such that (u(0), ut(0)) ∈ H2 ∩H1
0 (0, L)×H1

0 (0, L) =W , the vector (u, ut)
remains and is bounded in W for t ≥ 0 and we have

d

dt

∫

Ω

(u2t (t, x) + u2x(t, x))dx = −2

∫

Ω

g(ut)ut(t, x)dx

By using the fact that for every regular solution v of the usual string equation, vt(t, x) is 2L-periodic with

mean-value 0, the invariance principle now shows that (u, ut) tends to (0, 0) in H1
0 (0, L) × L2(0, L) as t

tends to infinity .

Remark 7.6.3. The analog of the last example is valid in higher dimension in a much more general context,

relying on the theory of monotonicity in Hilbert spaces and the concept of almost periodic functions. Since

these methods fall outside the scope of this text, we refer to [46, 44] for the statements and proofs of the

general results.



Chapter 8

Some basic examples

In this chapter, we consider a few special cases in which asymptotic behavior can be studied completely by

simple direct methods. These examples will serve later as models to undersand more complicated systems.

8.1 Scalar first order autonomous ODE

In this section we consider the simplest possible differential equation

u′ + f(u) = 0, t ≥ 0 (8.1)

The asymptotic behavior of bounded trajectories is obvious as shown by the following result

Theorem 8.1.1. Let f ∈ W 1,∞
loc (R,R). Each global and bounded solution u(t) of (8.1) on R+ tends to a

limit c with f(c) = 0.

Proof. If for some τ > 0 we have f(u(τ)) = 0, then u(t) = u(τ) for all t and the result is trivial. If

f(u(t)) never vanishes on R+, it keeps a constant sign and u(t) is monotone on R+. Since by hypothesis

u(t) is bounded on R+, it follows immediately that u(t) tends to a limit c as t→ +∞. The equation shows

that u′(t) tends to −f(c), and we conclude that f(c) = 0.

8.2 Scalar second order autonomous ODE

We now consider the slightly more complicated case of the equation

u′′ + g(u′) + f(u) = 0, t ≥ 0 (8.2)

where f, g : R −→ R are locally Lipschitz continuous such that

∀v ∈ R \ {0}, g(v)v > 0.

The term −g(u′) can be viewed as a dissipation while −f(u) represents a restoring force. We will show that

convergence or divergence of the general solution of equation (8.2) depends on the strength of the dissipative

term |g(v)| for small values of the velocity v. As a consequence of Corollary 7.5.1, (8.2) generates a

gradient-like system.

71
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8.2.1 A convergence result

Theorem 8.2.1. Assume that f, g are as above and in addition, for some ε ∈ (0, 1] and δ > 0, we have

∀v ∈ R, g(v)v ≥ δ inf{1, |v|3−ε}. (8.3)

Then if u ∈ W 1,∞(R+) is a solution of (8.2), we have

lim
t→+∞

{|u′(t)|+ |u(t)− c| = 0,

for some c ∈ f−1{0}.

Remark 8.2.2. A typical example of function g that satisfied hypothesis (8.3) is g(s) = |s|αs with α ∈
[0, 1).

Proof. First , since the system is gradient-like, we have

ω(u0, u1) ⊂ f−1{0} × {0}.

By connectedness we have either ω(u0, u1) = {a}×{0} for some a ∈ f−1{0} and the result is established,

or

ω(u0, u1) = [a, b]× {0}, (a < b).

In this case, we set c := a+b
2 . As a consequence of the definition of ω(u0, u1), there exists a sequence (tn)

of positive numbers such that

lim
n→+∞

tn = +∞, u(tn) = c.

For any n ∈ N, there exists δn > 0 such that

u(t) ∈ [a, b], ∀t ∈ [tn, tn + δn]. (8.4)

We claim that for all n ∈ N large enough, we can take δn = +∞ in (8.4). Indeed. let

θn = Inf{t > tn, , u(t) 6∈ [a, b]}

and assume θn < +∞. Then we have

∀t ∈ [tn, θn], u
′′(t) + g(u′(t)) = 0. (8.5)

We may assume that n is large enough to imply |u′(t)| ≤ 1 on [tn,∞[, so that from (8.5) we deduce as a

consequence of (8.3)

∀t ∈ [tn, θn], |u′(t)| ≤
{
(1− ε)δ(t− tn) + |u′(tn)|ε−1

} −1
1−ε . (8.6)

In fact, if there is s ∈ [tn, θn] such that u′(s) = 0, then u′(t) = 0 for all t ∈ [tn, θn] and (8.6) is obviously

satisfied. Otherwise u′ has a constant sign, then

d

dt
|u′|ε−1 = (ε− 1)u′′|u′|ε−2 sign (u′)

= (1− ε)g(u′)|u′|ε−2

≥ (1− ε)δ. (8.7)
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By integrating (8.7) over (tn, t) (t ∈ [tn, θn]), we get (8.6). Now from (8.6) we deduce by integration

∫ t

tn

|u′(s)| ds ≤ 1

εδ
|u′(tn)|ε, ∀t ∈ [tn, θn].

For n large enough, the right-hand side is less than b−a
2 = |b− c| = |a− c|.

Therefore there exists n0 ∈ N such that we have

∀n ≥ n0, u(t) ∈ J, ∀t ∈ [tn,+∞[ and

|u(tn)− u(t)| ≤ 1

εδ
|u′(tn)|ε, ∀t ∈ [tn,+∞[.

Since u(tn) = c for all n ∈ N, we deduce

∀n ≥ n0, ∀t ∈ [tn,+∞[, |u(t)− c| ≤ 1

εδ
|u′(tn)|ε. (8.8)

Since u′(tn) −→ 0 as n→ +∞, it is clear that (8.8) implies

lim
t→+∞

|u(t)− c| = 0.

Therefore J = {c} and this contradicts the hypothesis J = [a, b] with a < b. The proof of theorem 8.2.1 is

completed.

8.2.2 A non convergence result

Theorem 8.2.3. Assume that there exists a, b ∈ R with a < b and a positive constant C such that

f(s) < 0, ∀s < a

f(s) = 0, ∀s ∈ [a, b]

f(s) > 0, ∀s > b

|g(v)| ≤ Cv2, ∀|v| ≤ 1. (8.9)

Then for every bounded non constant solution of (8.2), there exist a sequence tn −→ +∞ such that

u(tn) < a for all n and a sequence θn −→ +∞ such that u(θn) > b for all n.

Remark 8.2.4. A typical example of function g that satisfied hypothesis (8.9) is g(s) = |s|s.

In the proof, we have to use the following lemma.

Lemma 8.2.5. Let v ∈ C2(R+,R) satisfying

v′(0) > 0, v′′(t) ≥ −Cv′(t)2, ∀t ∈ R
+,

where C > 0 is a constant. Then v is nondecreasing and lim
t→+∞

v(t) = +∞.

Proof. It is clear that v′(t) > 0 for t small enough. Let

T = sup{τ ≥ 0, v′(t) > 0, ∀t ∈ [0, τ)}.
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For all t ∈ [0, T ), we have
d

dt
(

1

v′(t)
) =

−v′′(t)
(v′(t))2

≤ C.

By integrating over (0, t), we get

∀t ∈ [0, T ), v′(t) ≥ 1

Ct+ 1
v′(0)

. (8.10)

If T < +∞, we obtain that v′(t) > 0 in a right neighborhood of T which contradicts the definition of T .

Then T = +∞ and (8.10) becomes

∀t ∈ [0,+∞), v′(t) ≥ 1

Ct+ 1
v′(0)

.

By integrating this inequality, we get the last part of the lemma.

Proof of theorem 8.2.3. Since the system in (u, v) is gradient-like we have

lim
t→+∞

|u′|+ dist(u(t), [a, b]) = 0.

Assume that u(t) ≥ a for t ≥ t0. We must prove that u is constant. We distinguish two cases :

- If u′(t) ≥ 0 on [t0,+∞), then u is nondecreasing and tend to c ∈ f−1({0}). So f(u(t)) = 0 on

[t0,+∞) and we have

u′′ + g(u′) = 0, on [t0,+∞).

If u′ = 0 on [t0,+∞), then u is constant. Otherwise, there exists t1 ≥ t0 such that u′(t1) > 0. Applying

lemma 8.2.5 to v(t) := u(t+ t1), we get a contradiction.

- If there exists t1 ≥ t0 such that u′(t1) < 0, therefore (since u(t) ≥ a when t ≥ t0)

u′′ + g(u′) = −f(u) ≤ 0 on [t0,+∞).

In particular, u′′ ≤ −g(u′) ≤ Cu2 on [t0,+∞) and then v(t) := −u(t+ t1) verify

v′(0) > 0, v′′(t) ≥ −Cv′(t)2, ∀t ∈ R
+.

Applying lemma 8.2.5 to v, we get a new contradiction.

8.3 Contractive and unconditionally stable systems

In this section, (Z, d) denotes a complete metric space and we consider a dynamical system {S(t)}t≥0 on

(Z, d). The main result is as follows.

Theorem 8.3.1. Assume that the system {S(t)}t≥0 is unconditionally stable in the following sense

∀ε > 0, ∃δ > 0, ∀(x, y) ∈ X ×X, d(x, y) < δ =⇒ sup
t≥0

d(S(t)x, S(t)y) < ε. (8.11)

Let F be given by (6.1). Then if u0 ∈ X generates a precompact trajectory underS(t) and if ω(u0)∩F 6= ∅,

the trajectory S(t)u0 converges to some limit a ∈ F as t→ ∞.
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Proof. Let a ∈ ω(u0) ∩ F . Given any ε > 0 and choosing δ > 0 so that (8.11) is fulfilled, by definition

there is τ > 0 for which

d(S(τ)u0, a) < δ

Then we have

∀t ≥ τ, d(S(t)u0, a) = d(S(t− τ)S(τ)u0, S(t− τ)a) < ε.

Remark 8.3.2. Actually the above proof shows the following more general result: if u0 ∈ X generates

a precompact trajectory under S(t) and if ω(u0) ∩ F contains a stable equilibrium point a, the trajectory

S(t)u0 converges to a ∈ F as t→ ∞.

A classical class of unconditionally stable systems is the class of contractive systems:

Definition 8.3.3. A dynamical system {S(t)}t≥0 on (Z, d) is said to be contractive if

∀(x, y) ∈ X ×X, ∀t ≥ 0, d(S(t)x, S(t)y) ≤ d(x, y) (8.12)

An obvious consequence of Theorem 8.3.1 is the following

Corollary 8.3.4. Assume that the system {S(t)}t≥0 is contractive. Then if u0 ∈ X generates a precompact

trajectory under S(t) and if ω(u0)∩F 6= ∅, the trajectory S(t)u0 converges to some limit a ∈ F as t→ ∞.

More generally, we have

Corollary 8.3.5. Assume that the system {S(t)}t≥0 is such that for some M ≥ 1

∀(x, y) ∈ X ×X, ∀t ≥ 0, d(S(t)x, S(t)y) ≤Md(x, y) (8.13)

Then if u0 ∈ X generates a precompact trajectory under S(t) and if ω(u0) ∩F 6= ∅, the trajectory S(t)u0
converges to some limit a ∈ F as t→ ∞.

Theorem 8.3.1 especially applies to gradient-like systems.

Definition 8.3.6. A dynamical system {S(t)}t≥0 on (Z, d) is said to be gradient-like if whenever u0 ∈ X
generates a precompact trajectory under S(t), we have ω(u0) ⊂ F .

Corollary 8.3.7. Assume that the system {S(t)}t≥0 is gradient-like and unconditionally stable. Then if

u0 ∈ X generates a precompact trajectory under S(t) , the trajectory S(t)u0 converges to some limit

a ∈ F as t→ ∞.

Remark 8.3.8. If we consider the ODE

u′′ + u = 0

written on R2 as a system

u′ = v; v′ = −u
it is easy to check that any trajectory starting from U0 = (u0, v0) 6= (0, 0) is non-convergent. Here S(t) is

an isometry group on R2 , hence trivially contracting. What happens here is that the system is not gradient-

like. More precisely, whenever U0 = (u0, v0) 6= (0, 0), we have ω(U0) ∩ F = ∅ since F = {0} and the

norm of S(t)U0 is constant.
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As a basic application of theorem 8.3.4, Let N ≥ 1 and F ∈ C2(RN ) be convex. We consider the

equation (6.7)

u′(t) +∇F (u(t)) = 0

We obtain

Corollary 8.3.9. Assume that E = {z ∈ R
N ,∇F (z) = 0} 6= ∅. Then any solution u(t) of (6.7) is bounded

on R+ and converges, as t→ ∞ to some limit a ∈ E = {z ∈ RN ,∇F (z) = 0}.

Proof. We already showed that the dynamical system S(t) generated by (6.7) on the closure of the range

of u is gradient-like with set of equilibria E . Under the hypothesis that F is convex, it is easy to check that

the operator ∇F ∈ C1(RN ,RN ) is monotone, which means

∀(u, v) ∈ R
N × R

N , 〈∇F (u)−∇F (v), u− v〉 ≥ 0

Then if (u, v) are 2 solutions of (6.7), we have

∀t ≥ 0,
d

dt
‖u(t)− v(t)‖2 = −2〈∇F (u(t))−∇F (v(t)), u(t) − v(t)〉 ≤ 0

Hence the system S(t) is contractive in the usual norm. In particular, since any a ∈ E = {z ∈ RN ,∇F (z) =
0} is a solution of (6.7) independent of t, the function

t 7→ ‖u(t)− a‖

is non-increasing and all trajectories are bounded. Finally Corollary 8.3.7 gives the result.

Remark 8.3.10. A much more general convergence result holds true for the equation

0 ∈ u′ + ∂Φ(u)

where ∂Φ(u) is the (possibly multivalued) subdifferential of any proper convex lsc function with arbitrary

domain on a Hilbert spaceH , cf. Bruck [21]. In general only weak convergence is obtained, cf [9]. Besides,

the asymptotic behavior of precompact trajectories of nonlinear contraction semi-groups has been the object

of intensive study in the seventies, cf. e.g. [35, 36, 44].

8.4 The finite dimensional case of a result due to Alvarez

In this section, we consider the equation (6.8)

u′′(t) + u′(t) +∇F (u(t)) = 0

where N ≥ 1 and F ∈ C2(RN ) is convex. In contrast with the gradient system (6.7), the system generated

by (6.8) is gradient-like but generally non-contractive. However we have a convergence result similar to

Corollary 8.3.9 which is a special case of a more general weak convergence theorem due to Alvarez, cf. [7].

Corollary 8.4.1. Assume that E = {z ∈ RN ,∇F (z) = 0} 6= ∅. Then any solution u(t) of (6.8) is global,

bounded on R
+ and converges, as t→ ∞ to some limit a ∈ E = {z ∈ R

N ,∇F (z) = 0}.
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Proof. From our Hypothesis it follows that F is bounded from below. First we consider a local solution u
of (6.8) on some interval [0, L) Given any positive T < L, the identity

∫ T

0

‖u′(t)‖2dt+ 1

2
‖u′(t)‖2 = F (u(0))− F (u(t)) +

1

2
‖u′(0)‖2

shows that u′ ∈ L∞(0, T ;RN), therefore the solution is global and uniformly Lipschitz. In addition

u′ ∈ L2(R+, X) with X = RN . We already showed that if all solutions U = (u, u′) are bounded, the

system S(t) generated by (6.8) is gradient-like and the set of fixed points of S(t) is F = E × {0}. We

now show that in fact u is bounded and the numerical function ϕ(t) = ‖u(t) − a‖2 has a limit at infinity

whenever a ∈ E . Indeed a straightforward calculation shows that ϕ ∈ C2 with

ϕ′′ + ϕ′ = −2〈∇F (u(t)), u(t)− a)〉+ 2‖u′(t)‖2 ≤ 2‖u′‖2 = h ∈ L1(R+)

Writing this inequality as

(etϕ′)′ ≤ eth(t)

provides

ϕ′(t) ≤ e−tϕ′(0) +

∫ t

0

es−th(s)ds := H(t) + e−tϕ′(0) = K(t)

Now we have ∫ T

0

H(t)dt =

∫ T

0

∫ t

0

es−th(s)dsdt =

∫ T

0

esh(s)

∫ T

s

e−tdtds

=

∫ T

0

esh(s)(e−s − e−T )ds ≤
∫ T

0

h(s)ds

Thus H,K ∈ L1(R+) and since ϕ ≥ 0, the function ψ(t) := ϕ(t) −
∫ t

0 K(s)ds is bounded with non-

positive derivative. It tends to a limit at infinity and so does ϕ. In particular u is bounded, and since S(t) is

gradient-like, the omega-limit set is contained in F . Picking (a, 0) ∈ ω(U0) , the limit of ϕ at infinity is 0
and we end up with convergence of u to a and u′ to 0



Chapter 9

The convergence problem in finite

dimensions

9.1 A first order system

In this section we consider the first order gradient system

u′ +∇ϕ(u) = 0 (9.1)

where ϕ : RN −→ R is assumed to be C1, and we set

S = {a ∈ R
N , ∇ϕ(a) = 0}.

As we saw in Section 6.3, any bounded solution of (9.1) approaches the set S as t goes to infinity. The

question is then to determine whether or not it actually converges to a point in S. The next result shows that

this is not always true.

9.1.1 A non convergence result

Theorem 9.1.1. Let k be a positive integer and let us consider

ϕ(x, y) = f(r, θ) =

{
e
− 1

(1−r2)k

[
1− 4k2r4

4k2r4+(1−r2)2k+2 sin(θ − 1
(1−r2)k

)
]

if r < 1,

0 if r ≥ 1.
(9.2)

where we use the polar coordinates (x, y) = (r cos θ, r sin θ). Then there exists a bounded solution u of

(9.1) whose ω-limit set is homeomorphic to S1.

Proof. For N = 2, by setting u = (x, y) equation (9.1) becomes

{
x′ + ∂ϕ

∂x (x, y) = 0,

y′ + ∂ϕ
∂y (x, y) = 0,

(9.3)

The system (9.3) becomes {
r′ + ∂f

∂r (r, θ) = 0,

θ′ + 1
r2

∂f
∂θ (r, θ) = 0,

(9.4)

78
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We define

Let r0 ∈ (0, 1) and let r be the local solution of





r′ − 2kr(1−r2)
k+1

4k2r4+(1−r2)2k+2 e
− 1

(1−r2)k = 0.

r(0) = r0

Clearly, r is global and satisfies

∀t ∈ (0,+∞), 0 < r(t) < 1, and lim
t→∞

r(t) = 1.

Now if we impose that

θ =
1

(1− r2)k
(9.5)

then a straightforward calculation shows that (r, θ) is a solution of (9.4). Hence, the solution (r, θ) verifies

lim
t→∞

r(t) = 1, lim
t→∞

θ(t) = ∞.

Clearly, the ω-limit set of the trajectory u = (r cos θ, r sin θ) of (9.3) with ϕ given by (9.2) and (r, θ)
satisfying (9.5) is the entire circle {(r, θ)/ r = 1}.

Remark 9.1.2. We recall that a function f ∈ C∞(RN ,R) is in the uniform Gevrey class G1+δ(R
N ,R) if

there exists a constant M =M(f) > 0 for which

∀m ∈ N
N , ‖Dmf‖L∞ ≤Mm|m|(1+δ)|m|

where

|m| :=
N∑

j=1

mj

is the length of the differentiation index m. It is natural to conjecture that, written in cartesian coordinates,

ϕ ∈ G1+ 1
k

outside any ball centered at 0 and therefore ρϕ ∈ G1+ 1
k
(R2,R) for any ρ ∈ G1+ 1

k
(R2,R)

which vanishes in a small ball around 0 and is equal to 1 ouside the ball of radius ε < 1. If the conjecture

is valid, this reinforces to the stronger regularity class G1+δ(R
2,R) ⊂ C∞(R2,R) with δ = 1

k the non-

convergence result from J. Palis and W. De Melo [73] which stated the existence of ϕ ∈ C∞(R2,R) for

which there is a bounded solution u of (9.1) whose ω-limit set is homeomorphic to S1. As δ tends to 0 the

space G1+δ(R
2,R) approaches the space of analytic functions G1(R

2,R) , showing that the next result is

optimal if we look for a regularity class in which convergence of bounded trajectories is always true.

9.1.2 The analytic case

In [70, 71], S. Łojasiewicz proved the following result which implies that the ”bad” situation of Theorem

9.1.1 cannot happen for analytic functions.

Theorem 9.1.3. (Łojasiewicz Theorem [70, 71]) Let ϕ : RN −→ R be an analytic function. Then for all

a ∈ S, there exists ca > 0, σa > 0 and 0 < θa ≤ 1
2 such that :

‖∇ϕ(u)‖ ≥ ca|ϕ(u)− ϕ(a)|1−θa ∀u ∈ R
N ‖u− a‖ < σa. (9.6)
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Remark 9.1.4. In the sequel, θa will be called a Łojasiewicz exponent of ϕ at point a. Each θ′ < θa is also

a Łojasiewicz exponent of ϕ at point a, associated to a possibly smaller radius σ < σa. Moreover when

considering θ′ and reducing σ if needed, the constant ca can be replaced by arbitrarily large constants, in

particular by 1. This was the choice made by Łojasiewicz in his pioneering paper. On the other hand, in the

cases where an optimal (= largest) θ can be reached for instance by a direct calculation, it may happen that

the choice c = 1 is irrelevant. For instance if N = 1 and ϕ(u) = εu2, we have ‖∇ϕ(u)‖ = 2ε|u| so that in

particular

‖∇ϕ(u)‖ = 2ε
1
2ϕ(u)1−

1
2

In this case the optimal value θ = 1
2 is associated to a maximal constant c0 which tends to 0 with the

parameter ε. Similar examples can be built with any super-quadratic power function.

Remark 9.1.5. If a 6∈ S, the inequality becomes trivial since ϕ is of class C1.

Theorem 9.1.6. (Łojasiewicz Theorem [70, 71]) Assume that ϕ satisfies (9.6) at any equilibrium point a
and let u ∈ L∞(R+,RN ) be a solution of (9.1). Then there exists a ∈ S such that

lim
t→+∞

‖u(t)− a‖ = 0.

Moreover, let θ be any Łojasiewicz exponent of ϕ at point a. Then we have

‖u(t)− a‖ =

{
O(e−δt) for some δ > 0 if θ = 1

2 ,

O(t−θ/(1−2θ)) if 0 < θ < 1
2 .

(9.7)

In particular if ϕ is analytic , all bounded solutions of (9.1) are convergent.

Proof. We define the function z by z(t) = ϕ(u(t)). Then

z′(t) = −‖∇ϕ(u(t))‖2, ∀t ≥ 0. (9.8)

So z is nonincreasing. Since u is bounded and ϕ is continuous, it follows that K = lim
t→∞

ϕ(u(t)) exists.

Replacing ϕ by ϕ − K we may assume K = 0. If z(t0) = 0 for some t0 ≥ 0, then z(t) = 0 for every

t ≥ t0, and therefore, u is constant for t ≥ t0. In this case, there remains nothing to prove. Then we can

assume that z(t) > 0 for all t ≥ 0.

Define Γ := ω(u). Theorem 4.1.8 ii) implies that Γ is compact and connected. Let a ∈ Γ, then there exists

tn → +∞ such that u(tn) −→ a. Then we get

lim
n→+∞

ϕ(u(tn)) = ϕ(a) = K = 0.

On the other hand, ϕ satisfies the Łojasiewicz inequality (9.6) at every point a ∈ S. Applying Lemma 1.2.6

with W = X = RN , E = ϕ and G = ∇ϕ we obtain,

∃σ, c > 0, ∃θ ∈ (0,
1

2
]/

[
dist(u,Γ) ≤ σ =⇒ ‖∇ϕ(u)‖ ≥ c|ϕ(u)|1−θ

]
.

Now since Γ = ω(u), by Theorem 4.1.8 iii), there exists T > 0 such that dist(u,Γ) ≤ σ. Then we get for

all t ≥ T
‖∇ϕ(u)‖ ≥ c|ϕ(u)|1−θ. (9.9)

By combining (9.8) and (9.9), we get

z′(t) ≤ −c2(z(t))2(1−θ), ∀t ≥ T. (9.10)
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In the case θ ∈ (0, 12 ), by integrating (9.10) over (T, t) we find

z(t) ≤ 1

(z(T )2θ−1 + (1 − 2θ)c2(t− T ))
1

1−2θ

≤ C1t
− 1

1−2θ , ∀t ≥ T.

Now since

‖u′(t)‖2 = −z′(t)
we have ∫ 2t

t

‖u′(s)‖2ds = z(t)− z(2t) ≤ C1t
− 1

1−2θ .

Applying Lemma 1.2.5 to p(t) := ‖u′(t)‖, we get
∫ ∞

t

‖u′(s)‖ds ≤ C2t
− θ

1−2θ . (9.11)

By Cauchy’s criterion, a := lim
t→+∞

u(t) exists and

∀t ≥ T, ‖u(t)− a‖ ≤ C2t
− θ

1−2θ .

On the other hand, if θ = 1
2 , the application of Lemma 1.2.4 to p(t) := ‖u′(t)‖ gives the exponential

decay. To conclude the proof, we remark that at the end, the global Łojasiewicz exponent used to prove

convergence can be replaced by any local Łojasiewicz exponent of ϕ at a.

Remark 9.1.7. Since the Łojasiewicz theorem is actually local, it suffices to assume that ϕ is analytic in a

ball where the solution stays for all t.

9.2 A second order system

We now consider the gradient-like system

u′′ + u′ +∇Φ(u) = 0 (9.12)

where Φ : RN −→ R is assumed to be C1, and we set

S = {a ∈ R
N , ∇Φ(a) = 0}.

9.2.1 A non convergence result

The non-convergence result of Curry - Palis - De Melo (cf. Theorem 9.1.1) has been extended to (9.12) by

Véron [79] (see also [8, 65]). More precisely

Proposition 9.2.1. Given any ϕ ∈ Ck(R2,R), 1 ≤ k ≤ ∞, there is a Φ ∈ Ck−1(R2,R) such that each

solution of (9.1) is at the same time a solution of (9.12).

Proof. The statement is readily satisfied for Φ = ϕ− |∇ϕ|2/2.

Corollary 9.2.2. There exist Φ ∈ C∞(R2,R) and a bounded solution u of (9.12) whose ω-limit set is

homeomorphic to S1.

Proof. Take ϕ as in Theorem 9.1.1. Then (9.1) has a bounded solution u whose ω-limit set is homeo-

morphic to S1. By Proposition 9.2.1, u is also a solution of (9.12) for some smooth Φ, which proves the

corollary.
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9.2.2 A convergence result

Theorem 9.2.3. Assume that Φ is analytic and let u ∈W 1,∞(R+,RN ) be a solution of (9.12). Then there

exists a ∈ S such that

lim
t→+∞

‖u′(t)‖ + ‖u(t)− a‖ = 0.

Moreover, let θ be any Lojasiewicz exponent of ϕ at a. Then we have for some constant C > 0

‖u(t)− a‖ ≤ Ct
−θ

1−2θ , if 0 < θ <
1

2

‖u(t)− a‖ ≤ C exp(−δt), for some δ > 0 if θ =
1

2
.

Proof. Let E(t) = 1
2‖u′(t)‖2 +Φ(u(t)). We have

d

dt
(E(t)) = 〈u′′, u′〉+ 〈∇Φ(u), u′〉

= 〈u′′ +∇Φ(u), u′〉 = −‖u′(t)‖2

From Theorem 4.1.8 ii) we know that ω(u, u′) is a non-empty compact, connected set. We also know that

limt→+∞ ‖u′‖ = 0 and ω(u, u′) ⊂ S × {0} (see corollary 6.4.1). Let Γ = {a/ (a, 0) ∈ ω(u, u′)} and

K = limt→∞E(t). As in the proof of theorem 9.1.6 we may assume K = 0 and for all a ∈ Γ, Φ(a) = 0.
Then we introduce

H(t) =
1

2
‖u′(t)‖2 +Φ(u(t)) + ε〈∇Φ(u(t)), u′(t)〉

where ε is to be fixed later. Therefore

H ′(t) = −‖u′‖2 + ε〈∇Φ(u), u′′〉+ ε〈∇2Φ(u)u′, u′〉
= −‖u′‖2 + ε〈∇Φ(u),−u′ −∇Φ(u)〉+ ε〈∇2Φ(u) · u′, u′〉
= −‖u′‖2 − ε‖∇Φ(u)‖2 − ε〈∇Φ(u), u′〉+ ε〈∇2Φ(u) · u′, u′〉.

Since u is bounded we have

ε〈∇2Φ(u) · u′, u′〉 ≤ C1ε‖u′‖2.

Thanks to Cauchy-Schwarz and Young inequalities we have

ε〈∇Φ(u), u′〉 ≤ ε

2
‖∇Φ(u)‖2 + ε

2
‖u′‖2.

Therefore selecting ε ≤ ε0 we find

H ′(t) ≤ −(1− C2ε)‖u′‖2 −
ε

2
‖∇Φ(u)‖2

≤ −ε
2

(
‖u′‖2 + ‖∇Φ(u)‖2

)
. (9.13)

Then H is nonincreasing with limit 0, we have in particular H is nonnegative. As in the proof of the

Theorem 9.1.6 we can assume that H(t) > 0 for all t ≥ 0. On the other hand, since Φ is analytic then by
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using Lemma 1.2.6 once again as in the proof of Theorem 9.1.6, there exist θ ∈ (0, 12 ], T > 0 such that for

all t ≥ T we get

‖u′‖2 + ‖∇Φ(u)‖2 ≥ ‖u′‖2 + 1

2
‖∇Φ(u)‖2 + c2

2
|Φ(u)|2(1−θ)

≥ c3
(
‖u′‖2 + ‖∇Φ(u)‖2 + |Φ(u)|

)2(1−θ)

≥ c4
(
H(t)

)2(1−θ)
(9.14)

Combining the inequalities (9.13) and (9.14) we find

H ′(t) ≤ −c5(H(t))2(1−θ).

If θ ∈ (0, 12 ), intergrating this differential inequality we get

H(t) ≤ C6t
− 1

1−2θ .

When θ = 1
2 , we find that H decays exponentially.

Now from (9.13), we get ∫ 2t

t

(
‖u′‖2 + ‖∇Φ(u)‖2

)
ds ≤ 2

ε
H(t).

The proof concludes exactly as in Theorem 9.1.6.

9.3 Generalization

The goal of this section is to give a general framework which covers the results of section 9.1.2 and 9.2.2

as well as some new examples. For this end, we consider the differential equation

u̇(t) + F(u(t)) = 0, t ≥ 0, (9.15)

where F ∈ C(RN ;RN) .

Theorem 9.3.1. Let u ∈ C1(R+;R
N) be a bounded solution of the differential equation (9.15). Assume

that there exists a function E ∈ C1(RN ), β ≥ 1, θ ∈ (0, 1) and c, c1, T > 0 such that

β(1 − θ) < 1, (9.16)

E(u(t)) ≥ 0 for every t ≥ T, (9.17)

〈∇E(u(t)),F(u(t))〉 ≥ c ‖∇E(u(t))‖β ‖F(u(t))‖ for every t ≥ T (9.18)

‖∇E(u(t))‖ ≥ c1 E(u(t))1−θ for every t ≥ T (9.19)

for every a ∈ R
N one has : ∇E(a) = 0 ⇒ F(a) = 0, (9.20)

Then there exists a ∈ RN such that lim
t→∞

u(t) = a.

If, moreover, E satisfies for some c2 > 0

‖F(u(t))‖ ≥ c2 E(u(t))1−θ for every t ≥ T, (9.21)

Then, as t→ ∞,

‖u(t)− a‖ =





O(e−δt) for some δ > 0 if β = θ
1−θ ,

O(t−
1−β(1−θ)
β(1−θ)−θ ) if β > θ

1−θ .
(9.22)
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Proof. We apply Lemma 1.2.3 with X = RN and H(t) = E(u(t)). Let u be a solution of (9.15) which is

continuously differentiable, then, by the chain rule,

− d

dt
E(u(t)) = −〈∇E(u(t)), u′(t)〉 = 〈∇E(u(t)),F(u(t))〉.

By using (9.18), (9.19) and equation (9.15) we get for all t ≥ T

− d

dt
E(u(t)) ≥ c ‖∇E(u(t))‖β ‖F(u(t))‖

≥ ccβ1 E(u(t))β(1−θ) ‖u′(t)‖. (9.23)

This is condition (1.4) with η := 1− β(1 − θ) (thanks to (9.16) η > 0.)

It follows that the function t 7−→ E(u(t)) is nonincreasing. Now if E(u(t0)) = 0 for some t0 ≥ T , then

E(u(t)) = 0 for every t ≥ t0, and therefore, by conditions (9.18), (9.20) and the equation (9.15) the function

u is constant for t ≥ t0. In this case, there remains nothing to prove. Hence we can assume E(u(t)) > 0
for all t ≥ T . This is condition (1.3). By applying Lemma 1.2.3 we deduce the convergence result. Now

we will prove the decay estimate (9.22). From (9.23) we deduce for all t ≥ T

− d

dt
[E(u(t))]η ≥ ηccβ1 ‖u′(t)‖. (9.24)

By integrating this last inequality we get

‖u(t)− a‖ ≤
∫ ∞

t

‖u′(s)‖ ds (9.25)

≤ 1

cηcβ1
E(u(t))η .

By using hypothesis (9.21) and equation (9.15), we get

[E(u(t))η] 1−θ
η = E(u(t))1−θ ≤ 1

c2
‖F(u(t))‖ =

1

c2
‖u′(t)‖ (9.26)

Combining (9.24) and (9.26), we obtain

d

dt
[E(u(t))η] ≤ −ηccβ1 c2[Eη]

1−θ
η .

Solving this differential inequality (we have to distinguish two cases 1−θ
η = 1 or 1−θ

η > 1), we obtain the

estimate

E(u(t))η =

{
O(e−Ct) if β = θ

1−θ ,

O(t−η/(1−η−θ)) if β > θ
1−θ .

Combining this estimate with (9.25), the claim follows.

In the next subsections we discuss several applications of our abstract results.
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9.3.1 A gradient system in finite dimensions

We start by applying our abstract results to the gradient system

u′(t) +∇ϕ(u(t)) = 0,

where ϕ ∈ C2(RN ). The system is a special case of (9.15) if we take F = ∇ϕ. The function ϕ is nonin-

creasing along u. Now if u is a bounded solution of the above gradient system and since ϕ is continuous, it

follows that ϕ∞ = lim
t→+∞

ϕ(u(t)) exists. If we define E by

E(v) = ϕ(v)− ϕ∞

we see that hypothesis (9.17) is satisfied for all t ≥ 0. If ϕ is real analytic , then it satisfies Łojasiewicz

inequality (9.6). Therefore by applying lemma 1.2.6 with W = X = RN , E = ϕ, G = ∇ϕ and Γ = ω(u)
we get

∃T > 0, ∃c > 0, ∃θ ∈ (0,
1

2
]/ ‖∇ϕ(u(t))‖ ≥ c|ϕ(u(t))− ϕ∞|1−θ, ∀t ≥ T.

Now it easy to see that all hypotheses of Theorem 9.3.1 are satisfied (here β = 1). Then there exists a ∈ RN

such that lim
t→∞

u(t) = a and the estimate

‖u(t)− a‖ =

{
O(e−δt) if θ = 1

2 ,

O(t−θ/(1−2θ)) if θ < 1
2 .

We thus recover the result of Section 9.1.2.

9.3.2 A second order ordinary differential system

Let Φ ∈ C2(RN ) and consider the second order ordinary differential system

u′′(t) + u′(t) +∇Φ(u(t)) = 0. (9.27)

This system is equivalent to the first order system (9.15) if we define F : R2N → R
2N by

F(u, v) :=

(
−v

v +∇Φ(u)

)
, u, v ∈ R

N .

Now let u ∈W 1,∞(R+,RN ) be a solution of (9.27). We define the energy of this system

E(t) =
1

2
‖u′(t)‖2 +Φ(u(t)).

We know that the function E is nonincreasing and E∞ = limt→∞ E(t) exists. It is also well known that

ω(u, u′) is compact connected subset of Φ−1({0}) × {0} (see corollary 6.4.1). Let ε > 0, and define

E : R2N → R by

E(u, v) := 1

2
‖v‖2 +Φ(u)− E∞ + ε〈∇Φ(u), v〉RN , u, v ∈ R

N ,

so that

∇E(u, v) =
(

∇Φ(u)
v

)
+ ε

(
∇2Φ(u)v
∇Φ(u)

)
.
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Fix R ≥ 0, and let M := sup‖u‖≤R+1 ‖∇2Φ(u)‖. Choose ε ∈ (0, 1) small enough so that (M + 1
2 )ε ≤ 1

2 .

Then for every u, v ∈ RN satisfying ‖u‖ ≤ R we obtain

〈∇E(u, v),F(u, v)〉R2N

= ‖v‖2 − ε 〈∇2Φ(u)v, v〉RN + ε 〈v,∇Φ(u)〉RN + ε ‖∇Φ(u)‖2

≥ (1−Mε− ε

2
) ‖v‖2 + ε

2
‖∇Φ(u)‖2

≥ α′ (‖v‖2 + ‖∇Φ(u)‖2). (9.28)

Since d
dt [E(u(t), u′(t))] = −〈∇E(u, v),F(u(t), u′(t))〉 ≤ 0, Then the function t 7−→ E(u(t), u′(t)) is

nonincreasing. Thanks to the fact that u′ −→ 0 as t → ∞, it follows that lim
t→+∞

E(u(t), u′(t)) = 0. Then

E satisfy hypothesis (9.17). Moreover,

‖∇E(u, v)‖+ ‖F(u, v)‖ ≤ C(‖v‖+ ‖∇Φ(u)‖). (9.29)

By combining (9.28) and (9.29), we obtain that

〈∇E(u, v),F(u, v)〉R2N ≥ c′‖∇E(u, v)‖‖F(u, v)‖.

This is condition (9.18) with β = 1. On the other hand, if ∇E(a, b) = 0 then by (9.28) we have b = 0 and

∇Φ(a) = 0, then F(a, b) = 0, hence (9.20).

Now if we assume that Φ is analytic , then E is also analytic and satisfies Łojasiewicz inequality (9.6).

Therefore by applying lemma 1.2.6 with W = X = R2N , E = E , G = ∇E and Γ = ω(u, u′) we obtain

∃T > 0, ∃c > 0, ∃θ ∈ (0,
1

2
]/ ‖∇E(u(t), u′(t))‖ ≥ cE(u(t))1−θ . (9.30)

Then hypothesis (9.19) is satisfied. On the other hand, by using (9.29) we get

‖F(u, v)‖ = ‖v‖+ ‖v +∇Φ(u)‖ ≥ 1

2
(‖v‖+ ‖∇Φ(u)‖) ≥ 1

C
‖∇E(u, v)‖.

Combining this last inequality with (9.30) we obtain that hypothesis (9.21) is satisfied. Therefore by Theo-

rem 9.3.1, lim
t→∞

(u(t), u′(t)) = (a, 0) exists. We thus recover the result of Section 9.2.2.

In [58], also the case of nonlinear damping was considered. The damping, however, should not degen-

erate in the sense that near 0 the damping is in principle linear. The case of degenerate damping which is

the object of the next section has been considered by L. Chergui in [26].

9.3.3 A second order gradient like system with nonlinear dissipation

Let Φ ∈ C2(RN ,R) and consider the second order ordinary differential system

u′′(t) + g(u′(t)) +∇Φ(u(t)) = 0, (9.31)

where g ∈ C(RN ,RN ) satisfying

〈g(v), v〉 ≥ c‖v‖α+2 (9.32)

‖g(v)‖ ≤ C‖v‖α+1 (9.33)

and α > 0.
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Theorem 9.3.2. We suppose that

∃θ ∈]0, 1
2
], ∀a ∈ S, ∃σa > 0 /‖∇Φ(u)‖ ≥ |Φ(u)− Φ(a)|1−θ, ∀u ∈ B(a, σa). (9.34)

Assume that α ∈ [0, θ
1−θ ) and let u ∈ W 2,∞(R+,R

N ) a solution of (9.31). Then there exists a ∈ S such

that

lim
t→+∞

(‖u̇(t)‖+ ‖u(t)− a‖) = 0.

We also have

‖u(t)− a‖ = O(t−
θ−α(1−θ)

1−2θ+α(1−θ) )

Proof. First of all, we define the energy of this system

E(t) =
1

2
‖u′(t)‖2 +Φ(u(t)).

We know that the function E is nonincreasing and E∞ = limt→∞E(t) exists. It is also well known

(see corollary 7.5.1) that ω(u, u′) is compact connected subset of (∇Φ)−1({0}) × {0}. In order to apply

Theorem 9.3.1, we must write equation (9.31) as a first order system (9.15). This is the case if we define

F : R2N → R2N by

F(u, v) :=

(
−v

g(v) +∇Φ(u)

)
, u, v ∈ R

N .

Let ε > 0, and define E : R2N → R by

E(u, v) = 1

2
‖v‖2 +Φ(u)− E∞ + ε‖∇Φ(u)‖α〈∇Φ(u), v〉RN , u, v ∈ R

N

so that

∇E(u, v) =
(

∇Φ(u) + ε‖∇φ(u)‖α∇2Φ(u) · v + εα‖∇φ(u)‖α−2〈∇φ(u), v〉∇2Φ(u) · ∇φ(u)
v + ε‖∇φ(u)‖α∇Φ(u)

)
.

Let B ⊂ R
N × R

N be a suffiently large closed ball which is a neighbourhood of the range of (u, u′), then

we have

‖F(u, v)‖ ≤ C1(‖v‖+ ‖∇Φ(u)‖); (9.35)

‖∇E(u, v)‖ ≤ C2(‖v‖+ ‖∇Φ(u)‖).
Now choosing ε ∈ (0, 1) small enough and by using Young inequality together with hypotheses (9.32) and

(9.33), we get

〈∇E(u, v),F(u, v)〉 ≥ c3(‖v‖α+2 + ‖∇Φ(u)‖α+2) ≥ c4(‖v‖+ ‖∇Φ(u)‖)α+2. (9.36)

Combining these three last inequalities we obtain

〈∇E(u, v),F(u, v)〉 ≥ c5 ‖∇E(u, v)‖α+1 ‖F(u, v)‖. (9.37)

This is (9.18) with β = α + 1. Since d
dt [E(u(t), u′(t))] = −〈∇E(u, v),F(u(t), u′(t))〉 ≤ 0, then the

function t 7−→ E(u(t), u′(t)) is nonincreasing. Thanks to the fact that u′ −→ 0 as t → ∞, it follows

that lim
t→+∞

E(u(t), u′(t)) = 0. Then E satisfy hypothesis (9.17). Now if ∇E(a, b) = 0, then by (9.36)
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b = ∇Φ(a) = 0 which imply by (9.35) that F(a, b) = 0. This is hypothesis (9.20). On the other hand by

using Young inequality we get

E(u, v)1−θ ≤ C6(‖v‖+ ‖∇Φ(u)‖+ |Φ(u)− E∞|1−θ).

We also have

‖F(u, v)‖ ≥ c7(‖v‖+ ‖∇Φ(u)‖).
Combining this two last inequalities together with the Łojasiewicz inequality (9.34), we get

‖F(u(t), u′(t))‖ ≥ c′E(u(t))1−θ.

This is (9.21). Since α ∈ [0, θ
1−θ [ then β(1 − θ) = (α + 1)(1 − θ) < 1, then (9.16) is satisfied. Theorem

9.3.2 is proved.



Chapter 10

The infinite dimensional case

In [78], L. Simon completed the fundamental one dimensional result of Zelenyak [83] and Matano[72] by

showing that the pioneering work of S. Łojasiewicz can be extended to some infinite dimensional context,

among which the semi-linear parabolic equations with analytic generating function in any space dimension.

The objective of this chapter is to clarify to which extent the Łojasiewicz method can be generalized to

infinite dimensional systems. Throughout this chapter, we consider two real Hilbert spaces V,H where

V ⊂ H with continuous and dense imbedding and H ′, the topological dual of H is identified with H ,

therefore

V ⊂ H = H ′ ⊂ V ′

with continuous and dense imbeddings.

Definition 10.0.3. We say that the function E ∈ C1(V,R) satisfies the Łojasiewicz gradient inequality

near some point ϕ ∈ V , if there exist constants θ ∈ (0, 12 ], c ≥ 0 and σ > 0 such that for all u ∈ V with

‖u− ϕ‖V ≤ σ
‖DE(u)‖V ′ ≥ c|E(u)− E(ϕ)|1−θ. (10.1)

Remark 10.0.4. 1) The Łojasiewicz gradient inequality is trivial if ϕ is not a critical point of E.

2) The number θ will be called a Łojasiewicz exponent (of E at ϕ).

10.1 Analytic functions and the Łojasiewicz gradient inequality

One might wonder if Łojasiewicz gradient inequality is valid for any analytic function on an infinite di-

mensional Banach space. However, even if V = H it is not the case. Actually, if (H, 〈·, ·〉) is a Hilbert

space and F is defined by F (u) = 〈Ku, u〉 with K = K∗ ≥ 0 and compact, then F does not satisfy the

Łojasiewicz gradient inequality. More precisely

Proposition 10.1.1. LetH = l2(N) andF : H → R be the continous quadratic (hence analytic ) functional

given by

F (u0, u1, ...un, ...) :=

∞∑

j=0

εju
2
j

where (εk)k∈N is a real sequence satisfying εk > 0 and lim
k→∞

εk = 0. Then F satisfies no Łojasiewicz

gradient inequality.

89
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Proof. Defining (ei)j = δij , an immediate calculation shows that

∀t > 0, F (tek) = t2εk; |∇F (tek)| = 2tεk.

In particular for each θ > 0 we have

|∇F (tek)|
|F (tek)|1−θ

= 2εθkt
2θ−1

For any θ > 0 small , choosing t small enough and letting k tend to infinity we can see that the Łojasiewicz

gradient inequality fails in the ball of radius t.

More generally, in [54], we considered a real Hilbert space (H, 〈·, ·〉), a linear operator A such that

A ∈ L(H); A∗ = A

and the associated quadratic form Φ : H −→ R defined by

∀u ∈ H, Φ(u) =
1

2
〈Au, u〉.

In this context a characterization of continous quadratic forms for which the Łojasiewicz gradient inequality

is valid was obtained and expressed by the following statement

Theorem 10.1.2. The following properties are equivalent

i) 0 is not an accumulation point of sp(A).

ii) For some ρ > 0 we have

∀u ∈ ker(A)⊥, ‖Au‖H ≥ ρ‖u‖H.
iii) Φ satisfies the Łojasiewicz gradient inequality at the origin for some θ > 0.

iv) Φ satisfies the Łojasiewicz gradient inequality at any point for θ = 1
2 .

For a general nonlinear potential F , one might wander if the equivalent properties above for A =
D2F (a) are sufficient to obtain a Łojasiewicz gradient inequality near a. The proposition below shows that

it is not the case.

Proposition 10.1.3. Let H = l2(N) and F : H → R be the analytic functional given by

F (u1, u2, ...un, ...) :=
∞∑

k=2

|uk|2k+2

(2k + 2)!
.

Then F satisfies no Łojasiewicz gradient inequality.

Proof. First we note that D2F (0) = 0, hence sp(D2F (0)) = {0} and in particular 0 is isolated in

sp(D2F (0)). Defining (ei)j = δij , an immediate calculation shows that

∀t > 0, F (tek) =
t2k+2

(2k + 2)!
; |∇F (tek)| =

t2k+1

(2k + 1)!
.

In particular for each θ > 0 we have

F (tek)
1−θ

|∇F (tek)|
= c(θ, k)t1−(2k+2)θ .

Choosing k large enough gives a contradiction for t small.
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In this example, the difficulty comes from the fact that dimker(D2F (0)) = ∞. Assuming the equiva-

lent properties of Theorem 10.1.2 and dim ker(D2F (0)) 6= ∞ is equivalent to the semi-Fredholm character

of D2F (0) (cf. Theorem 1.3.3) In the next section 10.2 we shall show that this condition is sufficient in

a rather general framework, in particular V will not be assumed equal to H in view of applications to

semilinear PDE .

10.2 An abstract Łojasiewicz gradient inequality

The purpose of this section is to give sufficient conditions on E for the inequality (10.1) to be satisfied.

Let E ∈ C2(V,R) and ϕ ∈ V such that DE(ϕ) = 0. Up to the change of variable u = ϕ + v and the

change of function G(v) = E(ϕ + v) − E(ϕ), we can assume whithout loss of generality that ϕ = 0,

E(0) = 0 and DE(0) = 0. Although the formulation of the Łojasiewicz gradient inequality requires only

E ∈ C1(V,R), one way of proving it requires E ∈ C2(V,R). In fact the operator A := D2E(0) plays an

important role.

We start with the following very simple result

Proposition 10.2.1. Assume that

A ∈ L(V, V ′) is an isomporphism.

Then the Łojasiewicz gradient inequality is satisfied near 0 with the exponent θ = 1
2 : there exist two

positive constants σ > 0 and c > 0 such that

‖u‖V < σ =⇒ ‖DE(u)‖V ′ ≥ c|E(u)| 12 .

Proof. It is easy to see, using Taylor’s expansion formula, that for ‖u‖V small enough we have

|E(u)| ≤ C‖u‖2V . (10.2)

On the other hand, since DE(u) = Au+ o(u), we have

u = A−1DE(u) + o(u),

and therefore for any given ε > 0 we can find δ(ε) > 0 such that if ‖u‖V ≤ δ(ε) then

‖DE(u)‖V ′ ≥ ‖A−1‖−1‖u‖V − ǫ‖u‖V .

Choosing ε := ε0 := ‖A−1‖−1/2, we obtain for ‖u‖V ≤ δ(ε0)

‖DE(u)‖V ′ ≥ ε0‖u‖V . (10.3)

The result follows by combining (10.2) and (10.3).

Remark 10.2.2. Since A = D2E(0) is symmetric, then if A is semi-Fredholm and d = dimker(A) = 0,

by corollary 1.3.6A is an isomorphism. Hereinafter we assume that d > 0. We denote byΠ : V −→ ker(A)
the projection in the sense of H .
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Proposition 10.2.3. Assume that A := D2E(0) is a semi-Fredholm operator and let

N : V −→ V ′

u 7−→ Πu+DE(u).

Then there exist a neighborhood of 0, W1(0) in V , a neighborhood of 0, W2(0) in V ′ and a C1 map

Ψ :W2(0) −→W1(0) which satisfies

N (Ψ(f)) = f ∀f ∈W2(0),

Ψ(N (u)) = u ∀u ∈ W1(0),

‖Ψ(f)−Ψ(g)‖V ≤ C1‖f − g‖V ′ ∀f, g ∈ W2(0), C1 > 0. (10.4)

Proof. The function N is C1 and DN (0) = Π + D2E(0) which by corollary 1.3.6 is an isomorphism

from V to V ′. We have just to apply the local inversion theorem.

Let (ϕ1, ϕ2, ...ϕd) denote an orthonormal basis of ker(A) relatively to the inner product of H . For

ξ ∈ Rd small enough to achieve

d∑

j=1

ξjϕj ∈W2(0), we define the map Γ by

Γ(ξ) = E(Ψ(

d∑

j=1

ξjϕj)). (10.5)

Let W̃2(0) be the open neighborhood of 0 in Rd such that

ξ ∈ W̃2(0) ⇐⇒
d∑

j=1

ξjϕj ∈W2(0).

The function Γ is C1 in W̃2(0). Let us define also

W̃1(0) = {u ∈ W1(0)/Π(u) ∈ W2(0)}.

Proposition 10.2.4. Let u ∈ W̃1(0) and let ξ ∈ W̃2(0) such that Π(u) =

d∑

j=1

ξjϕj ∈ W2(0). Then there

are two constants C,K > 0 such that

‖∇Γ(ξ)‖Rd ≤ C‖DE(u)‖V ′ , (10.6)

|E(u)− Γ(ξ)| ≤ K‖DE(u)‖2V ′ . (10.7)

Proof. For any k ∈ {1, · · · d} we have the formula

∂Γ

∂ξk
=

d

ds
E(Ψ[

∑

j 6=k

ξjϕj + (ξk + s)ϕk])|s=0 = 〈DE(Ψ(
d∑

j=1

ξjϕj)), DΨ(
d∑

j=1

ξjϕj)ϕk〉. (10.8)
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Now we claim that for all ξ ∈ W̃2(0)

‖
d∑

k=1

∂Γ

∂ξk
(ξ)ϕk −DE(Ψ(

d∑

j=1

ξjϕj))‖V ′ ≤ C2|ξ|‖DE(Ψ(

d∑

j=1

ξjϕj))‖V ′ . (10.9)

In fact by using (10.8), remarking that DE(Ψ(

d∑

j=1

ξjϕj)) ∈ kerA we obtain

‖
d∑

k=1

∂Γ

∂ξk
(ξ)ϕk −DE(Ψ(

d∑

j=1

ξjϕj))‖V ′

= ‖
d∑

k=1

< DE(Ψ(

d∑

j=1

ξjϕj)), DΨ(

d∑

j=1

ξjϕj)(ϕk)− ϕk > ϕk‖V ′ .

Now by using Cauchy-Schwarz inequality, and the fact that DΨ(0)(Lu) = u, the claim follows. On the

other hand, since E is C1, there exists C3 such that

‖DE(u)−DE(v)‖V ′ ≤ C3‖u− v‖V ∀(u, v) ∈W1(0). (10.10)

Then by using (10.4), (10.9) and (10.10) we obtain

‖∇Γ(ξ)‖Rd ≤ C4‖DE(Ψ(

d∑

j=1

ξjϕj))‖V ′

= C4‖DE(Ψ(Π(u)))‖V ′

= C4‖DE(Ψ(Π(u)))−DE(u) +DE(u)‖V ′

≤ C4‖DE(u)‖V ′ + C3C4‖Ψ(Π(u))− u‖V
= C4‖DE(u)‖V ′ + C3C4‖Ψ(Π(u))−Ψ(Πu+DE(u))‖V
≤ C4‖DE(u)‖V ′ + C5‖DE(u)‖V ′

hence (10.6). On the other hand

|E(u)− Γ(ξ)| = |E(u)− E(Ψ(Π(u)))|

= |
∫ 1

0

d

dt
[E(u + t(Ψ(Π(u))− u)] dt |

= |
∫ 1

0

(DE(u+ t(Ψ(Π(u))− u)),Ψ(Π(u))− u) dt |

≤ ‖Ψ(Π(u))− u‖V
∫ 1

0

‖DE(u+ t(Ψ(Π(u))− u)‖V ′ dt

≤ [

∫ 1

0

(‖DE(u)‖V ′ + t C3‖Ψ(Π(u))− u‖V ) dt ] ‖Ψ(Π(u))− u‖V
≤ C6‖DE(u)‖V ′‖Ψ(Π(u))−Ψ(Π(u) +DE(u))‖V
≤ C1C6‖DE(u)‖2V ′

hence (10.7).
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Theorem 10.2.5. Assume that A := D2E(0) is a semi-Fredholm operator and let d = dim kerA. Assume

moreover that

(H1) d > 0 and there exists O ⊂ Rd open, and h ∈ C1(O, V ) such that 0 ∈ h(O) ⊂ (DE)−1(0) and

h : O −→ h(O) is a diffeomorphism.

Then there exist two positive constants σ > 0 and c > 0 such that

‖u‖V < σ =⇒ ‖DE(u)‖V ′ ≥ c|E(u)| 12 .

Proof. We have by using (10.9) (choosing a smaller W̃2(0) if necessary)

‖DE(Ψ(

d∑

j=1

ξjϕj))‖V ′ ≤ C7‖∇Γ(ξ)‖. (10.11)

If u ∈ W̃1(0) such that DE(u) = 0, then N (u) = Π(u) which implies that u = Ψ(Π(u)). Moreover by

using (10.6) we have ∇Γ(ξ) = 0 where ξ ∈ W̃2(0) with Πu =

d∑

j=1

ξjϕj .

On the other hand let ξ ∈ W̃2(0) with ∇Γ(ξ) = 0. Then Ψ(

d∑

j=1

ξjϕj) ∈W1(0) andDE(Ψ(

d∑

j=1

ξjϕj)) = 0

by using (10.11). SoΠ(Ψ(
d∑

j=1

ξjϕj)) =
d∑

j=1

ξjϕj . ConsequentlyΨ(
d∑

j=1

ξjϕj) ∈ W̃1(0) andDE(Ψ(
d∑

j=1

ξjϕj)) =

0.

Finally we have:

{u ∈ W̃1(0), DE(u) = 0} = Ψ({
d∑

j=1

ξjϕj , ξ ∈ W̃2(0) and ∇Γ(ξ) = 0}). (10.12)

Now we introduce the d−dimensional manifold

γ = h(O)

with O and h as in (H1). Let

Õ = h−1({u ∈ W̃1(0), DE(u) = 0}).

Clearly Õ is an open subset of Rd and 0 ∈ h(Õ).
We now have

γ̃ := h(Õ) ⊂ {u ∈ W̃1(0), DE(u) = 0} ⊂ Ψ({
d∑

j=1

ξjϕj , ξ ∈ W̃2(0)}).

Since the extreme terms are d−dimensional open manifolds, they must coincide locally. Therefore, chang-

ing if necessary W̃1(0) and W̃2(0)) to smaller open sets, we obtain

γ̃ = {u ∈ W̃1(0), DE(u) = 0} = Ψ({
d∑

j=1

ξjϕj , ξ ∈ W̃2(0)}. (10.13)
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Now by comparing (10.12) and (10.13), we get

Γ(ξ) = 0, ∀ξ ∈ W̃2(0).

The proof of Theorem 10.2.5 follows immediately by using this last equality in (10.7).

In the next theorem, we will prove inequality like (10.1) under hypotheses of analyticity of E and DE.

We consider a Banach space Z such that kerA ⊂ Z and Z ⊂ H with continuous and dense imbedding.

Proposition 10.2.6. Assume that A := D2E(0) is a semi-Fredholm operator. Let L := Π + A. Then

W := L−1(Z) is a Banach space with respect to ‖w‖W = ‖Lw‖Z and L ∈ L(W,Z) is an isomporphism.

Proof. Using corollary 1.3.6, we know that L : V −→ V ′ is one to one and onto. Since W ⊂ V and by

the definition of W we also have L : W −→ Z is one to one and onto. Obviously we have L ∈ L(W,Z)
because ‖Lu‖Z = ‖u‖W for all u ∈ W . Now we prove that W is a Banach space. Let (wn) be a

Cauchy sequence in W , then (L(wn)) is a Cauchy sequence in the Banach space Z . Denote by z its limit.

(L(wn)) is also a Cauchy sequence in V ′, so (wn)) is also a Cauchy sequence in V . Denote by w its

limit, since L ∈ L(V, V ′), then Lw = z. The claim is proved. Banach’s theorem gives the fact that

L−1 ∈ L(Z,W ).

Theorem 10.2.7. Assume that A := D2E(0) is a semi-Fredholm operator and that N := kerA ⊂ Z .

Assume moreover that :

(H2) E : U → R is analytic in the sense of definition 1.4.1 where U ⊂ W is an open neighborhood of 0,

that DE(U) ⊂ Z and DE : U −→ Z is analytic.

Then there exists θ ∈ (0, 1/2], σ > 0 and c > 0 such that

‖u‖V < σ =⇒ ‖DE(u)‖V ′ ≥ c|E(u)|1−θ.

Proof. For the proof we need the following result.

Lemma 10.2.8. Then there exist a neighborhood of 0, V1(0) in W , a neighborhood of 0, V2(0) in Z and

an analytic map Ψ1 : V2(0) −→ V1(0) which satisfies

N (Ψ1(f)) = f ∀f ∈ V2(0),

Ψ1(N (u)) = u ∀u ∈ V1(0),

Ψ1 = Ψ in V2(0) ∩W2(0)

‖Ψ(f)−Ψ(g)‖W ≤ C′
1‖f − g‖Z ∀(f, g) ∈ V2(0) ∩W2(0), (10.14)

Proof. We first establish that

N :W −→ Z

u 7−→ Πu+DE(u).

is a C1 diffeomorphism near 0, because DN (0) = Π + A = L ∈ L(W,Z) is an isomorphism (see

proposition 10.2.6) and the classical local inversion theorem applies. Therefore we can find a neighborhood

V1(0) of 0 inW and a neighborhoodV2(0) of 0 inZ such that N : V1(0) −→ V2(0) is aC1 diffeomorphism.

Finally it is clear that Ψ1 = N−1 in V2(0)∩W2(0). By Theorem 1.4.9 we have Ψ1 is analytic in V2(0).
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End of proof of Theorem By using the chain rule (Theorem 1.4.6), since E : U−→ R, DE : U −→ Z
and Ψ : V2(0) ∩W2(0) −→ V1(0) are analytic , the function Γ defined in (10.5) is real analytic in some

neighborhood of 0 in Rd.

Applying the classical Łojasiewicz inequality (Theorem 9.1.3) to the scalar analytic function Γ defined on

some neighborhhod of 0 in Rd by the formula (10.5), we now obtain (since (1− θ) ∈ (0, 1)):

|E(u)|1−θ ≤ |Γ(ξ)|1−θ + |Γ(ξ)− E(u)|1−θ ≤ 1

C0
‖∇Γ(ξ)‖Rd + |Γ(ξ)− E(u)|1−θ. (10.15)

By combining (10.6), (10.7), (10.15) we obtain

|E(u)|1−θ ≤ C

C0
‖DE(u)‖V ′ +K1−θ‖DE(u)‖2(1−θ)

V ′ .

Then since 2(1− θ) ≥ 1, there exist σ > 0, c > 0 such that

‖DE(u)‖V ′ ≥ c|E(u)|1−θ for all u ∈ V such that ‖u‖V < σ.

Theorem 10.2.7 is proved.

10.3 Two abstract convergence results

This section is exceptionnally devoted to an abstract situation in which a trajectory of some evolution equa-

tion is known independently of any well-posedness result for the corresponding initial value problem. In

particular there is no underlying continuous semi-group to rely on and we cannot apply directly the simple

results of chapters 4 and 6. However, by performing essentially the same kind of calculations as those

needed to apply the invariance principle, we end up with a “gradient-like” property which is the starting

point for the Łojasiewicz method to be applicable. Our results contain as special cases the semi-linear ex-

amples of section 10.4 (for which the semi-group framework could be applied as an alternative method)

but they can also be used for strongly non-linear problems as soon as a solution with the right regularity

properties is known, even if the well-posedness is either false or presently out of reach.

Let V and H be two Hilbert spaces such that V is a dense subspace of H and the imbedding of V in H
is compact. We identify H with its topological dual and we denote by V ′ the dual of V , so that H ⊂ V ′

with continuous imbedding.

Let E ∈ C1(V,R). We study the following two abstract evolution equations: the first order equation

u′(t) +∇E(u(t)) = 0, t ≥ 0 (10.16)

and the second order equation

u′′(t) + u′(t) +∇E(u(t)) = 0, t ≥ 0 (10.17)

Theorem 10.3.1. Let u ∈ C1(R+, V ) be a solution of (10.16), and assume that

(i) ∪t≥1{u(t)} is compact in V ;

(ii) E satisfies the Łojasiewicz gradient inequality near every point ϕ ∈ S := {ϕ ∈ V, ∇E(ϕ) = 0}.
Then there exists ϕ ∈ S such that

lim
t→+∞

‖u(t)− ϕ‖V = 0.
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Moreover, let θ be any Łojasiewicz exponent of E at ϕ. Then we have

‖u(t)− ϕ‖H =

{
O(e−δt) for some δ > 0 if θ = 1

2 ,

O(t−θ/(1−2θ)) if 0 < θ < 1
2 .

(10.18)

Proof. We define the function z by z(t) := E(u(t)) for all t ≥ 0. Since u ∈ C1(R+, V ) and E ∈
C1(V,R), then by chain rule, z is differentiable and

z′(t) = −‖u′(t)‖2H , ∀t ≥ 0. (10.19)

Integrating this last equation and by using (i), we get u′ ∈ L2(R+;H). Now, since the range of u is pre-

compact in V , and u is uniformly Holder continuous on the half-line with values in H , it is also uniformly

continuous with values in V and u′ = −∇E(u(t)) is uniformly continuous with values in V ′. Then by

applying Lemma 1.2.2 to the numerical function ‖u′(t)‖2V ′ , we obtain that u′(t) tends to 0 in V ′ as t tends

to infinity, hence also in H by compactness. We conclude that ω(u0) ⊂ S. Moreover, since the function z
is bounded and decreasing, the limit K := lim

t→∞
E(u(t)) exists. Replacing E by E − K we may assume

K = 0.

If z(t0) = 0 for some t0 ≥ 0, then z(t) = 0 for every t ≥ t0, and therefore, u is constant for t ≥ t0.

In this case, there remains nothing to prove. Then we can assume that z(t) > 0 for all t ≥ 0. Define

Γ := ω(u0). It is clear that Γ is compact and connected. Let ϕ ∈ Γ, then there exists tn → +∞ such that

‖u(tn)− ϕ‖V −→ 0. Then we get

lim
n→+∞

E(u(tn)) = E(ϕ) = K = 0.

On the other hand, by assumption (ii), E satisfies the Łojasiewicz gradient inequality (10.1) at every point

ϕ ∈ S. Applying Lemma 1.2.6 with W = V , X = V ′, and G = ∇E we obtain,

∃σ, c > 0, ∃θ ∈ (0,
1

2
]/

[
dist(u,Γ) ≤ σ =⇒ ‖∇E(u)‖V ′ ≥ c|E(u)|1−θ

]
.

Now since Γ = ω(u0), by Theorem 4.1.8 iii), there exists T > 0 such that dist(u,Γ) ≤ σ for all t ≥ T .

Then we get

∀t ≥ T ‖∇E(u)‖V ′ ≥ c|E(u)|1−θ. (10.20)

By combining (10.19) and (10.20), we get

z′(t) ≤ −c2(z(t))2(1−θ), ∀t ≥ T. (10.21)

The end of the proof is identical to that of Theorem 9.1.6, we obtain the convergence of u(t) in H and the

convergence in V follows by compactness

Theorem 10.3.2. Let u ∈ C1(R+, V ) ∩ C2(R+, V
′) be a solution of (10.17) and assume that

(i) ∪t≥1{u(t), u′(t)} is compact in V ×H;

(ii) if K : V ′ → V denotes the duality map, then the operatorK ◦E′′(v) ∈ L(V ) extends to a bounded

linear operator on H for every v ∈ V , and K ◦ E′′ : V → L(H) maps bounded sets into bounded sets;

(iii) E satisfies the Łojasiewicz gradient inequality near every point ϕ ∈ S := {ϕ ∈ V, ∇E(ϕ) = 0}.
Then there exists ϕ ∈ S such that

lim
t→+∞

‖u′‖H + ‖u(t)− ϕ‖V = 0.
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Moreover, let θ be any Łojasiewicz exponent of E at ϕ. Then we have

‖u(t)− ϕ‖H =

{
O(e−δt) for some δ > 0 if θ = 1

2 ,

O(t−θ/(1−2θ)) if 0 < θ < 1
2 .

(10.22)

Proof. Let

E(t) := 1

2
‖u′(t)‖2H + E(u(t)).

By the assumptions on u and E, E is differentiable everywhere and for all t > 0

E ′(t) = −‖u′(t)‖2H .
Hence E is decreasing, and by using (i) it is bounded. By integrating the last equality, we deduce that

u′ ∈ L2(R+, H). Since H →֒ V ′ we deduce that h(t) := ‖u′(t)‖2V ′ is integrable. Moreover by assumption

(i) and the equation (10.17), for almost every t > 0 we find

|h′(t)| ≤ 2‖u′(t)‖V ′‖u′′(t)‖V ′ ≤ C

Hence the function h is Lipschitz continuous and integrable which implies lim
t→∞

h(t) = 0. Since u′ is

compact with values in H we deduce

lim
t→∞

‖u′(t)‖H = 0.

Let (ϕ, ψ) ∈ ω(u, u′), and let (tn)n∈N ⊂ R+ be an unbounded increasing sequence such that lim
n→∞

(u(tn), u
′(tn)) =

(ϕ, ψ). Obviously we get ψ = 0. On the other hand, since ‖u′‖H −→ 0, it follows that

lim
n→∞

sup
s∈[0,1]

‖u(tn + s)− ϕ‖H = 0. (10.23)

Actually the same is true with values in V . In fact, assuming the contrary, there is δ > 0 such that

∀n ∈ N, sup
s∈[0,1]

‖u(tn + s)− ϕ‖V ≥ δ.

Then we can find a sequence (sn) ⊂ [0, 1] such that

∀n ∈ N, ‖u(tn + sn)− ϕ‖V ≥ δ

2
.

By compactness of u in V , we can find ψ ∈ V and subsequences still denoted (tn) and (sn) such that

‖u(tn + sn)− ψ‖V −→ 0

which imply that ‖ψ − ϕ‖V ≥ δ
2 . Now from (10.23) we deduce that ϕ = ψ, a contradiction.

Therefore, lim
n→∞

∇E(u(tn + s)) = ∇E(ϕ) uniformly in s ∈ [0, 1].

By equation (10.17),

∇E(ϕ) =

∫ 1

0

∇E(ϕ) ds

= lim
n→∞

∫ 1

0

∇E(u(tn + s)) ds

= lim
n→∞

∫ 1

0

(−u′′(tn + s)− u′(tn + s)) ds

= lim
n→∞

−u′(tn + 1) + u′(tn)− u(tn + 1) + u(tn)

= 0.
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Hence ϕ ∈ S. Now since E is bounded and decreasing, the limit K := lim
t→∞

E(t) = lim
t→∞

E(u(t)) exists.

Replacing E by E −K we may assume K = 0.

Now let ε be a positive real number, and as in [57] let us define for all t ≥ 0

Z(t) =
1

2
‖u′‖2H + E(u) + ε〈∇E(u), u′〉V ′ (10.24)

where 〈·, ·〉V ′ denotes the inner product in V ′. We note that Z makes sense as a consequence of hypothesis

(i). We have for almost all t ≥ 0:

Z ′(t) = −‖u′‖2H + ε{−〈∇E(u), u′〉V ′ − ‖∇E(u)‖2V ′ + 〈(∇E(u))′, u′〉V ′}.

Then, using (ii), for almost all t ≥ 0 we obtain for some P > 0

Z ′(t) ≤ (−1 + Pε)‖u′‖2H − ε〈∇E(u), u′〉V ′ − ε‖∇E(u)‖2V ′ .

Since we have by Cauchy-Schwarz inequality

〈∇E(u), u′〉V ′ ≤ 1

2
‖∇E(u)‖2V ′ +

1

2
‖u′‖2V ′ ,

we deduce :

Z ′(t) ≤ (−1 + Pε)‖u′‖2H +
ε

2
‖u′‖2V ′ − ε

2
‖∇E(u)‖2V ′ .

By choosing ε small enough, we see that there exists c1 > 0 such that for almost all t ≥ 0

Z ′(t) ≤ −c1(‖u′‖2H + ‖∇E(u)‖2V ′). (10.25)

Since Z is nonincreasing with limit 0, we have in particular Z is nonnegative. As in the proof of the

Theorem 10.3.1 we can assume that Z(t) > 0 for all t ≥ 0.

Let Γ = {ϕ/ (ϕ, 0) ∈ ω(u, u′)}. Theorem 4.1.8 ii) implies that Γ is compact and connected. Now by

assumption (iii), E satisfies the Łojasiewicz gradient inequality (10.1) at every point ϕ ∈ S. Applying

Lemma 1.2.6 with W = V , X = V ′, and G = ∇E we obtain,

∃σ, c > 0, ∃θ ∈ (0,
1

2
]/

[
dist(u,Γ) ≤ σ =⇒ ‖∇E(u)‖V ′ ≥ c|E(u)|1−θ

]
.

Now by the definition of Γ and using Theorem 4.1.8 iii), we obtain that there exists T > 0 such that

dist(u,Γ) ≤ σ for all t ≥ T . Then we get

∀t ≥ T ‖∇E(u)‖V ′ ≥ c|E(u)|1−θ. (10.26)

Using this last inequality together with Cauchy-Schwarz and Young inequalities, we get for all t ≥ T

Z(t)2(1−θ) ≤ C2{‖u′‖2H + ‖∇E(u)‖2V ′ + |E(u)|}2(1−θ).

≤ C3{‖u′‖2H + ‖∇E(u)‖2V ′} (10.27)

Combining the inequalities (10.25) and (10.27) we find for all t ≥ T

Z ′(t) ≤ − c1
C3
Z(t)2(1−θ).

The conclusion follows easily
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10.4 Examples

10.4.1 A semilinear heat equation

As a first application we study the asymptotic behaviour of the semilinear heat equation





ut −∆u+ f(x, u) = 0, (t, x) ∈ R+ × Ω,

u(t, ·)|∂Ω = 0, t ∈ R+,

u(0, x) = u0(x), x ∈ Ω.

(10.28)

In equation (10.28) we assume that Ω ⊂ RN (N ≥ 1) is a bounded domain. We assume that f : Ω×R −→
R is continuously differentiable and if N ≥ 2, we assume in addition that

∃C > 0, α ≥ 0 such that (N − 2)α ≤ 2

and |∂f∂s (x, s)| ≤ C(1 + |s|α) a.e. on Ω× R

(10.29)

With this condition on f , the energy functionnalE given by

∀u ∈ H1
0 (Ω), E(u) =

1

2

∫

Ω

|∇u|2 dx+

∫

Ω

F (u) dx,

where F (x, s) :=
∫ s

0 f(x, r) dr, is well defined. By using Proposition 1.17.5 page 66 of [66], we know

that E is of class C2 on H1
0 (Ω) and

DE(u) = −∆u+ f(x, u), ∀u ∈ H1
0 (Ω),

D2E(u)ξ = −∆ξ +
∂f

∂s
(x, u)ξ, ∀u, ξ ∈ H1

0 (Ω).

It is well known that D2E(ϕ) is a semi-Fredholm operator for all ϕ ∈ H1
0 (Ω) ∩ L∞(Ω) (see example

1.3.7). Let d = dimkerDE(ϕ).

Proposition 10.4.1. Assume that hypothesis (10.29) is satisfied. Let ϕ ∈ H1
0 (Ω) ∩ L∞(Ω) be a critical

point of E. Assume also that one of the following hypotheses is satisfied :

d = 0 (10.30)

d > 0 and there exists O ⊂ R
d open, and h ∈ C1(O, V )/ (10.31)

ϕ ∈ h(O) ⊂ (DE)−1(0) and h : O −→ h(O) is a diffeomorphism;

f is analytic in s, uniformly with respect to x ∈ Ω (10.32)

Then there exist θ ∈ (0, 12 ] and σ > 0 such that

∀u ∈ H1
0 (Ω), ‖u− ϕ‖H1

0 (Ω) < σ =⇒ ‖−∆u+ f(x, u)‖H−1(Ω) ≥ |E(u)− E(ϕ)|1−θ. (10.33)

Proof. Let A := D2E(ϕ) and assume that d = 0. Corollary 1.3.6 gives that A = D2E(ϕ) is an iso-

morphism from H1
0 (Ω) into H−1(Ω). To conclude we have just to apply proposition 10.2.1. Now assume

(10.31) holds. To apply Theorem 10.2.5, we have just to remark that A is a semi-Fredholm operator. For

the proof of (10.33) under hypothesis (10.32), we distinguish two cases :
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Case 1 : N ≤ 3. Let Z = L2(Ω), by elliptic regularity [4] we get that W := (Π+A)−1(Z) ⊂ H2(Ω)
where Π is the orthogonal projection in L2(Ω) onN(A) := kerA. The functionalE : H2(Ω)∩H1

0 (Ω) −→
R is clearly analytic since it is the sum of a continuous quadratic functional and a Nemytskii operator which

is analytic on the Banach algebra H2(Ω) ⊂ L∞(Ω) (see example 1.4.7.) By using Proposition 1.4.5, we

also obtain that DE : W −→ Z is analytic. We can apply Theorem 10.2.7 to obtain (10.33).

Case 2 : N ≥ 4. Let p > N
2 and Z = Lp(Ω). By elliptic regularity [4], we know that W :=

(Π + A)−1(Z) ⊂ W 2,p(Ω) which is a Banach algebra since p > N
2 . The end is the same as in the first

case.

Remark 10.4.2. 1) The result of proposition 10.4.1 remains true for the general energy defined by :

E(u) :=
1

2

d∑

i,j=1

∫

Ω

aij
∂u

∂xi

∂u

∂xj
+

∫

Ω

F (x, u), u ∈ H1
0 (Ω), (10.34)

where F (u) =
∫ u

0 f(s) ds, f satisfies (10.29) and ai,j satisfies the following conditions :

1. aij ∈ C1(Ω̄),

2. aij = aji, and

3.

d∑

i,j=1

aij(x)ξiξj ≥ γ‖ξ‖2 for some γ > 0 and every ξ ∈ Rd, t ∈ R+, x ∈ Ω,

2) A similar result holds true for Neumann boundary conditions

The following result is an immediate application of Theorem 10.3.1 using the Proposition 10.4.1. The

smoothing effect of the heat equation implies (cf.[60] ) that for each ε > 0 and α ∈ [0, 1),

⋃

t≥ε

{u(t)} is bounded in C1+α(Ω)

as soon as u(t) is bounded in L∞(Ω) for t ≥ 0. In particular,
⋃

t≥0{u(t)} is precompact in H1
0 (Ω) .

Theorem 10.4.3. Let u ∈ C1(R+, H
1
0 (Ω)) be a bounded solution of equation (10.28). Assume that for all

ϕ ∈ S := {ϕ ∈ H1
0 (Ω)/ −∆ϕ+ f(ϕ) = 0} we have ϕ ∈ L∞(Ω) and one of the three conditions (10.30),

(10.31) or (10.32) of Proposition 10.4.1 is satisfied. Then

lim
t→∞

‖u(t)− ϕ‖H1 = 0.

Moreover, let θ be any Łojasiewicz exponent of E at ϕ. Then we have

‖u(t)− ϕ‖L2 =

{
O(e−δt) for some δ > 0 if θ = 1

2 ,

O(t−θ/(1−2θ)) if 0 < θ < 1
2 .

Remark 10.4.4. It has been shown in [55] that if d ≤ 1, convergence holds without any need of condition

(10.31) or (10.32) . However, if d = 1 and convergence occurs, in general the convergence can be arbitrarily

slow. The hypothesis d ≤ 1 provides convergence results in a wide framework, cf. e.g. [43], [61].
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10.4.2 A semilinear wave equation

As a next application we study the asymptotic behaviour of the semilinear wave equation





utt + ut −∆u+ f(x, u) = 0, (t, x) ∈ R+ × Ω,

u(t, ·)|∂Ω = 0, t ∈ R+,

u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Ω.

(10.35)

We let Ω ⊂ Rd, f ∈ C1(Ω̄ × R;R), the spaces H := L2(Ω) and V := H1
0 (Ω) as in Subsection 10.4.1. If

N ≥ 2, then we replace the growth condition (10.29) by the following condition :

∃C > 0, α ≥ 0 such that (N − 2)α < 2

and |∂f∂s (x, s)| ≤ C(1 + |s|α) a.e. on Ω× R

(10.36)

Theorem 10.4.5. Let u be a solution of (10.35) such that

∪t≥0{u(t, .), ut(t, .)} is bounded in H1
0 (Ω)× L2(Ω).

Assume that for all ϕ ∈ S := {ϕ ∈ H1
0 (Ω)/ −∆ϕ+ f(ϕ) = 0} we have ϕ ∈ L∞(Ω) and one of the three

conditions (10.30) or (10.31) or (10.32) of Proposition 10.4.1 is satisfied. Then

lim
t→∞

‖ut‖L2 + ‖u(t)− ϕ‖H1 = 0.

Moreover, let θ be any Łojasiewicz exponent of E at ϕ. Then we have

‖u(t)− ϕ‖L2 =

{
O(e−δt) for some δ > 0 if θ = 1

2 ,

O(t−θ/(1−2θ)) if 0 < θ < 1
2 .

Proof. First (10.36) implies that the Nemytskii operator associated to f is compact: H1
0 (Ω) → L2(Ω), then

by the lemma 6.6.2, the orbit ∪t≥0{u(t, .), ut(t, .)} is precompact in H1
0 (Ω)×L2(Ω). This is condition (i)

of theorem 10.3.2. Moreover, the duality mapping K : H−1(Ω) → H1
0 (Ω) is given by Kv = (−∆)−1v,

so that KE′′(v) = I + (−∆)−1f ′(v). From this, the growth assumption on f (10.36), and the Sobolev

embedding theorem, it is not difficult to deduce that the condition (ii) of Theorem 10.3.2 is satisfied.



Chapter 11

Variants and additional results

In this chapter, we collect, most of the time without proofs a few additional results which complement,

mainly in the infinite dimensional framework and often at the price of additional technicalities, the simple

theory developed in the two previous chapters. For the proofs, the reader is invited to read the corresponding

specialized papers

11.1 Convergence in natural norms

In the last chapter, we obtained convergence to equilibrium for some semi-linear parabolic and hyperbolic

equations in the energy space. However the rate of convergence to equilibrium was specified in L2(Ω).
In [56], it is shown that the same decay occurs in H1

0 (Ω) for the wave equation and in L∞(Ω) with an

arbitrarily small loss for the heat equation. This loss is most probably artificial but this becomes only

important when the Łojasiewicz exponent of ϕ is exactly known, which is possible only in exceptional

cases.

11.2 Convergence without growth restriction for the heat equation

In [64], the second author gave a proof of the Simon convergence theorem (cf. [78] in the framework of

Sobolev spaces instead of Cα spaces which were used by L. Simon. His proof is quite similar to that of

our main parabolic result, but uses more complicated spaces. The advantage is that no growth restriction is

assumed for the nonlinear perturbative term.

11.3 More general applications

11.3.1 Systems

Let V = (H1
0 (Ω))

n, H = (L2(Ω))n, V ′ = (H−1(Ω))n and we define the function E : (H1
0 (Ω))

n −→ R

by

∀u = (u1, · · · , un) ∈ (H1
0 (Ω))

n, E(u) =
1

2

n∑

i=1

∫

Ω

|∇ui|2 dx+

∫

Ω

F (u) dx.
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When N ≥ 2, we assume that

‖∇2
sF (x, s)‖ ≤ C(1 + ‖s‖α) a.e. on Ω× R (11.1)

for some C ≥ 0 and α ≥ 0 such that (N − 2)α < 2. By using Proposition 1.17.5 page 66 of [66], we know

that E is of class C2 on H1
0 (Ω) and

DE(u) = (−∆u1 + f1(x, u), · · · ,−∆un + fn(x, u))

D2E(u)(ξ) = < −∆ξ1 +
∂f1
∂s1

(x, u)ξ1, · · · ,−∆ξn +
∂f1
∂sn

(x, u)ξn) ∀ξ ∈ (H1
0 (Ω))

n.

It is well known that dimkerD2E(ϕ) is finite for all ϕ ∈ (H1
0 (Ω))

n∩(L∞(Ω))n. Let d = dimkerDE(ϕ).

Proposition 11.3.1. Assume that hypothesis (11.1) is satisfied. Let ϕ ∈ (H1
0 (Ω))

n∩(L∞(Ω))n be a critical

point of E. Assume also that one of the following hypotheses is satisfied :

d = 0

d > 0 and there exists O ⊂ R
d open, and h ∈ C1(O, V )/ϕ ∈ h(O) ⊂ (DE)−1(0)

and h : O −→ h(O) is a diffeomorphism;

f is analytic in s, uniformly with respect to x ∈ Ω

Then there exist θ ∈ (0, 12 ] and σ > 0 such that

∀u ∈ (H1
0 (Ω))

n, ‖u− ϕ‖H1
0 (Ω) < σ =⇒ ‖DE(u)‖(H−1(Ω))n ≥ |E(u)− E(ϕ)|1−θ (11.2)

11.3.2 Fourth order operators

Let V = H2
0 (Ω), H = L2(Ω), V ′ = H−2(Ω) and we define the function E : H2

0 (Ω) −→ R by

∀u ∈ H2
0 (Ω), E(u) =

1

2

∫

Ω

|∆u|2 dx+

∫

Ω

F (u) dx

where F (u) =
∫ u

0
f(s) ds. When N ≥ 4, we assume that f(x, 0) ∈ L∞(Ω) and

|∂f
∂s

(x, s)| ≤ C(1 + |s|α) a.e. on Ω× R (11.3)

for some C ≥ 0 and α ≥ 0 such that (N − 4)(α + 1) < N + 4. By using Proposition 1.17.5 page 66 of

[66], we know that E is of class C2 on H2
0 (Ω) and

< DE(u), ψ >H−2×H2
0

= < ∆2u+ f(x, u), ψ >H−2×H2
0
∀ψ ∈ H2

0 (Ω),

< D2E(u)ξ, ψ >H−2×H2
0

= < ∆2ξ +
∂f

∂s
(x, u)ξ, ψ >H−2×H2

0
∀ψ ∈ H2

0 (Ω).

It is well known that dim kerE′(ϕ) is finite for all ϕ ∈ H2
0 (Ω). Let d = dim kerE′(ϕ).

Proposition 11.3.2. Assume that hypothesis (11.3) is satisfied. Let ϕ ∈ H2
0 (Ω)∩L∞(Ω) be a critical point

of E. Assume also that one of the following hypotheses is satisfied :

d = 0 (11.4)

d > 0 and there exists O ⊂ R
d open, and h ∈ C1(O, V )/ (11.5)

ϕ ∈ h(O) ⊂ (DE)−1(0) and h : O −→ h(O) is a diffeomorphism;

f is analytic in s, uniformly with respect to x ∈ Ω (11.6)
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Then there exist θ ∈ (0, 12 ] and σ > 0 such that

∀u ∈ H2
0 (Ω), ‖u− ϕ‖H2

0 (Ω) < σ =⇒ ‖∆2u+ f(x, u)‖H−2(Ω) ≥ |E(u)− E(ϕ)|1−θ (11.7)

Remark 11.3.3. In virtue of remark 10.0.4, if ϕ is not a critical point of E, (10.33) is just the consequence

of the fact that E ∈ C1(V, V ′). In this case we don’t have to assume any assumption.

Proof. The proof of (11.7) under hypotheses (11.4) and(11.5) is the same as in the proposition 10.4.1. Now

assume that (11.6) holds. As in the proof of the proposition 10.4.1, we distinguish two cases :

Case 1 : N ≤ 3. Let Z = L2(Ω), by elliptic regularity [4], we know that W := (Π +A)−1(Z) ⊂ H4(Ω)
where Π is the orthogonal projection in L2(Ω) on N := kerA. It is also clear that N ⊂ Z = L2(Ω). The

functionalE : H2
0 (Ω) −→ R is clearly analytic since it is the sum of a continuous quadratic functional and

a Nemytskii operator which is analytic on the Banach algebra H2(Ω) ⊂ L∞(Ω) (see Example 1.4.7 .) By

using Proposition 1.4.5 ), we also obtain that DE :W −→ Z is analytic. We can apply Theorem 10.2.7 to

obtain (10.33).

Case 2 : N ≥ 4. Let p > max(2, N4 ) and Z = Lp(Ω). By elliptic regularity [4], we know that W :=

(Π + A)−1(Z) ⊂ W 4,p(Ω) which is a Banach algebra since p > N
4 . The end is the same as in the first

case.

11.4 The wave equation with nonlinear damping

In [26], L. Chergui succeeded to generalize Theorem 9.3.2 to the semilinear wave equation with nonlinear

localized damping





utt + |ut|αut −∆u+ f(x, u) = 0, (t, x) ∈ R+ × Ω,

u(t, ·)|∂Ω = 0, t ∈ R+,

u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Ω.

(11.8)

One of the difficulties to do that is the proof of compactness of the trajectories in the energy space. His

result has been extended, under natural hypotheses, to possibly nonlocal damping terms in [6].

11.5 Some explicit decay rates under additional conditions

The Łojasiewicz exponent of an equilibrium point is generally difficult to find, even for 2-dimensional ODE

systems. However in some exceptional case, it turns out, for semilinear problems involving a power non-

linearity, to be computable explicitely. This was done in [59] with application to the exact decay of the

solution when the limit is 0, and in [17] under a positivity condition of the energy. The last result allows for

a continuum of equilibria to exist, but only for Neuman boundary conditions.

11.6 More information about decay rates

All our convergence results contain an estimate of the difference between the limiting equilibrium and

the solution. The question naturally arises of the optimality of this estimate. Actually, even when the

equation has a single equilibrium playing the role of a universal attractor of all solutions, the situation

can be rather complicated. If the decay estimate obtained for instance by Liapunov’s direct method or
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Łojasiewicz method is optimal for all solutions other than the rest point itself, it means that all non-trivial

solutions tend to the quilibrium at the same rate, a circumstance which tends to be the exception rather than

the general rule. As an illustration, let us consider the simple ODE

u′′ + u′ + u3 = 0

Apart from the zero solution, it is true (although not completely trivial to prove, cf. e.g.[47] that here

are only two possible rates of decay: as t−
1
2 or as e−t. Actually the first case corresponds to solutions be-

having as those of u′′+u3 = 0 and is shared by most solutions, while the ranges of exponentially decaying

solutions lie on a separatrix made of two curves symmetric with respect to the origin(0, 0) having the rough

shape of spirals.

Analogous properties have been established by the first author for the slightly more complicated equa-

tion u′′ + c|u′|αu′ + |u|βu = 0 where c, α, β are positive constants. If α > α0 := β
β+2 , all trajectories are

oscillatory up to infinity and tend to 0 at the same rate. If α < α0, all trajectories have a finite number of

zeroes on [0,∞) and there are two different rates of decay at infinity . For the details , cf [51].

In a series of papers, the exact decay rate of solutions have been thoroughly studied for more compli-

cated second order ODE and for infinite-dimensional abstract problems containing semilinear parabolic and

hyperbolic equations. We refer to [13, 14, 37, 38, 39] for the details.

11.7 The asymptotically autonomous case

It is natural to ask whether the convergence results are robust under a perturbative source which dies off

sufficiently fast for t large. Such results were obtained in [62], [31], [30], [15] and [16].

11.8 Non convergence for heat and wave equations

Non convergence results for parabolic and hyperbolic equations with smooth non-analytic nonlinearities

were proved by [75], [76] and [65]. Although such negative results may look natural since 2 dimensional

ODE systems already produce such bad phenomena, the question is whether or not the fact that the gener-

ating function is scalar forces the system to behave like a scalar equation. The answer is negative but the

proof is non-trivial.
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