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A New Technique for the Estimation of Cardiac Motion in Echocardiography Based on Transverse Oscillations: A Preliminary Evaluation In Silico and a Feasibility Demonstration In Vivo

Martino Alessandrini, Adrian Basarab, Loic Boussel, Xinxin Guo, André Serusclat, Denis Friboulet, Denis Kouamé, Olivier Bernard, and Hervé Liebgott

Abstract—Quantification of regional myocardial motion and deformation from cardiac ultrasound is fostering considerable research efforts. Despite the tremendous improvements done in the field, all existing approaches still face a common limitation which is intrinsically connected with the formation of the ultrasound images. Specifically, the reduced lateral resolution and the absence of phase information in the lateral direction highly limit the accuracy in the computation of lateral displacements. In this context, this paper introduces a novel setup for the estimation of cardiac motion with ultrasound. The framework includes an unconventional beamforming technique and a dedicated motion estimation algorithm. The beamformer aims at introducing phase information in the lateral direction by producing transverse oscillations. The estimator directly exploits the phase information in two directions by decomposing the image into two 2-D single-orthant analytic signals. An in silico evaluation of the proposed framework is presented on five ultra-realistic simulated echocardiographic sequences, where the proposed motion estimator is contrasted against other two phase-based solutions exploiting the presence of transverse oscillations and against block-matching on standard images. An implementation of the new beamforming strategy on a research ultrasound platform is also shown along with a preliminary in vivo evaluation on one healthy subject.
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I. INTRODUCTION

CARDIOVASCULAR diseases are the leading cause of deaths in the world (48%), and it is projected that the annual number of deaths due to cardiovascular disease will increase from 17 millions in 2008 to 25 millions in 2030 [1]. In this context, clinical assessment of the cardiac function is essential for the diagnosis and treatment of heart diseases. Among available imaging techniques echocardiography has received special attention, since it offers high temporal resolution while being of relatively low cost. Moreover, cardiac motion estimation and the derived strain measures performed from ultrasound image sequences has proven to be a valuable tool for assessing cardiac function [2]–[6]. As a consequence, the development of motion estimation techniques from cardiac ultrasound data has a long history, dating back to the late eighties [7], and is still the topic of active research [8]–[12].

Following [13], most common approaches can be grouped in three main classes. A first family of methods is based on the differential technique known as optical flow. The earlier attempts towards automated cardiac motion estimation belong to this class [7], [14], [15]. Since they rely on the local analysis of spatial and temporal gradients, these methods may fail at estimating large inter-frame cardiac motion. This implies using multi-scale strategies or a block-matching initialization to provide a reliable first-order estimate of the displacement [16]–[18]. A second family is referred to as speckle tracking, and consists in finding the best match, as defined by the adopted similarity measure, between two blocks extracted from two subsequent frames. Most common similarity measures include cross-correlation (CC) [19], [20], sum of absolute differences (SAD) [21], or sum of squared differences (SSD) [22]. It was shown in [23] that these measures provide the maximum likelihood estimate of the displacement for a given statistical distribution of the image noise (Laplacian for SAD, Gaussian for SSD) and, following that observation, a new measure based on a Rayleigh distributed multiplicative noise was there introduced. Similar lines of reasoning have been exploited in [24]–[26]. Finally, several authors proposed to estimate cardiac motion by using nonrigid image registration, i.e., by computing a global deformation map warping a given frame on a reference one. The deformation field can be either discrete or
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parametric and is generally computed by minimizing a given cost function. In [27] the deformation field is represented on a B-spline basis and estimated by applying a SSD-like similarity measure to the image intensity. In [28] a discrete deformation function based on intensity and phase information is used. Since image registration is formulated as an inverse problem, it allows easily introducing a priori such as smoothness [11], [29], or incompressibility [8], [11].

Most of the approaches described above operate on conventional envelope-detected images, i.e., obtained through demodulation of the radio-frequency (RF) signal. Recently, several studies have proposed performing speckle tracking by using the RF signal instead. Since the RF signal contains high frequencies it is indeed better adapted to the estimation of small motions (typically on the order of the emitted pulse wavelength). This is done by using either time-domain correlation or phase difference estimation [30]. This type of technique is particularly used for cardiac elastography and examples include the work by Lubinski [31], Chen [32], D’hooge [33], Lopata [34], [35], and Konofagou [36]. RF-based speckle tracking is, however, currently not widespread in the field of echocardiography because its high motion sensitivity implies high frame rates [33], [37]. A comparison between envelope-detected and RF-based echocardiographic speckle tracking may be found in [34] and [38].

As noted in [34], any of the above-mentioned approaches faces an intrinsic limitation: the reduced lateral resolution (i.e., in the direction perpendicular to the beam propagation axis) and the absence of phase information in the lateral direction results in a low accuracy in the computation of lateral displacements. Several algorithms have been described to tackle this issue, based on sophisticated interpolation schemes or re-correlation [4], [36], [39].

Another way around consists in modifying the image formation in order to introduce phase information in the lateral direction, i.e., by using a particular beam-forming step designed to produce transverse oscillations. This approach has been initiated by Jensen in the field of blood flow quantification [40], [41] and in ultrasound elastography [42], [43]. Preliminary results produced by our group recently extended this technique to echocardiography [44]–[47].

In this context, we describe in this paper a new setup for cardiac motion estimation, based on the following elements.

- A specific beamforming scheme for producing transverse oscillations (TO) in cardiac imaging, i.e., adapted to a sectorial acquisition geometry. As explained above, such an approach allows introducing phase information in the lateral direction and thus improving accuracy of the 2-D motion estimation in this direction.
- A phase-based motion estimation algorithm specifically dedicated to the obtained TO images. This estimator locally constrains the motion to correspond to an affine transform and exploits the available 2-D phase of the TO images. Compared to previously published phase-based motion estimation methods (e.g., [45] or [46]), the approach presented herein combines the phases of two single-orthant analytical signals with an affine transformation instead of simple translations.

The accuracy of the proposed framework is evaluated in silico from five ultra-realistic simulated sequences [48] mimicking respectively three parasternal short-axis and two apical four chamber acquisitions. The new estimator is contrasted against other two phase-based estimators in [49] and [30] and conventional block-matching applied to standard images (i.e., without TO) [50]. Note that, although historically among the earlier techniques proposed for motion estimation in medical ultrasound [50], block-matching nonetheless still remains the methodology of choice [35], [51].

For each algorithm we evaluated the accuracy in recovering the simulated displacement field and in computing the cardiac strain. All algorithms exploiting transverse oscillations were found to estimate more accurately the lateral component of the displacement than standard block matching and this led to an overall better precision in the computation of the total displacement field and of the cardiac strain. Among the phase-based techniques considered the proposed algorithms was found to be in average the more accurate and reliable. An implementation of the new beamforming technique on an ultrasound research platform [52] is also presented along with a preliminary in vivo evaluation of the proposed motion estimation framework for the computation of cardiac strain on one healthy subject. Computed strain curves were in line with what reported in literature for an healthy heart.

The paper is structured as follows. Section II describes the generation of the transverse oscillations for sectorial cardiac acquisition. Section III presents the motion estimation algorithm. Section IV describes the numerical experiments used to evaluate the proposed framework and provides the download link for an implementation of the presented motion estimator. Section V presents the obtained results, which are discussed in Section VI.

II. TRANSVERSE OSCILLATION ULTRASOUND IMAGES

Transverse oscillation (TO) ultrasound images exhibit in the lateral direction the same kind of oscillations normally present in the axial direction [41]. Lateral oscillations are obtained by implementing a point spread function (PSF) presenting, in addition to the common axial modulation, a modulation in the lateral direction. TO modality was originally developed for linear probes where, denoting by $x$ and $z$ lateral and axial coordinates respectively, the system PSF can be written as [53] $h(x, z) = h_x(x)h_z(z)$ with

$$h_x(x) = e^{-\frac{\xi x^2}{\lambda_x^2}} \text{e}^{2\pi i \frac{x}{\lambda_x}}$$

$$h_z(z) = 1 - \frac{\xi z^2}{\lambda_z^2} + \frac{2\pi i \frac{z}{\lambda_z}}{2\pi \lambda_z}$$

where $\xi = \{x, z\}$, $\lambda_x$ ($\lambda_z$) is the lateral (axial) oscillation wavelength and $\sigma_x$ ($\sigma_z$) is the lateral (axial) full-width half-maximum (FWHM) of the Gaussian envelope [42].

The axial profile of the PSF is related to the excitation pulse and the impulse response of the transducer elements used. As a consequence, the axial modulation is naturally present in the axial PSF profile and the weighting window can be adapted using specific excitation pulses. The degrees of freedom that enable one to control the transverse profile of the PSF are instead the delay between the elements used in transmit and in
receive and the weighting coefficients applied to each element in transmit and in receive.

To design these parameters the Fraunhofer approximation is commonly used [54]. Fraunhofer approximation applies to focused acoustic beams and states that, at the focal point, the lateral beam profile \( h_x(x_0) \) and the radiating aperture \( w(x) \) are related by the Fourier transform [54]

\[
h_x(x_0) \propto \int_{A_{\text{aperture}}} w(x) e^{-j \frac{2 \pi}{\lambda} x_0 x} dx.
\tag{2}
\]

From (2) it is straightforward to show that a bi-modal apodization function of the kind [42]

\[
w(x) \propto e^{-\pi \left( \frac{x_0 - x}{\sigma_0} \right)^2} - e^{-\pi \left( \frac{x_0 + x}{\sigma_0} \right)^2}
\tag{3}
\]

realizes the desired lateral profile, with \( x_0 = z \lambda_s/\lambda_x \) and \( \sigma_0 = \sqrt{2} \lambda_s/z/\sigma_x \). As these parameters depend on the axial coordinate, the apodization function has to be dynamically adjusted in order to obtain a depth-invariant PSF [53].

A. Transverse Oscillations in Echocardiography

To date most consolidated applications of TO are blood flow imaging [40], [41], [55] and elastography [42], [43]. In both cases the presence of lateral oscillations has been shown to favor a more accurate estimation of lateral displacements as compared to traditional beamforming techniques.

Recently, the concept of TO has been extended to cardiac ultrasound, where the accurate quantification of lateral heart deformations still remains a challenge [56]. Our group had a pioneering role in studying the feasibility of TO imaging in echocardiography [44]–[47]. In particular, a beamforming technique was presented in [44] for the generation of TO on sectorial probes of common use in cardiac applications. The beamformer design relies on the principle of back-propagation and allows to obtain on pre-scan converted data (i.e., in polar coordinates) the same kind of lateral oscillations otherwise possible on linear probes. More specifically, a PSF completely analogous to the one in (1) can be obtained in the polar space \((\rho, \theta)\). This is done according to the coordinate transformation \( z = \rho \sin \theta \) and \( x = \rho \cos \theta \) and, consequently, the parameters transformation \( \lambda_x \approx \lambda_s/\rho \) and \( \sigma_x \approx \sigma_\theta \), \( \lambda_x \approx \lambda_x \) and \( \sigma_x \approx \sigma_\rho \). The required apodization function has the same form as (3), where the peaks position and width are given by \( x_{\text{peak}} = \lambda_\rho/\lambda_s \) and \( \sigma_{\text{peak}} = \sqrt{2} \lambda_\rho/\sigma_s \). Interestingly, these quantities are no longer depth-dependent as in linear geometries. As a result a space invariant PSF can be obtained on sector scan without dynamically modifying the apodization function. For more detail we address the reader to [44].

III. MOVEMENT ESTIMATION ALGORITHM FOR ECHOCARDIOGRAPHIC IMAGES WITH TRANSVERSE OSCILLATIONS

Consider two rectangular blocks of pixels extracted from two subsequent RF frames \( s(x, z, t_0) \) and \( s(x, z, t_1) \) (for simplicity \( t_1 - t_0 + 1 \)) of a cardiac ultrasound sequence. The motion estimation problem consists in computing the displacement field \( d(x, z) = [d_1(x, z), d_2(x, z)]^T \) mapping the second block onto the first, being \( d_1 \) and \( d_2 \) the lateral and axial components of the displacement respectively. This is normally done by adopting the so-called brightness constancy assumption

\[ s(x, z, t_0) = s(x - d_1(x, z), z - d_2(x, z), t_1) \]

Nevertheless, it has been shown that brightness conservation can be a misleading assumption as far as cardiac ultrasound images are concerned [18]. The reason is that the amplitude of the backscattered echo depends on the angle formed by the acoustic beam and the myocardial fibers, which obviously varies in time due to the heart motion. As a consequence, the same portion of tissue will return different echoes after it position has changed. For this reason, we replace the classical brightness constancy assumption with a more robust phase constancy assumption. Image phase is indeed ideally suited for ultrasound images since it is independent on the local intensity while intrinsically related to the local image structure.

In particular, 2-D single-orthant analytic signals are used to compute the image phase [57]. Based on multidimensional Hilbert transforms, they represent one of the first attempts to generalize the classical 1-D analytic signal to \( n \) dimensions (as for example for 2-D images). The suitability of single-orthant analytic signals for modeling and processing TO ultrasound images has been shown in different contexts from the considered one in [49], [58].

Based on the TO theory presented in the previous section, a signal model consisting of a 2-D spatial modulation at spatial frequencies \( 1/\lambda_x \) and respectively \( 1/\lambda_x \) can be assumed [49]

\[ s(x, z, t_0) = w_s(x, z, t_0) \cos(2\pi \rho/\lambda_x) \cos(2\pi \rho/\lambda_x) \]

where \( w_s \) is a low-pass 2-D window having its highest frequency lower than the frequency of the 2-D cosine (a reasonable hypothesis in TO ultrasound imaging).

The four single-orthant analytic signals are then calculated by canceling three of the four quadrants in the 2-D spectrum. However, given the symmetry of the 2-D Fourier transform of real images, these analytic signals contain, two by two, redundant information [49]. For this reason, we only conserve two of the four available single-orthant analytic signals. Following [49], they can be expressed in the frequency domain as

\[
S_{\text{ss}}(f_1, f_2, t) = S(f_1, f_2, t)(1 + \text{sign}(f_1))(1 + \text{sign}(f_2)),
\]

\[
S_{\text{ss}}(f_1, f_2, t) = S(f_1, f_2, t)(1 - \text{sign}(f_1))(1 + \text{sign}(f_2)),
\]

where capitals letters denote the 2-D Fourier transform, \( f_1 \) and \( f_2 \) denote the lateral and axial frequency respectively and \( \text{sign}(x) = x/|x| \). By denoting \( \Phi_{\text{ss}}(x, z, t) \) and \( \Phi_{\text{ss}}(x, z, t) \) the spatial phases associated to the two considered analytic signals, the phase constancy assumption reads as

\[
\begin{pmatrix}
\Phi_{\text{ss}}(x, z, t_1) \\
\Phi_{\text{ss}}(x, z, t_1)
\end{pmatrix}
= 
\begin{pmatrix}
\Phi_{\text{ss}}(x + d_1(x, z), z + d_2(x, z), t_0) \\
\Phi_{\text{ss}}(x + d_1(x, z), z + d_2(x, z), t_0)
\end{pmatrix}.
\tag{6}
\]

Assuming small displacements, as commonly done in differential techniques, the right-hand side of (6) can be replaced by
its first-order Taylor development and this leads to the linear system of equations [49]

\[
\begin{pmatrix}
\Phi_{x,1}^{(1)}(x, z) \\
\Phi_{x,2}^{(1)}(x, z)
\end{pmatrix} = J \cdot \begin{pmatrix}
d_1(x, z) \\
d_2(x, z)
\end{pmatrix}
\]

(7)

where \(\Phi_{x,1}^{(1)}(x, z)\) and \(\Phi_{x,2}^{(1)}(x, z)\) are the temporal derivatives of \(\Phi_{x,1}\) and \(\Phi_{x,2}\) respectively while

\[
J(x, z, t) = 2\pi \begin{pmatrix}
1/\lambda_x & 1/\lambda_z \\
-1/\lambda_x & 1/\lambda_z
\end{pmatrix}
\]

(8)

is the Jacobian matrix of the vector \([\Phi_{x,1}, \Phi_{x,2}]^T\).

While the motion estimation problem (7) could be in principle solved pixel-wise, the corresponding solution would be highly sensitive to noise, which is not acceptable in a low SNR context as medical ultrasound. The common way around this is to solve the problem in the least squares sense by assuming that all the pixels in a block translate of the same quantity, i.e.,

\[
d(x, z) = A(x, z)u.
\]

(9)

where \(u = [d_{10}, d_{20}, d_{1x}, d_{2x}, d_{2z}]^T\) is the new unknown vector: \(d_{10}\) and \(d_{20}\) correspond to the translation of the window center and \(d_{1x}\) - \(d_{2z}\).

By plugging (9) into (7) and after suitable rearrangement of the system entries, it can be shown (see Appendix A) that the simple translation model is too restrictive in the context of cardiac motion estimation [17], [18]. In this scenario a much better solution is instead represented by the affine model [17], [18]. Considering for simplicity a block centered at \((x_0, z_0) = (0, 0)\), the affine model is

\[
d(x, z) = A(x, z)u. \quad A = \begin{pmatrix}
1 & 0 & x & z & 0 & 0 \\
0 & 1 & 0 & 1 & \emptyset & x & z
\end{pmatrix}
\]

(9)

IV. MATERIALS AND METHODS

A. Evaluation Data Set

A quantitative performance evaluation of the proposed framework was made in silico. A preliminary feasibility study in vivo will be shown in the results section.

For the in silico evaluation we made use of ultra-realistic synthetic echocardiographic image sequences generated according to an original framework we recently developed [48]. Briefly, cardiac motion is mimicked by displacing a set of point scatterers over time. Both scatter amplitude and motion are learned from a real echocardiographic acquisition adopted as a template. From the time-variant scatter map Field II is employed to simulate the image formation process [59], [60]. Since the synthetic cardic motion is known, this can be used to benchmark motion estimation algorithms.

The resulting synthetic sequences are extremely realistic both in their motion and aspect, to the point it is hard to distinguish them from real clinical recordings. In particular, all the typical image artifacts such as reverberations, clutter noise, signal dropout, local intensity and/or contrast variations over time due to changing cardiac fiber orientation, which have a major impact on the performance of algorithms for motion/deformation estimation, are naturally present as they are inherited from the template sequence [48]. As a consequence, although obtained on synthetic data, the reported evaluation is well representative of what could be expected on real clinical data.

Five synthetic sequences were generated according to [48], namely three parasternal short-axis (SAx) and two apical four chamber (A4C), which correspond to two of the most commonly employed views in the clinical practice [61]. In the following the three SAx sequences will be denoted as SAx1, SAx2, and SAx3 while the two A4C sequences will be denoted as A4C1 and A4C2. For each of the five sequences the two acquisition modalities of interest were simulated, i.e., traditional beamforming and TO. Note that the time variant scatter map associated to a synthetic sequence, and hence the benchmark motion field, remained unchanged when modifying the beamforming strategy.

The two acquisition strategies were implemented by suitably setting the receive apodization function of the synthetic probe used by Field II: a standard Hanning window was used in the standard case while the bimodal function in (3) was used in the case with TO. In this latter case the parameters \(\lambda_s = 6^\circ\), \(\sigma_d = 4\lambda_s\) were used, while the remaining probe settings were
kept constant for both acquisition modalities, namely center frequency $f_0 = 4$ MHz, sampling frequency $f_s = 40$ MHz, speed of sound $c = 1540$ m/s and 64 elements. Sweep angle were 65° for the SAx sequences and 75° for the A4C sequences. Frame rate was 50 frames/s for the three SAx sequences and 75 frames/s for the two A4C ones.

Examples of simulated images are given in Fig. 1. Since the TO model (1) holds for pre-scan converted data, images are reported in the polar domain $(\rho, \theta)$. It is evident how the presence of lateral oscillations reflects in a richer speckle pattern as compared to traditional beamforming. Fig. 1 only allows assessing the visual realism of the individual frames. In order to appreciate the dynamical behavior the reader is addressed to the videos posted online.\(^1\)

The Fourier spectrum of two simulated frames (radio frequency images are considered for the frequency analysis) obtained with standard beamforming and TO is reported in Fig. 2(a) and (b), respectively. Note the effect of the lateral oscillations on the scan-line represented by the red segment. End systole (ES) has been assigned in correspondence of the highest muscle contraction and is denoted by a dark green line. For the SAx3 sequence ES corresponds roughly to frame 18.

\(\text{Fig. 1. Comparison of standard beamforming and transverse oscillations: (a) and (b) compare the same frame of the SAx3 sequence in the two acquisition modalities while (c) illustrates the M-mode computed over one cardiac cycle on the scan-line represented by the red segment. End systole (ES) has been assigned in correspondence of the highest muscle contraction and is denoted by a dark green line. For the SAx3 sequence ES corresponds roughly to frame 18.}\)

\(\text{Fig. 2. Amplitude spectrum of the RF images corresponding to the two SAx frames in Fig. 1(a) and (b).}\)

As reference technique for standard RF images we will contrast against other two phase-based solutions: a previous version of the same estimator [49], referred to as **Affine Phase Based Estimator** (APBE), will be contrasted against other two phase-based solutions: a previous version of the same estimator [49], referred to as **Translation Phase Based Estimator** (TPBE), where a simple translation model is considered instead of the affine model in (9), and a technique based on maximizing block-wise the correlation between phase images, referred to as **phase correlation estimator** (PhCorr). The latter, based on an iterative Newton algorithm, estimates the displacement by searching for the phase root of the complex cross-correlation function [30]. For one block of pixels, PhCorr method was implemented to estimate the displacements of all the columns and rows, and the final estimates were the mean values for each direction.

Considering RF data prevents axial down-sampling and this implies dealing with axial displacements which, at conventional sampling rates, are easily of the order of few tens of pixels. As an example, at the considered sampling rate ($f_s = 40$ MHz) and speed of sound $(c = 1540$ m/s), a displacement of 1 mm in the direction of the beam propagation would correspond to a shift of $\sim 52$ pixels.

Displacements of such entity violate the small displacements assumption essential in differential techniques as the proposed one. We dealt with this issue by proceeding in two steps: an initialization phase to produce a coarse estimate of the displacement and a successive refinement, where the proposed phase based estimator was applied to estimate the residual motion. The initialization was performed with block-matching with sums of absolute differences as similarity criterion. At this stage no interpolation (i.e., no sub-pixel precision) was used in order to speedup the procedure. Initialization was not performed on the RF directly but on the B-mode. Indeed B-mode images, being base-band, are better suited for the analysis of large deformations than RF [38].

In order to have a fair comparison among the four considered algorithms, the same initialization was kept both when the refinement was made on standard RF (the case of BM) and on TO RF (the case of the APBE and TPBE algorithms). In particular the initial estimate was obtained from B-mode images without transverse oscillations.

The initialization procedure is summarized in Fig. 3. The block-matching initialization $D = D_1, D_2$ determines the two blocks $s_1$ and $s_2$ for the successive refinement $\Delta D$. The total displacement is then given by $D + \Delta D$. For what concerns the algorithm in Section III, the fact that the two blocks are not aligned only implies replacing in (10) and (11) $\Phi_{s_2}(x, z)$ with $\Phi_{s_2}(x + D_1, z + D_2)$. The parameters $[L_1, L_2]$ and $[G_1, G_2]$ defined in Fig. 3 were the only required. They were optimized in order to have the smallest estimation error (see next section for more details) on the synthetic SAx3 sequence. The optimal found values (in pixels) corresponded to: $I_1 = 16, I_2 = 64, G_1 = 3$ and $G_2 = 64$. The RF image size was 4562 x 113 pixels\(^2\).

When block-matching was employed for the refinement interpolation factors of 1 and 6 were used in the axial and lateral directions respectively. Note that, due to the high sampling frequency of RF data, an interpolation of 1 in the axial direction was sufficient to obtain a resolution of $c/|2f_s| \approx 0.02$ mm.
by block-matching and de
computation to the region of the left-ventricle muscle. The latter was manually contoured from the first frame of each synthetic sequence. The mask was then propagated to all the frames of the sequence.

C. Accuracy Assessment

The four algorithms were compared in terms of accuracy in the recovered displacement field and in the computed cardiac strain.

1) Displacement Field: Let us denote as $\mathbf{d}_k(x, z) = [d_{k,1}(x, z), d_{k,2}(x, z)]$, the ground-truth displacement between frame $k$ and frame $k+1$ at position $(x, z)$ and as $\mathbf{d}_k(x, z) = [d_{k,1}(x, z), d_{k,2}(x, z)]$ the estimated one.

The results in polar coordinates were considered first. Hereto the main goal is to show the improvement in the estimation of lateral displacements made possible thanks to the proposed framework. Lateral and axial errors were used for this purpose

$$\epsilon_{k,\text{lat}}(x, z) = |d_{k,1}(x, z) - d_{k,1}(x, z)|$$
$$\epsilon_{k,\text{ax}}(x, z) = |d_{k,2}(x, z) - d_{k,2}(x, z)|$$
(12)

where $|\cdot|$ denotes the absolute value. Error study was limited to the region of the left-ventricle muscle. The latter was manually contoured from the first frame of each synthetic sequence. The mask was then propagated to all the frames of the sequence by using the benchmark motion field. The value of these error metrics will be reported in pixels.

Cardiac ultrasound sequences are commonly visualized and processed in Cartesian coordinates, i.e., after scan conversion of the beamformed images. For this reason the remaining part of the evaluation considered scan converted images. In this case, the accuracy in the recovered displacement was measured with the endpoint error [62]

$$EE_k(x, z) = \|\mathbf{d}_{k}^{\text{SC}}(x, z) - \mathbf{d}_{k}^{\text{GC}}(x, z)\|_2$$
(13)

where $\mathbf{d}_{k}^{\text{GC}}(x, z)$ and $\mathbf{d}_{k}^{\text{SC}}(x, z)$ denote the reference and the estimated displacement after scan conversion and $\|\cdot\|_2$ is the $\ell_2$-norm. Errors in Cartesian coordinates were measured in millimeters.

2) Strain: Cardiac strain was measured similarly to [63]. The endocardium was first manually contoured in the ED frame (i.e., the first frame of the sequence). A ROI for strain estimation was then created by expanding the endocardial contour along its normal to represent the myocardium. This region was subsequently populated in the directions normal and tangential to the endocardial contour with 6 and 100 sample points respectively, and given a label corresponding to one of the heart segments. Segments were established following the guidelines given by the American Heart Associated (AHA) [64]. Namely, six equally spaced segments around the circumference were considered for SaX views while, for what concerns apical views, three equally spaced longitudinal levels were defined from base to apex, either on the septal or lateral side, thus leading again to six segments.

The test points were then displaced over the full cardiac cycle by using the reference displacement and the displacement estimated by each algorithm. The strain along a direction $\mathbf{n}$ at time $k$ was then computed as [29], [63]

$$\epsilon_{n}(k) = \frac{D_n(k)}{D_n(0)} - 1$$
(14)

where $D_n(k)$ denotes the distance between two consecutive test points. More precisely, normal and tangential directions on SaX sequences were used to determine radial and circumferential strain components ($\epsilon_{RR}$ and $\epsilon_{GC}$) respectively, while the tangential directions on apical sequences was used to determine the longitudinal component $\epsilon_{LL}$.

Note that each simulated sequence corresponds to one full cycle from one end-diastole to the following. Given the periodicity of the cardiac cycle it is therefore reasonable to assume $\epsilon_{n}(N_F) = 0$ being $N_F$ the number of frames in the sequence.

As in [29], [63], this condition is imposed by applying the following drift compensation to the computed strain curves. The strain compensated strain $\epsilon_{dc}^{n}$ is

$$\epsilon_{dc}^{n}(k) = \epsilon_{n}(k) - \frac{k-1}{N_F-1}\epsilon_{n}(N_F).$$
(15)

Segmental strain was obtained by averaging the strain values computed point-wise on the test points on each segment.

3) Statistical Analysis: For what concerns the accuracy in retrieving the displacement field, the statistical significance of the differences among the four algorithms was tested by means of the Friedman rank test ($\alpha = 0.05$) in conjunction with the post-hoc test proposed by Daniel [65], as suggested in [66]. Strain accuracy was instead assessed by using the Pearson correlation coefficient $\rho$ together with the bias $\mu$ and standard deviation $\sigma$ returned by the Bland–Altman (BA) analysis. For each

---
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correlation value the p-value was computed testing the hypothesis of no correlation. The statistical significance of each reported bias \( \mu \) was measured with a t-test. Fisher’s z-transform \( \alpha \) was used to compare the strengths of different correlations. T-test \( \alpha = 0.05 \) was used to compare the biases returned by the BA analysis.

Segmental strain values were considered and all segments were included in the analysis. The three strain components \( \epsilon_{HR}, \epsilon_{CC}, \) and \( \epsilon_{IL} \) were considered independently. Among the different phases in the cardiac cycle, the strain at end systole has been shown to be particularly relevant for diagnosis [12]. Hereto the accuracy in computing end-systolic strain values was measured separately and will be presented in the results section. Nevertheless, considering a single time instant reduced the sample size to a point that statistical significance was never observed. In order to have more statistically significant results, and together to have a more exhaustive look at the strain behavior over time, the analysis was repeated by including multiple time instants obtained by sampling one frame out of eight. Temporal sub-sampling was adopted to avoid correlation.

Let us finally note that no post processing operation such as low-pass or median filtering was performed on the estimated displacement fields. This was done to have a direct understanding of the relation between the data type (standard beamforming and TO) and the accuracy possible in the computation of displacements.

V. RESULTS

A. In Silico Results

1) Accuracy in the Displacement Field: Tables I and II report respectively the lateral and axial displacement errors measured in pixels on the five simulated sequences before scan conversion while Table III reports the errors measured in millimeters after scan conversion. Mean values and standard deviations are computed for each sequence by including all pixel estimates and all frames. An analysis of the errors behavior over time is provided by Fig. 4.

From Table I all algorithms exploiting TO images almost consistently return in average more accurate lateral motion estimates than regular block matching on standard RF images, with the only exception of sequence A4C1 where the PhCorr algorithm performs the worst. This result reveals that the additional lateral information introduced by the TO framework can be effectively exploited to compute more accurate estimates of cardiac motion. Moreover among the considered algorithms the proposed APBE motion estimator regularly produced the estimates with the smallest mean error and the smallest variance, which reveals a superior accuracy and reliability. As shown by Fig. 4(a) and (b), the higher accuracy of the APBE method in the lateral direction was observed at almost every time instant.

From what concerns errors in the axial direction, as shown by Table II and Fig. 4(c) and (d), on one side both TPBE and PhCorr algorithms performed very similarly to BM. This is easily explained by the fact that lateral oscillations do not modify substantially the axial profile of the system PSF and hence no improvement is expected for the motion computation in that direction. On the other side the proposed APBE motion estimator was observed to produce in average slightly higher errors than the other algorithm considered. Note otherwise that, despite an increase in the average error, the error dispersion obtained by the proposed algorithm was still the smallest among the considered techniques. As a remark note that the fact that errors are much higher in the axial direction than in the lateral one is explained by the fact that, as mentioned in Section IV-B, axial displacement on RF data can be easily one order of magnitude larger than lateral ones (few pixels versus tenth of pixels).
Fig. 4. Errors in the estimated displacement displayed over time for the SAx3 sequence. First, second, and third row report the lateral error (in pixel), the axial error (in pixel) and the endpoint error after scan conversion (in millimeters), respectively. Mean error and its standard deviation are presented in adjacent subfigures. Each simulated cardiac cycle goes from end diastole to end diastole. On each error plot end systolic frame is illustrated by a vertical dashed line. For a more detailed understanding of the timing cf. the M-mode of the sequence in Fig. 1(c).

The error after scan conversion is illustrated in Table III and Fig. 4(e) and (f). Clearly, is the value of displacement computed after scan conversion to represent the actual deformation of the cardiac muscle in the physical space and hence to have a meaning in the diagnostic process. In this case the proposed algorithm is the one returning the displacement estimates with the smallest mean error and standard deviation. Again this property is persistently observed at almost all time instants.

 Concerning statistical consistency, all differences reported in this section were find to be significant with $p < 0.0001$ as defined by the Friedman rank test. Note that spatial subsampling of the displacement field was performed prior to the statistical analysis in order to avoid correlation between samples.

Clearly, the value of the measured errors is correlated with the velocity profile during the cardiac cycle: large errors are expected in the instants of fastest motion as ejection and rapid inflow while smaller errors are expected when the motion is slow as at end systole and end diastole. This explains the bi-modal behavior of the error curves in Fig. 4. To give better insights on this dependency, the error curves obtained with the proposed algorithm are put in relation with the average true displacement of the cardiac muscle in Fig. 5.

The spatial behavior of the estimation error for the four approaches considered is reported in Fig. 7. The error image is relative to the 27th frame of the simulated SAx3 sequence and illustrates the performance of each algorithm in a worst case scenario. Indeed at that instant, belonging to the rapid ventricular filling phase [cf. Fig. 1(c)], the highest average velocity over the entire cardiac cycle was measured. The error maps confirm that all estimators based on TO RF images outperform block matching in estimating lateral displacements while the precision in the axial direction is very similar among the four solutions. Among the four estimators, the APBE algorithm produces the errors with the smallest average value and the more

Fig. 5. Comparison between the errors computed by the proposed algorithm (in red) and the mean value of the reference displacement field (in green). Figures (a), (b), and (c) correspond respectively to the errors in the lateral direction, axial direction and after scan conversion as reported in Fig. 4(a), (c), and (e).

Fig. 6. Example of estimated motion fields on one diastolic (a) and one systolic (b) frame of the short axis sequence. Color encodes the radial velocity component according to the colormap in (c). White cross denotes the LV center here located manually. Note how the estimated motion fields reflects the physiological expansion and contraction of the cardiac muscle in these two phases of the cardiac cycle.
uniform spatial distribution. Note that the maximum error localized on the endocardial contour is due to the motion of the mitral valve which interferes on the displacement computation within the muscle.

For what concerns the BM algorithm, sub-pixel accuracy was obtained in the lateral direction by interpolating of a factor 6 while no interpolation was employed in the axial direction. We verified that no relevant improvement in the motion estimation accuracy was obtained by increasing those values.

2) Strain Analysis: Table IV compares the four algorithms in terms of their accuracy in the computation of cardiac strain. Multiple frames are considered in order to have a statistically relevant comparison. All algorithms exploiting TO were observed to return more accurate strain estimates for all the three directions. The proposed APBE algorithm was the one producing in average more consistent estimates: it produced the highest correlation for the two strain components $\varepsilon_{RR}$ and $\varepsilon_{LL}$, the smallest bias for the two components $\varepsilon_{RR}$ and $\varepsilon_{CC}$ and the smallest standard deviation for $\varepsilon_{LL}$. In the remaining cases the TPBE algorithm was the most accurate, however note that in those cases the differences with APBE were not statistically significant, except for the bias of $\varepsilon_{LL}$. Moreover note that measured biases for the APBE algorithm were not statistically significant for $\varepsilon_{RR}$ [$p = 0.71$] and $\varepsilon_{CC}$ [$p = 0.72$]. The Bland–Altman plot of the four algorithms considered for the radial, circumferential and longitudinal strain components respectively are illustrated in Figs. 8, 9, and 10, respectively.

Examples of computed strain curves are provided in Fig. 11. All the three algorithms exploiting TO produce strain curves closer to the benchmark than BM. We measured the normalized

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\varepsilon_{RR}$</th>
<th>$\varepsilon_{CC}$</th>
<th>$\varepsilon_{LL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$ (p-value)</td>
<td>$\mu$ (p-value)</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>APBE</td>
<td>0.96 (&lt; 0.001)</td>
<td>0.24 (0.71)</td>
<td>6.60</td>
</tr>
<tr>
<td>TPBE</td>
<td>0.94 (&lt; 0.001)</td>
<td>1.04 (0.13)</td>
<td>6.71</td>
</tr>
<tr>
<td>BM</td>
<td>0.64* (&lt; 0.001)</td>
<td>12.41* (&lt; 0.001)</td>
<td>25.37</td>
</tr>
<tr>
<td>PhCor</td>
<td>0.87* (&lt; 0.001)</td>
<td>-0.69 (0.66)</td>
<td>10.45</td>
</tr>
</tbody>
</table>

$\rho$ and $\mu$ denote the correlation and the mean, respectively, and $\sigma$ the standard deviation.

Table IV

**Comparison of the Four Algorithms for Estimation of Radial Strain $\varepsilon_{RR}$, Circumferential Strain $\varepsilon_{CC}$ and Longitudinal Strain $\varepsilon_{LL}$**

The $p$-Value Between Brackets Reports the Statistical Significance of the Reported Value. Symbol * Denotes Values Statistically Different ($p < 0.05$) From the One of APBE.

Statistical significance of the differences was measured with the Fisher’s z-Value for $\rho$ and with a T-Test for $\mu$.
distance between the estimated strain curve and the benchmark as

\[ D_{\text{algo}} = \sqrt{\frac{\sum_k (\varepsilon(k) - \bar{\varepsilon}(k))^2}{\bar{\varepsilon}(k)^2}} \]  

(16)

where \( \bar{\varepsilon}(k) \) is the benchmark global strain at time \( k \) while \( \varepsilon(k) \) is the computed one. For all strain components, the APBE algorithm returned the estimate with the smallest normalized distance: for \( e_{RR} \) it was \( D_{\text{APBE}} = 0.19, D_{\text{TPBE}} = 0.23, D_{\text{PhCort}} = 0.36 \) and \( D_{\text{BM}} = 0.85 \); for \( e_{CC} \) it was \( D_{\text{APBE}} = 0.10, D_{\text{TPBE}} = 0.16, D_{\text{PhCort}} = 0.27 \) and \( D_{\text{BM}} = 0.67 \); for \( e_{LL} \) it was \( D_{\text{APBE}} = 0.05, D_{\text{TPBE}} = 0.07, D_{\text{PhCort}} = 0.91 \) and \( D_{\text{BM}} = 0.25 \).

End-systolic strain values have been shown to be relevant for the assessment of cardiac function. Given the size of the data set, the number of end-systolic strain values were not sufficient to have statistical significance. The results of the strain analysis restricted to end-systole are reported for sake of completeness in Table V. What qualitatively shown is that also in this case techniques based on TO in average outperform BM (cf. biases and standard deviations). Comparing the different phase-based techniques becomes instead more complicated given the very limited number of samples.

3) Computational Complexity: A final issue concerns the computational complexity. Fast processing is indeed particularly desirable as far as medical ultrasound is concerned, since the real-time capability is one of the main advantages of this technique. All the considered algorithms were implemented in MATLAB (R2011b, The Math-Works, Natick, MA, USA) and executed on a desktop PC with a 3.47 GHz Intel Xeon X5690 processor, 12 Gb of RAM and running Windows 7. The RF image size was of 4562x112 pixels\(^2\) for the SAx sequence and 6724x189 pixels\(^2\) for the A4C.

The most onerous step was the block-matching initialization, which on the SAx sequence took roughly 60 s/frame.
This is clearly a limitation of the current implementation. Nevertheless one should consider that real-time implementations of speckle-tracking exist and can be directly employed to speed up the initialization procedure [67]. Concerning the refinement instead, this took roughly 2.5 s/frame for the phase-based estimators and 22 s/frame for BM. Again, the reported times are certainly implementation dependent. In particular more effective implementation can be adopted to decrease the cost associated to BM. Nonetheless it is important to note the computational complexity of the phase based estimators is considerably inferior to the one associated to BM. Indeed, in the first case, the displacement is directly given by the solution of the two $3 \times 3$ linear systems of equations given by the least squares solution of (10) and (11), while BM requires interpolation to obtain sub-pixel accuracy and the iterative search of the best match position within each block. For this reason a considerable speedup over BM can still be expected even in more optimized implementations.

### B. In Vivo Results

The goal to this section is to show that the state of advance of the proposed framework is beyond simple simulation and an in vivo evaluation on real clinical recording is already possible.

---

**Fig. 11.** Comparison among the four computed strain curves and the benchmark. Global strain values (i.e., averaged over the entire muscle) are considered at each time instant.

**Fig. 12.** Sample images acquired with the UlaOp platform. Two acquisition modalities on an apical view are compared in (a) and (b). The two acquisition modalities on a short axis view are compared in (c) and (d). (a) Without TO. (b) With TO. (c) Without TO. (d) With TO.
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**TABLE V**

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{RR}$</th>
<th></th>
<th>$\epsilon_{CC}$</th>
<th></th>
<th>$\epsilon_{LL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$ (p-value)</td>
<td>BA $\mu$</td>
<td>BA $\sigma$</td>
<td>$\rho$</td>
<td>BA $\mu$</td>
</tr>
<tr>
<td>APBE</td>
<td>0.94 (0.001)</td>
<td>-0.22</td>
<td>9.79</td>
<td>0.95 (0.00)</td>
<td>1.58</td>
</tr>
<tr>
<td>TPBE</td>
<td>0.91 (0.001)</td>
<td>-0.30</td>
<td>8.64</td>
<td>0.97 (0.00)</td>
<td>2.57</td>
</tr>
<tr>
<td>BM</td>
<td>0.92 (0.003)</td>
<td>-4.50</td>
<td>25.11</td>
<td>0.85 (0.00)</td>
<td>4.94</td>
</tr>
<tr>
<td>PnCorr</td>
<td>0.90 (0.003)</td>
<td>-4.66</td>
<td>14.81</td>
<td>0.91 (0.00)</td>
<td>3.01</td>
</tr>
</tbody>
</table>

---

This is clearly a limitation of the current implementation. Nevertheless one should consider that real-time implementations of speckle-tracking exist and can be directly employed to speed up the initialization procedure [67]. Concerning the refinement instead, this took roughly 2.5 s/frame for the phase-based estimators and 22 s/frame for BM. Again, the reported times are certainly implementation dependent. In particular more effective implementation can be adopted to decrease the cost associated to BM. Nonetheless it is important to note the computational complexity of the phase based estimators is considerably inferior to the one associated to BM. Indeed, in the first case, the displacement is directly given by the solution of the two $3 \times 3$ linear systems of equations given by the least squares solution of (10) and (11), while BM requires interpolation to obtain sub-pixel accuracy and the iterative search of the best match position within each block. For this reason a considerable speedup over BM can still be expected even in more optimized implementations.
The proposed image formation technique with transverse oscillations was implemented on a real scanner. In particular the ultrasound research platform Ula-op [52] equipped with a cardiac probe model PA230 from Esaote (Esaote Spa, Genoa, Italy) was used. The acquisitions were performed by an experienced radiologist on one 25-year-old male healthy volunteer. In particular two views were acquired: one apical four chamber and one parasternal short axis. In order to compare standard B-mode images and the proposed TO beamforming, the RF lines of the two imaging modalities were interleaved during the acquisition: every second line corresponded to a conventional B-mode sector scan and the other one used the beamforming strategy of Section II to provide TO images. The frame rate for both modalities was of 25 frames/s. The RF signals were acquired at a sampling frequency of 50 MHz.

The beamformer was designed so to add oscillations in the lateral direction. As already known from blood flow imaging and elastography such an acquisition scheme leads to an image model intrinsically better suited for the estimation of lateral displacements. We then presented an algorithm specifically designed to exploit the availability of a phase information in the two directions. This was done by decomposing the ultrasound image into two 2-D single-orthant analytic signals and assuming time conservation of the two associated image phases.

A quantitative evaluation of the proposed setup was performed in silico on five synthetic cardiac ultrasound sequences. The comparison included block-matching on standard images without transverse oscillations and other two phase-based solutions exploiting the presence of oscillations in the lateral direction. The obtained results revealed an higher accuracy in the estimation of the cardiac motion when TO were employed. In particular the proposed estimator were the most accurate among the three phase-based algorithms. This better accuracy reflected into a more robust estimation of the cardiac strain. More specifically the proposed setup was the one allowing in average for the highest correlation with the reference strain values, the smallest bias and the smallest limits of agreement as computed with the Bland Altman analysis.

While the estimation of lateral displacements were improved by the employment of the affine model, leading to an overall higher accuracy on the motion field after scan-conversion, we acknowledge that the estimates in the axial direction were in average slightly less precise than what obtained with the other techniques considered. A possible reason is that a more complex model (as the affine one) is more prone to over-fitting than a simple one (as the translation one) in the presence of noise. One solution would be locally choosing for the model best adapted to the data (translation or affine in our case) as proposed e.g., in [69]. This possibility will be considered in future studies.

The synthetic evaluation is a first necessary step towards a more thorough validation including phantom experiments and real patients, which will be the topic of future studies. In this perspective an implementation of the proposed beamforming technique with transverse oscillations on the UlaOP ultrasound research platform was presented in the paper along with the preliminary motion estimation results on one healthy volunteer. In particular in this preliminary evaluation it was shown that the extracted strain curves were consistent with what expected from the literature.

An issue that requires consideration in view of a clinical evaluation is how transverse oscillations are perceived by the final user, i.e., the physician. This evaluation must consider the
opinion of multiple experts and falls beyond the scope of this paper. Nevertheless one should consider that several possibilities exist to exploit transverse oscillations for motion/strain estimation while visualizing images close to the standard b-mode images currently of use in the clinical practice. One possibility would be to acquire the two modalities in parallel (possibly with a dedicated architecture for TO). The second possibility would be extending envelope detection to the lateral direction so to account for lateral oscillations. Interestingly this 2-D envelope could be directly obtained as the amplitude of the single-orthant analytic signal computed in (5), and hence would not require supplemental calculations.

Concerning the computational complexity, the generation of transverse oscillations only implies modifying the receive apodization function of the system and hence it does not increase the computational demand. Instead for what concerns the motion estimation algorithm its implementation in terms of computational efficiency is still sub-optimal (MATLAB implementation) and hence not competitive with the block matching implementations present on commercial systems. Nevertheless the proposed estimator is in principle less onerous than block matching as no iterative research within a search window is needed and no interpolation is needed to reach sub-pixel accuracy. Moreover, being local, the proposed estimator is intrinsically parallelizable and can hence take advantage of parallel computation platforms as GPUs.

Future studies include an extension of the proposed setup to 3-D echocardiography. Despite 2-D still remains the modality of choice in the clinical practice, 3-D US has shown to be potentially more accurate in the quantification of cardiac mechanics and, therefore, a more reliable diagnostic tool. For what concerns the proposed framework, the extension of the estimator to 3-D is straightforward, cf. [49]. For the beamforming of 3-D TO images, several approaches are possible. First of all a matrix array will be necessary because a two dimensional apodization function must be designed. Pihl and Jensen and Pihl et al. proposed in [70] and in [71] respectively a twofold 2-D approach where two different 3-D volumes are formed to estimate 3-D vector motion maps: one with TO oriented in the lateral direction and one with the TO oriented in the elevation direction. In [72], Salles et al. proposed to use instead a separable 2-D apodization function featuring four Gaussian peaks to obtain directly volumes featuring both, lateral and elevation oscillations.

Appendix A
Decomposition of the Motion Estimation Problem

For one pixel of coordinates \((x, z)\), using the analytical expression of the Jacobian matrix given in (8), the spatial phase time consistency in (7) may be further developed as a system of two equations

\[
\begin{align*}
\phi_{e1}(x, z) &= 2\pi/\lambda_e d_1(x, z) + 2\pi/\lambda_e d_2(x, z) \\
\phi_{e2}(x, z) &= -2\pi/\lambda_e d_1(x, z) + 2\pi/\lambda_e d_2(x, z).
\end{align*}
\]

Replacing \(d_1(x, z)\) and \(d_2(x, z)\) in (17) by the affine model in (9) and adding and subtracting the two previous equations leads to

\[
\begin{align*}
\frac{\lambda_e}{2\pi} \left( \Phi_{e1}(x, z) - \Phi_{e2}(x, z) \right) &= \left( \begin{array}{c} 1 \ x \\ z \end{array} \right) \left( \begin{array}{c} d_{10} \\
1_d \end{array} \right) \\
\frac{\lambda_e}{2\pi} \left( \Phi_{e1}(x, z) + \Phi_{e2}(x, z) \right) &= \left( \begin{array}{c} 1 \ x \\ z \end{array} \right) \left( \begin{array}{c} d_{20} \\
2_d \end{array} \right),
\end{align*}
\]

Finally, by applying (18) for a block of \(N^2\) pixels of coordinates \((x_i, z_i)\) with \(i\) running from 0 to \(N^2-1\), we obtain the two systems of equations given in (10) and (11).
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