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Approximate Controllability via Adiabatic Techniques for the Three-Inputs Controlled Schrödinger Equation∗

Francesca Carlotta Chittaro † and Paolo Mason ‡

Abstract. We consider a system described by a controlled bilinear Schrödinger equation with three external inputs. We provide a constructive method to approximately steer the system from a given energy level to a superposition of energy levels corresponding to a given probability distribution. The method is based on adiabatic techniques and works if the spectrum of the Hamiltonian, as a function of the control parameters, admits conical intersections of eigenvalues. We provide sharp estimates of the relation between the error and the controllability time, and we show how to improve these estimates by selecting special control paths. As a byproduct of our results we show that conical intersections are stable with respect to general perturbations of the Hamiltonian and we also provide some results on the regularity of the eigenfamilies along paths locally around conical intersections.
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1. Introduction. A typical issue in quantum control concerns the controllability of the bilinear Schrödinger equation

\[ i \frac{d\psi}{dt} = \left( H_0 + \sum_{k=1}^{m} u_k(t) H_k \right) \psi(t), \]

where \( \psi \) belongs to the unit sphere of a (finite or infinite dimensional) complex separable Hilbert space \( \mathcal{H} \) and \( H_0, \ldots, H_m \) are self-adjoint operators on \( \mathcal{H} \). Here \( H_1, \ldots, H_m \) represent the action of external fields on the system, whose strength is given by the scalar-valued controls \( u_1, \ldots, u_m \), while \( H_0 \) describes the uncontrolled dynamics of the system.

The controllability problem aims at establishing whether, for every pair of states \( \psi_0 \) and \( \psi_1 \) in the Hilbert sphere, there exist controls \( u_k(\cdot) \) and a time \( T \) such that the solution of (1) with initial condition \( \psi(0) = \psi_0 \) satisfies \( \psi(T) = \psi_1 \).

While the case where \( \mathcal{H} \) is a finite dimensional Hilbert space has been widely understood [3, 15], in the infinite dimensional case the answer is far from being given. In particular, negative results have been proved when \( \mathcal{H} \) is infinite-dimensional (see [4, 30]). Hence one has to look for weaker controllability properties as, for instance, approximate controllability (see for instance [7, 9, 13, 23, 25]), or controllability between subfamilies of states (in particular the eigenstates of \( H_0 \), which are the most relevant physical states) or in suitably regular subspaces of the space of square-integrable functions (see [5, 6]).

∗ Submitted to the editors DATE. This work is partially based on the conference proceeding [11].

Funding: It has been supported by a public grant overseen by the French National Research Agency (ANR) as part of the “Investissement d’Avenir” program, through the iCODE Institute project funded by the IDEX Paris-Saclay, ANR-11-IDEX-0003-02, and by the project CARTT-IUT Toulon.

† Aix Marseille Université, CNRS, ENSAM, LSIS UMR 7296, 13397 Marseille, France, and Université de Toulon, CNRS, LSIS UMR 7296, 83957 La Garde, France (francesca-carlotta.chittaro@univ-tln.fr)

‡ Laboratoire des Signaux et Systèmes, CNRS - CentraleSupélec - Univ. Paris-Sud, Université Paris-Saclay, 3, rue Joliot Curie, 91192, Gif-sur-Yvette, France (paolo.mason@l2s.centralesupelec.fr).
Unlike most of the known controllability results, mainly obtained by means of non-constructive arguments, the method proposed in this paper permits to explicitly select control inputs steering the system from the initial state to an arbitrarily small neighborhood of the given target state.

Adiabatic theory and conical intersections between eigenvalues constitute the main tools of the control strategy we propose in this paper.

Roughly speaking, the adiabatic theorem (see [8, 24, 28]) states that the occupation probabilities associated with the energy levels of a time-dependent Hamiltonian $H(\cdot)$ are approximately preserved along the evolution given by $i \dot{\psi}(t) = H(t) \psi(t)$, provided that $H(\cdot)$ varies slowly enough. This result works whenever the energy levels (i.e. the eigenvalues of $H(\cdot)$) are isolated for every $t$. On the other hand, if two eigenvalues intersect, and provided that $H(\cdot)$ is smooth enough, the passage through the intersections may determine (approximate) exchanges of the corresponding occupation probabilities (see [28, Corollary 2.5] and [17]). For these reasons, adiabatic methods are largely used in quantum control to induce population transfers (see for instance the techniques known as Stimulated Raman Adiabatic Passage (STIRAP), Stark-chirped rapid adiabatic passage (SCRAP)) and to prepare superposition states [20]. The applications of adiabatic methods in quantum control, as a tool for obtaining controllability results, have already been exploited in previous papers (see for instance [1, 10, 22, 33]). The general idea is to use slowly varying controls, taking advantage of the adiabatic theorem, and “climb” the energy levels through the conical intersections.

The method proposed in this paper is based on some ideas developed in [10] in the case $m = 2$ for self-adjoint Hamiltonians with real matrix elements. It exploits a generalization of [28, Corollary 2.5] stating that it is possible to arbitrarily recombine the probability weights associated with two subsequent energy levels by following (slowly) a suitable control path passing through a conical intersection between them. One of the main limits of the results of [10] consists in the fact that only Hamiltonians with real matrix elements (with respect to some suitable basis of the Hilbert space) are considered, and only bounded operators are admitted as control Hamiltonians. Many important classes of physical systems are thus excluded: for instance, spin systems in magnetic fields (described by Pauli matrices), and, in infinite dimension, Schrödinger Hamiltonians containing external fields coupled with the momentum. The purpose of this paper is to overcome this issue by adapting the control strategy introduced in [10] to the general case of self-adjoint Hamiltonians, assuming that three controlled Hamiltonians, relatively bounded with respect to the uncontrolled one, are employed.

Preliminary results in this sense were discussed in [11].

The control strategy applies whenever a part of the spectrum of the Hamiltonian operator is uniformly separated from the rest of the spectrum (as a function of the control parameters), is discrete and, within it, each pair of subsequent eigenvalues intersect in a conical intersection. When there exists such a portion of the spectrum, called separated discrete spectrum, this control strategy permits to attain (approximately) a state having a prescribed distribution of probability (relative to the energy levels of the separated discrete spectrum) starting from an eigenstate. In particular this entails a controllability property, that we call spread controllability, which, although weaker than the usual approximate controllability property, is more practical. Indeed, the relative phases between pairs of components in the eigenbasis decomposition are essentially uncontrollable since they evolve according to the gaps between the corresponding energy levels. Furthermore, notice that this method allows us to control the population inside some portion of the discrete spectrum, if well separated
from the rest, even in the presence of continuous spectrum, unlike many other classical methods.

Concerning the precision of the method, an application of the adiabatic theorem together with [28, Corollary 2.5] shows that the maximal error is of the order of the square root of the control speed. On the other hand the precision of the transfer may be remarkably improved if one follows some special paths in the space of controls; namely, such paths permit to attain a state with a prescribed probability distribution with an error of the order of the control speed. In practice, this means that in order to guarantee a given precision one may significantly reduce the duration of the process, whose extent constitutes one of the main disadvantages of the implementation of adiabatic techniques.

From a technical point of view, the choice of three instead of two controlled Hamiltonians leads to a different (and more involved) analysis of the properties of conical intersections and of the special paths introduced in the control algorithm. Also, many changes are due to the different regularity properties of the spectrum and of its related objects in the case of possibly unbounded controlled Hamiltonians. These properties are carefully investigated (see Appendix A) by using tools from perturbation theory. Notice that the choice of three controls is quite natural when looking for eigenvalues intersections, since it is well-known, for Hermitian matrices or within spaces of self-adjoint operators satisfying particular transversality conditions, that the set of operators admitting multiple eigenvalues is a submanifold of codimension three (see e.g. [2, 29, 31]). Moreover conical intersections do not constitute a pathological phenomenon since all eigenvalue intersections are generically conical in the finite dimensional case and in some physically relevant infinite dimensional models (for reasons of space, this result will be presented in a future work). Conical intersections are also structurally stable with respect to variations of the Hamiltonian operator, as shown in Theorem 23. Concerning the relation between conical intersections and controllability properties of the bilinear Schrödinger equation, let us finally mention [12].

The structure of the paper is the following. In Section 2 we introduce the notations used throughout the paper, the main assumptions and definitions, and we adapt the classical statement of the adiabatic theorem to our setting. In Section 3 we discuss some properties of conical intersections and related results that allow to propose the basic control strategy. In Section 4 we define special paths and, by means of a series of technical results, we show that they can be included in the control algorithm in order to improve its performance. As a byproduct, we get a structural stability result concerning conical intersections. Some numerical examples are provided in Section 5. In Section 6 we briefly mention some extensions of the control strategy and of the controllability results obtained earlier. Appendix A gathers the technical results concerning the regularity of the spectrum and of the spectral projections that are needed throughout the paper.

2. Notations and preliminary results. We start this section by introducing the notations that will be used in the rest of the paper.

For a set $A \subset \mathbb{C}$ and $z \in \mathbb{C}$, we denote by $d(z, A) = \inf_{x \in A} |z - x|$ the distance between the point $z$ and the set $A$.

For a function $f(\cdot)$ of a real parameter $s$, we use the following notation for its right and left limits at $s_0$:

$$f(s_0^+) = \lim_{s \to s_0^+} f(s).$$
Whenever \( \gamma(s) \), \( s \in [s_1, s_2] \) is a curve on \( \mathbb{R}^3 \) and \( Q(\cdot) \) is a function of \( v \in \mathbb{R}^3 \) then, with abuse of notations, we denote by \( \dot{Q}(\gamma(r)) \) the derivative of the composition \( Q(\gamma(r)) \) computed at \( r \), that is \( \dot{Q}(\gamma(r)) := \frac{d}{ds} Q(\gamma(s))|_{s=r} = \frac{dQ}{ds}(\gamma(r)) \frac{d\gamma}{dr}(r) \). Similarly, \( Q(\gamma(r)) := \frac{d}{ds} Q(\gamma(s))|_{s=r} \).

The scalar product of two vectors \( w_1, w_2 \) in an euclidean space \( \mathbb{R}^k \) is denoted by \( w_1 \cdot w_2 \), while the norm of \( w \in \mathbb{R}^k \) is denoted by \(|w|\). The inverse of the transpose of an invertible square matrix \( A \) is denoted with \( A^{-T} \). The inverse of the transpose of an invertible square matrix \( A \) is denoted with \( A^{-T} \).

Given a vector \( v = (v_1, v_2, v_3) \in \mathbb{C}^3 \), we denote its complex conjugate \((v_1^*, v_2^*, v_3^*)\) by \( v^* \) and its real and imaginary parts respectively by

\[
\Re(v) = (\Re(v_1), \Re(v_2), \Re(v_3)) \quad \Im(v) = (\Im(v_1), \Im(v_2), \Im(v_3)).
\]

The symbol \( \id \) is used to denote the identity operator on a vector space which is specified at each occurrence, whenever not clear from the context.

Given a linear operator \( A \) defined on a Hilbert space, its domain is denoted as \( \mathcal{D}(A) \), the symbol \( \sigma(A) \) denotes the spectrum of \( A \), while the resolvent set \( \rho(A) \) is the complement of \( \sigma(A) \) in \( \mathbb{C} \).

### 2.1. General setting

Let \( \mathcal{H} \) be a separable complex Hilbert space with scalar product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \| \); let us introduce the following notion of relative boundedness between operators:

**Definition 1** (\( A \)-smallness and \( A \)-boundedness). Let \( A, B \) be two densely defined operators with domains \( \mathcal{D}(A) \subset \mathcal{D}(B) \). We say that \( B \) is \( A \)-bounded if there exist \( a, b > 0 \) such that \( \|B\psi\| \leq a\|A\psi\| + b\|\psi\| \) for every \( \psi \in \mathcal{D}(A) \). \( B \) is said to be \( A \)-small if for every \( \alpha > 0 \) there exists \( \beta > 0 \) such that \( \|B\psi\| \leq \alpha\|A\psi\| + \beta\|\psi\| \) for every \( \psi \in \mathcal{D}(A) \). (The latter notion is called infinitesimal smallness with respect to \( A \) in [26].)

Given a self-adjoint operator \( A \) on \( \mathcal{H} \), for every \( A \)-bounded operator \( B \) we define its norm with respect to \( A \) as

\[
(2) \quad \|B\|_A = \sup_{\psi \in \mathcal{D}(A)} \frac{\|B\psi\|}{\|A\psi\| + \|\psi\|}.
\]

This provides a norm in the space \( \mathcal{L}(\mathcal{D}(A), \mathcal{H}) \) of continuous linear operators from \( \mathcal{D}(A) \) (endowed with the graph norm of \( A \)) to \( \mathcal{H} \).

We consider the Hamiltonian

\[
H(u) = H_0 + u_1 H_1 + u_2 H_2 + u_3 H_3,
\]

with \( u = (u_1, u_2, u_3) \in \mathbb{R}^3 \), and where \( H_i, \ i = 0, \ldots, 3 \) satisfy the following assumptions:

**H0** \( H_0 \) is a self-adjoint operator on a separable complex Hilbert space \( \mathcal{H} \), and \( H_i \) are \( H_0 \)-small self-adjoint operators on \( \mathcal{H} \) for \( i = 1, 2, 3 \). Moreover, \( H_0 \) is bounded from below, that is there exists a constant \( C > 0 \) such that \( \langle \psi, H_0 \psi \rangle \geq -C\|\psi\|^2 \) for every \( \psi \in \mathcal{D}(H_0) \).

Under assumption **H0**, [26, Theorem X.12] guarantees that \( H(u) \) is self-adjoint with domain \( \mathcal{D}(H_0) \) and bounded from below (uniformly for \( u \) belonging to any compact subset of \( \mathbb{R}^3 \)). Moreover, it is easy to see that for every \( u, H_0 \) is \( H(u) \)-bounded, and therefore \( H_i \) is \( H(u) \)-small, for every \( i = 1, 2, 3 \), with constants \( a, b \) (as in Definition 1) that depend continuously on \( u \).
Schrödinger Hamiltonians are typical Hamiltonian operators describing quantum phenomena and can be represented in the form $-\Delta + V$ on the Hilbert space $L^2(\Omega)$, where $\Omega$ is a domain of $\mathbb{R}^n$, $\Delta$ is the Laplacian on $\Omega$ (with Dirichlet or Neumann boundary conditions) and $V : \Omega \to \mathbb{R}$ has to be interpreted as a multiplicative operator on $L^2(\Omega)$. In particular such Hamiltonian operators are unbounded operators. In this context Hypothesis (H0) is thus intended to describe a Hamiltonian operator of the previous form that can be controlled by means of three external inputs so that $H_0 = -\Delta + V_0$ and $H_i = V_i$ for some multiplicative operators $V_i$, for $0 \leq i \leq 3$.

Finite dimensional representations of quantum systems are also common, for instance in the description of spin systems. In this case the Hamiltonian operator $H(\mathbf{u})$ is a Hermitian matrix. Consider for instance the case of a spin-1/2 particle immersed in a controlled magnetic field. In this case, $H_i$ are the Pauli matrices, and the controls are the components of the magnetic field.

The dynamics of the quantum systems we consider are described by the time-dependent Schrödinger equation

$$i \frac{d\psi}{dt} = H(\mathbf{u}(t))\psi(t).$$

Such an equation has mild solutions under hypothesis (H0), $\mathbf{u}(\cdot)$ piecewise $C^1$ and with an initial condition in the domain of $H_0$ (see e.g. [26, Theorem X.70] and [4]).

We are interested in controlling (3) inside some portion of the discrete spectrum of $H(\mathbf{u})$. More precisely, we assume that (3) possesses a separated discrete spectrum, according to the following definition.

**Definition 2.** A separated discrete spectrum is a pair $(\omega, \Sigma)$ where $\omega$ is a domain in $\mathbb{R}^3$ and $\Sigma$ a map defined on $\omega$ that associates with each $\mathbf{u} \in \omega$ a subset $\Sigma(\mathbf{u})$ of the discrete spectrum of $H(\mathbf{u})$ such that there exist two continuous functions $f_1, f_2 : \omega \to \mathbb{R}$ satisfying

- $f_1(\mathbf{u}) < f_2(\mathbf{u})$ and $\Sigma(\mathbf{u}) \subset [f_1(\mathbf{u}), f_2(\mathbf{u})] \quad \forall \mathbf{u} \in \omega$.
- $\inf_{\mathbf{u} \in \omega} \inf_{\lambda \in \Sigma(\mathbf{u})} d(\lambda, [f_1(\mathbf{u}), f_2(\mathbf{u})]) > \Gamma$ for some $\Gamma > 0$.

**Remark 3.** Thanks to Proposition 26 and Lemma 28, in order to guarantee the existence of a separated discrete spectrum for the Hamiltonian $H(\mathbf{u})$ satisfying (H0), it is enough to have some open interval $I$ and some point $\mathbf{u}$ such that $\sigma(H(\mathbf{u})) \cap I$ contains only a finite number of points. This in particular happens when $H(\mathbf{u})$ has compact resolvent.

**Notation** We label the eigenvalues belonging to a separated discrete spectrum $\Sigma(\mathbf{u})$ in such a way that $\Sigma(\mathbf{u}) = \{\lambda_j(\mathbf{u}), \ldots, \lambda_{j+k}(\mathbf{u})\}$ for some non-negative integers $j, k$, where $\lambda_j(\mathbf{u}) \leq \cdots \leq \lambda_{j+k}(\mathbf{u})$ are counted according to their multiplicity (note that the separation of $\Sigma$ from the rest of the spectrum guarantees that $k$ is constant).

Moreover we denote by $\phi_j(\mathbf{u}), \ldots, \phi_{j+k}(\mathbf{u})$ an associated orthonormal family of eigenstates. Notice that in this notation $\lambda_j$ does not necessarily correspond to the $j$-th energy level of the system.

Our techniques rely on the existence of conical intersections between the eigenvalues, which constitute a well studied phenomenon in molecular physics (see for instance [8, 16, 17, 21, 32]). In this paper we will adopt the following definition, consistent with the one already given in [10] for the two-inputs case.

**Definition 4.** Let $H(\cdot)$ satisfy hypothesis (H0). We say that $\mathbf{u} \in \mathbb{R}^3$ is a conical intersection between two subsequent eigenvalues $\lambda_j$ and $\lambda_{j+1}$ if $\lambda_j(\mathbf{u}) = \lambda_{j+1}(\mathbf{u})$ has
multiplicity two and there exists a constant $c > 0$ such that for any unit vector $v \in \mathbb{R}^3$
and $t > 0$ small enough we have that

$$\lambda_{j+1}(\bar{u} + tv) - \lambda_j(\bar{u} + tv) > ct.$$  

See Section 5 for some examples of conical intersections in both the finite and infinite-dimensional case.

To conclude this section, let us make some remarks on the regularity properties and the asymptotic behavior of the eigenfamilies of $H(u)$ in our setting. Notice that in general the regularity properties of the Hamiltonian induce similar regularity properties of the eigenfamilies (see e.g. Proposition 7 below). Moreover, it is well known that the eigenvectors can be chosen analytic along straight lines $u(\cdot)$ possibly passing through eigenvalues intersections (see [19],[27, Theorem XII.13]).

Let $I$ be an interval and consider a $C^1$ curve $u : I \to \mathbb{R}^3$. By direct computations we obtain that the following equations hold whenever $\lambda_j(t) \neq \lambda_m(t)$ are simple eigenvalues of $H(u(t))$ with corresponding eigenstates $\phi_i(t), \phi_m(t)$:

(4) \[
\dot{\phi}_i(t) = (\phi_i(t), (\dot{u}_1(t)H_1 + \dot{u}_2(t)H_2 + \dot{u}_3(t)H_3)\phi_i(t)),
\]

(5) \[
(\lambda_m(t) - \lambda_i(t))(\phi_i(t), \phi_m(t)) = (\phi_i(t), (\dot{u}_1(t)H_1 + \dot{u}_2(t)H_2 + \dot{u}_3(t)H_3)\phi_m(t)).
\]

Assume that $\lambda_j(u) = \lambda_{j+1}(\bar{u})$ and consider the half-line $r_v(t) = \bar{u} + tv$ with $v = (v_1, v_2, v_3)$ unit vector and $t \geq 0$. Then, thanks to (5) and since each $H_i$ is $H_0$-bounded, we have

$$\lim_{t \to 0^+} \langle \phi_i(r_v(t)), (v_1H_1 + v_2H_2 + v_3H_3)\phi_{j+1}(r_v(t)) \rangle = \langle \phi_i^\prime, (v_1H_1 + v_2H_2 + v_3H_3)\phi_{j+1}^\prime \rangle = 0,$$

where $\phi_i^\prime$ and $\phi_{j+1}^\prime$ are the limits of $\phi_j(r_v(t))$ and $\phi_{j+1}(r_v(t))$ as $t$ tends to zero.

### 2.2. The adiabatic theorem.

In this section we recall a classical formulation of the time-adiabatic theorem [8, 18, 24] adapted to our framework. For a general overview see the monograph [28].

Let $H(u) = H_0 + \sum_{i=1}^3 u_i H_i$ satisfy (H0) and have a separated discrete spectrum $(\omega, \Sigma)$. Assume that the map $I = [\tau_0, \tau_f] \ni \tau \mapsto u(\tau) = (u_1(\tau), u_2(\tau), u_3(\tau))$ belongs to $C^2(I, \omega)$. We introduce a small parameter $\epsilon > 0$ that controls the time scale, and the slow Hamiltonian $H(u(\epsilon t))$, $t \in [\tau_0/\epsilon, \tau_f/\epsilon]$. In these notations, $\tau$ is a geometric parameter used to describe the curve in the space of controls, while $t$ is the actual time of the evolution along the control path.

We denote by $U_0^\epsilon(t, t_0)$ the time evolution (from $t_0 = \tau_0/\epsilon$ to $t = \tau/\epsilon$) generated by $H(u(\epsilon t))$, and with $U_3^\epsilon(t, t_0)$ the time evolution generated by the Hamiltonian $H_3(\epsilon t)$, where $H_3(\tau) = H(u(\tau)) - i\epsilon P_3(u(\tau))P_3(u(\tau)) - i\epsilon P_3^\perp(u(\tau))P_3^\perp(u(\tau))$ is the adiabatic Hamiltonian. $P_3(u)$ denotes the spectral projection of $H(u)$ on $\Sigma(u)$, and $P_3^\perp(u) = \text{id} - P_3(u)$. A crucial property of the adiabatic Hamiltonian is that the corresponding evolution decouples the dynamics relative to the subspace $P_3(u)H$ from the remainder of the Hilbert space, in the sense that

$$P_3(u(t))U_0^\epsilon(t, t_0) = U_3^\epsilon(t, t_0)P_3(u(t_0)).$$

Theorem 5 (Adiabatic Theorem). Assume that $H(u) = H_0 + \sum_{i=1}^3 u_i H_i$ satisfies (H0) and has a separated discrete spectrum $(\omega, \Sigma)$. Let $I \subset \mathbb{R}$ and $u : I \to \omega$
be a $C^2$ curve. Then $P_\epsilon \in C^2(I, \mathcal{L}(H))$ and there exists a constant $C > 0$ such that for all $\tau_0, \tau \in I$, and setting $t_0 = \tau_0/\epsilon, t = \tau/\epsilon$, one has $\|U^\epsilon(t, t_0) - U^\epsilon_a(t, t_0)\| \leq C\epsilon (1 + \epsilon|t - t_0|)$. In particular

$$\|P_\epsilon(u(t))U^\epsilon(t, t_0) - U^\epsilon(t, t_0)P_\epsilon(u(t_0))\| \leq 2C\epsilon (1 + \epsilon|t - t_0|).$$

Let us now assume that $\Sigma = \{\lambda_j, \lambda_{j+1}\}$; we can take advantage of the adiabatic theorem to decouple the dynamics associated with the band $\Sigma$ from those associated with the rest of the spectrum, in order to focus on the former.

Let $W(\tau)$ denote the subspace spanned by the eigenstates associated with $\lambda_j(u(\tau))$ and $\lambda_{j+1}(u(\tau))$. Since $W(\tau)$ is two-dimensional for any $\tau$, it is possible to map it isomorphically on $\mathbb{C}^2$ and identify an effective Hamiltonian whose evolution is a representation of $U^\epsilon(t, t_0)\vert_{W(\epsilon t_0)}$ on $\mathbb{C}^2$. In particular, if we can find a $C^1$ eigenstate basis

$$\{\Phi_1(u(\tau)), \Phi_2(u(\tau))\} \text{ of } W(\tau) \text{ (associated with a reordering } \{\Lambda_1(u(\tau)), \Lambda_2(u(\tau))\} \text{ of } \{\lambda_j(u(\tau)), \lambda_{j+1}(u(\tau))\}),$$

then the isomorphism $U(\tau) : W(\tau) \rightarrow \mathbb{C}^2$ is continuous. Represented in $\mathbb{C}^2$, the evolution $U^\epsilon(\cdot,t_0)\vert_{W(\epsilon t_0)}$ is governed by the Hamiltonian $H^\epsilon_{\text{eff}}(\cdot,t)$, where $H^\epsilon_{\text{eff}}(\cdot)$ is the effective Hamiltonian, whose form is

$$H^\epsilon_{\text{eff}}(\cdot) = \begin{pmatrix} \lambda_j(u(\tau)) & 0 \\ 0 & \lambda_{j+1}(u(\tau)) \end{pmatrix} - i\epsilon \begin{pmatrix} \Phi_1(u(\tau)) & \Phi_2(u(\tau)) \\ \Phi_1(u(\tau)) & \Phi_2(u(\tau)) \end{pmatrix},$$

with associated propagator $U^\epsilon_{\text{eff}}(t, t_0) = U(\epsilon t)t_0^\epsilon(\cdot,t_0)U^\epsilon(\cdot,t_0)$.

Theorem 5 implies the following.

**Theorem 6.** Assume that $(\omega, \{\lambda_j, \lambda_{j+1}\})$ is a separated discrete spectrum and let $u : I \rightarrow \omega$ be a $C^2$ curve such that there exists a $C^1$-varying basis of $W(\cdot)$ made of eigenstates of $H(u(\cdot))$. Then there exists a constant $C$ such that for all $\tau_0, \tau \in I$, and setting $t_0 = \tau_0/\epsilon, t = \tau/\epsilon$,

$$\|U^\epsilon(t, t_0) - U^\epsilon(\cdot,t_0)U^\epsilon_{\text{eff}}(t, t_0)\|_{W(\epsilon t_0)} \leq C\epsilon (1 + \epsilon|t - t_0|).$$

### 3. Conical Intersections and general control strategy.

#### 3.1. Properties of conical intersections.

Let $\lambda_j(u)$, $\lambda_{j+1}(u)$ denote two eigenvalues of $H(u)$, and assume that they are (locally) separated from the rest of the spectrum. It is well known that the projection $P_{\lambda_j}$ associated with the sum of the corresponding eigenbases is smooth with respect to $u$. More in general, the result holds for any portion of the spectrum of $H(u)$, in presence of a gap (see e.g. [28]).

On the other hand, the projections $P_j, P_{j+1}$, associated respectively with $\lambda_j$ and $\lambda_{j+1}$, are smooth with respect to $u$ at any point such that $\lambda_j \neq \lambda_{j+1}$, but they are not necessarily continuous at the eigenvalues intersections. Nevertheless, along regular curves passing through a conical intersection, it is possible to extend these projections, obtaining operators whose regularity depends on the regularity of the curve, as stated in the following result, proved in Appendix A.

**Proposition 7.** Let $\gamma : I \rightarrow \mathbb{R}^3, I = [-R, 0]$, be a $C^k(I)$ curve such that $\gamma(0) = \hat{u}$ is a conical intersection between the eigenvalues $\lambda_j$ and $\lambda_{j+1}$ and $\gamma(t) \neq 0$ for every $t \in I$, and consider its $k$-jet at the origin $\ell_k(t) = \gamma(0) + \sum_{j=1}^{k} \frac{1}{j!} t^j \frac{d^j}{dt^j} \gamma(t)|_{t=0}$. Then $P_j(\gamma(\cdot))$ is $C^k$ on $[-R, 0]$, it is $C^{k-1}$ at the singularity, and

$$\lim_{t \rightarrow 0} \frac{d^l}{dt^l} P_j(\gamma(t)) = \lim_{t \rightarrow 0} \frac{d^l}{dt^l} P_j(\ell_k(t)), \quad l = 0, \ldots, k - 1,$$

where the limits above hold in the operator norm. The same result holds for $P_{j+1}(\gamma(\cdot))$.
Conical intersections have a characterization in terms of the non-degeneracy of a particular matrix, which contains some geometric properties of the eigenspaces relative to the intersecting eigenvalues, as shown below.

**Definition 8.** We define the conicity matrix associated with two orthonormal elements \( \psi_1, \psi_2 \in \mathcal{D}(H_0) \) as

\[
\mathcal{M}(\psi_1, \psi_2) = \begin{pmatrix}
    \langle \psi_1, H_1 \psi_2 \rangle & \langle \psi_1, H_1 \psi_2 \rangle^* & \langle \psi_2, H_1 \psi_2 \rangle - \langle \psi_1, H_1 \psi_1 \rangle \\
    \langle \psi_1, H_2 \psi_2 \rangle & \langle \psi_1, H_2 \psi_2 \rangle^* & \langle \psi_2, H_2 \psi_2 \rangle - \langle \psi_1, H_2 \psi_1 \rangle \\
    \langle \psi_1, H_3 \psi_2 \rangle & \langle \psi_1, H_3 \psi_2 \rangle^* & \langle \psi_2, H_3 \psi_2 \rangle - \langle \psi_1, H_3 \psi_1 \rangle
\end{pmatrix}.
\]

The following lemma can be proved by direct computation.

**Lemma 9.** The quantity \( \det \mathcal{M}(\psi_1, \psi_2) \) is purely imaginary and the function \( (\psi_1, \psi_2) \mapsto \det \mathcal{M}(\psi_1, \psi_2) \) is invariant under unitary transformation of the argument, that is if 

\[
(\tilde{\psi}_1, \tilde{\psi}_2) = U (\psi_1, \psi_2)
\]

for a pair \( \psi_1, \psi_2 \) of orthonormal elements of \( \mathcal{D}(H_0) \) and \( U \in U(2) \), then one has \( \det \mathcal{M}(\tilde{\psi}_1, \tilde{\psi}_2) = \det \mathcal{M}(\psi_1, \psi_2) \).

As a consequence of the result here above, the determinant of \( \mathcal{M}(\psi_1, \psi_2) \) depends only on the complex space spanned by \( \psi_1 \) and \( \psi_2 \). Therefore, in a neighborhood of a conical intersection between the levels \( \lambda_j, \lambda_{j+1} \) we can define the following function:

\[
(8) \quad F(u) = \det \mathcal{M}(\psi_1, \psi_2)
\]

where \{\( \psi_1, \psi_2 \)\} is an orthonormal basis for the sum of eigenspaces relative to \( \lambda_j, \lambda_{j+1} \). In particular, outside the intersection we can take, for instance, \( \psi_1 = \phi_j \) and \( \psi_2 = \phi_{j+1} \). Thanks to the continuity of \( P_u \), which follows from Proposition 26, we obtain that \( F \) is continuous (see [10]).

The following result characterizes conical intersections in terms of the conicity matrix.

**Proposition 10.** Assume that \( (\omega, \{\lambda_j, \lambda_{j+1}\}) \) is a separated discrete spectrum with \( \lambda_j(\tilde{u}) = \lambda_{j+1}(\tilde{u}) \), for some \( \tilde{u} \in \omega \). Let \{\( \psi_1, \psi_2 \)\} be an orthonormal basis of the eigenspace associated with the double eigenvalue. Then \( \tilde{u} \) is a conical intersection if and only if \( \mathcal{M}(\psi_1, \psi_2) \) is nonsingular.

**Proof.** Define \( r_v(t) = \tilde{u} + tv \), where \( v \) is a unit vector in \( \mathbb{R}^3 \), and let \( \phi_j^v, \phi_{j+1}^v \) be the limits of \( \phi_j(r_v(t)), \phi_{j+1}(r_v(t)) \) as \( t \to 0^+ \) (recall that the eigenfunctions \( \phi_j, \phi_{j+1} \) can be chosen analytic along \( r_v \) for \( t \geq 0 \)). Assume that the intersection is not conical. Then for every \( \varepsilon > 0 \) there is a unit vector \( v_\varepsilon = (v_1^\varepsilon, v_2^\varepsilon, v_3^\varepsilon) \) such that

\[
\left. \frac{d}{dt} \right|_{t=0^+} \left[ \lambda_{j+1}(r_v(t)) - \lambda_j(r_v(t)) \right] \leq \varepsilon.
\]

By (4) and (6) we deduce that, if \( \tilde{A}_\varepsilon \) is an orthogonal matrix having \( v_\varepsilon \) as first row, then the first row of the matrix \( \tilde{A}_\varepsilon \mathcal{M}(\phi_j^v, \phi_{j+1}^v) \) is equal to \( (0, 0, a) \) for some \( a \) whose absolute value is smaller than \( \varepsilon \). As a consequence

\[
|\det \mathcal{M}(\phi_j^v, \phi_{j+1}^v)| = |\det (\tilde{A}_\varepsilon \mathcal{M}(\phi_j^v, \phi_{j+1}^v))| \leq C \varepsilon |\lambda_j(\tilde{u})| + \beta^2,
\]

with \( C, \alpha \) and \( \beta \) suitable positive constants, where we have used the fact that \( H_i \) is \( H(u) \)-bounded for \( i = 1, 2, 3 \). By arbitrariness of \( \varepsilon \), the conicity matrix is singular.

Let us now prove the converse statement: assume that \( \tilde{u} \) is a conical intersection.
and, by contradiction, that \( M(\psi_1, \psi_2) \) is singular for every orthonormal basis of the eigenspace associated with the double eigenvalue. We introduce the matrix

\[
\begin{align*}
\tilde{M}(\psi_1, \psi_2) &= \begin{pmatrix} 
\Re (\langle \psi_1, H_1 \psi_2 \rangle) & \Im (\langle \psi_1, H_1 \psi_2 \rangle) \\
\Re (\langle \psi_1, H_2 \psi_2 \rangle) & \Im (\langle \psi_1, H_2 \psi_2 \rangle) \\
\Re (\langle \psi_1, H_3 \psi_2 \rangle) & \Im (\langle \psi_1, H_3 \psi_2 \rangle)
\end{pmatrix} = \begin{pmatrix} 
(\psi_2, H_1 \psi_2) & (\psi_1, H_1 \psi_2) \\
(\psi_2, H_2 \psi_2) & (\psi_1, H_2 \psi_2) \\
(\psi_2, H_3 \psi_2) & (\psi_1, H_3 \psi_2)
\end{pmatrix},
\end{align*}
\]

and we notice that \( \det \tilde{M}(\psi_1, \psi_2) = -2i \det \tilde{M}(\psi_1, \psi_2) \) so that \( M(\psi_1, \psi_2) \) is singular if and only if \( \tilde{M}(\psi_1, \psi_2) \) is. The condition of conical intersection, together with (4) and (6), implies that \( v^T \tilde{M}(\phi_j^\gamma, \phi_{j+1}^\gamma) = (0, 0, a) \) for some \( a \neq 0 \), so that the third column of the matrix \( \tilde{M}(\phi_j^\gamma, \phi_{j+1}^\gamma) \) is never linearly dependent from the first two. In particular the matrix \( \tilde{M}(\phi_j^\gamma, \phi_{j+1}^\gamma) \) is singular only if the first two columns of the matrix are linearly dependent. Thus, up to multiplying \( \phi_j^\gamma, \phi_{j+1}^\gamma \) by phase factors, we can always assume that \( \phi_j^\gamma, H_j \phi_{j+1}^\gamma \in \mathbb{R}, \; i = 1, 2, 3 \).

Let us now fix a unit vector \( v \in \mathbb{R}^3 \) and let us call \( W \) the orthogonal complement in \( \mathbb{R}^3 \) of the vector \( \{\phi_j^\gamma, H_1 \phi_{j+1}^\gamma, \phi_j^\gamma, H_2 \phi_{j+1}^\gamma, \phi_j^\gamma, H_3 \phi_{j+1}^\gamma\} \). We have that \( v \in W \) and \( \dim W \geq 2 \). By direct computations it is easy to prove that, for every \( w \in W \), the limit basis \( \{\phi_j^w, \phi_{j+1}^w\} \) is equal to \( \{\phi_j^\gamma, \phi_{j+1}^\gamma\} \), up to exchanges between the two elements and up to phases.

For \( w \in W \) let us consider the vector

\[
\Upsilon = \begin{pmatrix} 
\langle \phi_j^w, H_1 \phi_{j+1}^w \rangle - \langle \phi_j^w, H_1 \phi_j^w \rangle \\
\langle \phi_j^w, H_2 \phi_{j+1}^w \rangle - \langle \phi_j^w, H_2 \phi_j^w \rangle \\
\langle \phi_j^w, H_3 \phi_{j+1}^w \rangle - \langle \phi_j^w, H_3 \phi_j^w \rangle
\end{pmatrix},
\]

which corresponds to the third column of \( \tilde{M}(\phi_j^w, \phi_{j+1}^w) \). Notice that the definition of \( \Upsilon \), up to a sign, does not depend on the choice of \( w \in W \), by previous remarks. Since \( \Upsilon^\perp \), the orthogonal complement of \( \Upsilon \) in \( \mathbb{R}^3 \), has dimension 2 there exists a non-zero \( \tilde{w} \in W \cap \Upsilon^\perp \). By definition of \( \tilde{w} \) we have that \( \tilde{w} \cdot \Upsilon = 0 \).

We get a contradiction, thus the matrix \( \tilde{M}(\phi_j^\gamma, \phi_{j+1}^\gamma) \) must be nonsingular, and therefore also \( M(\phi_j^\gamma, \phi_{j+1}^\gamma) \) has to.

A peculiarity of conical intersections is that, when approaching the singularity from different directions, the eigenstates corresponding to the intersecting eigenvalues have different limits. The following proposition provides the relation between the following limits.

**Proposition 11.** Let \( \hat{u} \) be a conical intersection between \( \lambda_j \) and \( \lambda_{j+1} \). Let \( v_0, v \in \mathbb{R}^3 \) be two unit vectors, and call \( \phi_j^0, \phi_{j+1}^0 \) the limits as \( t \to 0^+ \) of the eigenstates \( \phi_j(r_0(t)), \phi_{j+1}(r_0(t)) \) along a straight line \( r_0(t) = \hat{u} + tv_0 \), and \( \phi_j^\gamma, \phi_{j+1}^\gamma \) the limit basis along the straight line \( r_\gamma(t) = \hat{u} + tv \). Then, up to phases, the following relation holds:

\[
(\phi_j^\gamma, \phi_{j+1}^\gamma) = \left( \begin{pmatrix} \cos \Xi & -e^{i\beta} \sin \Xi \\ e^{-i\beta} \sin \Xi & \cos \Xi \end{pmatrix} \right) \left( \begin{pmatrix} \phi_j^0 \\ \phi_{j+1}^0 \end{pmatrix} \right),
\]

where the parameters \( \Xi = \Xi(v) \) and \( \beta = \beta(v) \) satisfy the following equations:

\[
\tan 2\Xi(v) = (-1)^\xi \frac{2|\langle \phi_j^0, H_\gamma \phi_{j+1}^0 \rangle|}{|\langle \phi_j^0, H_{\gamma} \phi_{j+1}^0 \rangle - \langle \phi_j^0, H_{\gamma} \phi_{j+1}^0 \rangle|},
\]

\[
\beta(v)^{(mod 2\pi)} = \arg\{\langle \phi_j^0, H_\gamma \phi_{j+1}^0 \rangle + \xi \pi,\}
\]

where \( H_\gamma = \sum_{i=1}^m H_i v_i \) and \( \xi = 0, 1 \).
Proof. First of all, we notice that all pairs of orthonormal eigenstates of \( H(\bar{u}) \) relative to the degenerate eigenvalue can be obtained through the action of the group \( U(2) \) on the pair \((\phi_j^0,\phi_{j+1}^0)\). However, if one takes into account the equivalence relation 
\[ (e^{i\beta_1} \psi_1, e^{i\beta_2} \psi_2) \sim (\psi_1, \psi_2) \quad \forall \beta_1, \beta_2 \in \mathbb{R}, \]
it is enough to consider the transformations of the form \( (9) \). If \( \mathbf{v} = \pm \mathbf{v}_0 \), then \( \langle \phi_j^0, H(\mathbf{v}) \phi_{j+1}^0 \rangle = 0 \) by \( (6) \), and we can assume 
\[ \Xi(\mathbf{v}) = k\pi/2 \] for some integer \( k \), while \( \beta(\mathbf{v}) \) can be any real number. If \( \mathbf{v} \) is not parallel to \( \mathbf{v}_0 \) then, as a consequence of Proposition 10, \( \mathbf{v}^T \mathcal{M}(\phi_j^0, \phi_{j+1}^0) \) is not parallel to \( \mathbf{v}_0^T \mathcal{M}(\phi_j^0, \phi_{j+1}^0) \), so that \( \langle \phi_j^0, H(\mathbf{v}) \phi_{j+1}^0 \rangle \neq 0 \). The two cases defined by \( (10)-(11) \) follow from \( \langle \phi_j^0, H(\mathbf{v}) \phi_{j+1}^0 \rangle = 0 \), once we replace \( \phi_j^0, \phi_{j+1}^0 \) with the expression given in \( (9) \). \( \square \)

It can be seen that not all the solutions of \( (10)-(11) \) provide the correct transformation \( (9) \), which, nevertheless, is easy to detect. The good solutions of \( (10)-(11) \) constitute four branches which are continuous with respect to \( \mathbf{v} \) and they can be constructed as follows. Let \( \mathbf{w}(s), \ s \in [0, \bar{s}] \), be a curve joining \( \mathbf{v}_0 \) to \( \mathbf{v} \) such that \( \mathbf{w}(s) \notin \{ \mathbf{v}_0, -\mathbf{v}_0 \} \) for every \( s \in (0, \bar{s}) \); for conical intersections, it is possible to associate with such a curve a continuous solution \( \Xi(\mathbf{w}(s)), \beta(\mathbf{w}(s)) \) of \( (10)-(11) \) with \( \Xi(\mathbf{v}_0) = 0 \) and compatible with \( (9) \). In particular, if we choose \( \Xi(\mathbf{v}) \) satisfying \( (10) \) with \( \xi = 0 \), it is easy to see that \( \Xi(\mathbf{w}(s)) \in [-\pi/2, 0] \) for \( s \in [0, \bar{s}] \), from which one deduces that the final value \( \Xi(\mathbf{v}) = \Xi(\mathbf{w}(\bar{s})) \) is independent of the chosen path and continuously depends on \( \mathbf{v} \). Moreover, it is easy to see that \( \Xi(\mathbf{v}_0) = -\pi/2 \). Similarly \( \beta(\mathbf{v}) = \beta(\mathbf{w}(\bar{s})) \) is independent of the chosen path and continuous outside \( \{ \mathbf{v}_0, -\mathbf{v}_0 \} \). Note that the fact that \( \beta \) is discontinuous at \( -\mathbf{v}_0 \) implies that the corresponding limit basis \( \langle \phi_j^0, \phi_{j+1}^0 \rangle \) has a discontinuity at \( -\mathbf{v}_0 \), that is, its limit depends on the path. We can repeat the same argument choosing \( \Xi(\mathbf{v}) \) satisfying \( (10) \) with \( \xi = 1 \) and with initial condition \( \Xi(\mathbf{v}_0) = 0 \). The other two continuous branches are obtained choosing the initial condition \( \Xi(\mathbf{v}_0) = \pi \).

3.2. The basic control algorithm. Let us consider the following controllability problem.

Let \( H(\cdot) \) satisfy (H0) and have a separated discrete spectrum \( (\omega, \Sigma) \) with \( \Sigma(\cdot) = \{\lambda_0(\cdot), \ldots, \lambda_k(\cdot)\} \). Then, given \( \eta > 0 \), \( \mathbf{u}^*, \mathbf{u}^f \in \omega, \ j \in \{0, \ldots, k\} \) and \( p \in [0, 1]^{k+1} \) such that \( \sum_{i=0}^{k} p_i = 1 \), find \( T > 0 \) and a path \( \mathbf{u} : [0, T] \rightarrow \omega \) with \( \mathbf{u}(0) = \mathbf{u}^s \) and \( \mathbf{u}(T) = \mathbf{u}^f \) such that 
\[ \| \psi(T) - \sum_{i=0}^{k} p_i e^{i\vartheta_i} \phi_i(\mathbf{u}^f) \| \leq \eta, \]
where \( \psi(\cdot) \) is the solution of \( (3) \) with \( \psi(0) = \phi_j(\mathbf{u}^s) \), and \( \vartheta_0, \ldots, \vartheta_k \in \mathbb{R} \) are some possibly unknown phases.

If all levels are connected by means of conical intersections occurring at different values of the control, the results obtained in the previous section provide the basic elements to construct a family of control paths solving the problem here above. This can be done by taking advantage of the following proposition, which describes the spreading of occupation probabilities induced when a path in the space of controls passes through a conical intersection.

PROPOSITION 12. Let \( \mathbf{u} \) be a conical intersection between the eigenvalues \( \lambda_j, \lambda_{j+1} \).
Consider the curve \( \gamma : [0, 1] \rightarrow \omega \) defined by 
\[ \gamma(t) = \begin{cases} 
\mathbf{u} + (t - \bar{\tau}) \mathbf{w}_0 & t \in [0, \bar{\tau}] \\
\mathbf{u} + (t - \bar{\tau}) \mathbf{v} & t \in [\bar{\tau}, 1]
\end{cases}, \]
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for some \( \bar{t} \in (0,1) \) and some unit vectors \( \mathbf{w}_0, \mathbf{v} \). Then there exists \( C > 0 \) such that, for any \( \varepsilon > 0 \),

\[
\| \psi(1/\varepsilon) - \pi_1 e^{i\vartheta_1} \phi_j(\gamma(1)) - \pi_2 e^{i\vartheta_2} \phi_{j+1}(\gamma(1)) \| \leq C\sqrt{\varepsilon}
\]

where \( \vartheta_1, \vartheta_2 \in \mathbb{R}, \psi(\cdot) \) is the solution of equation (3) with \( \psi(0) = \phi_j(\gamma(0)) \) corresponding to the control \( \mathbf{u} : [0,1/\varepsilon) \to \omega \) defined by \( \mathbf{u}(t) = \gamma(\varepsilon t) \),

\[
\pi_1 = |\cos \left( \Xi(\mathbf{v}) \right)|, \quad \pi_2 = |\sin \left( \Xi(\mathbf{v}) \right)|,
\]

and \( \Xi(\cdot) \) is the only solution of equation (10) with \( \xi = 0 \) such that \( \Xi(\mathbf{v}) \in (-\pi/2,0) \) for \( \mathbf{v} \neq -\mathbf{w}_0 \), and \( \Xi(-\mathbf{w}_0) = -\pi/2 \), where the limit basis in (10) is given by the limits \( \phi_j(\gamma(\bar{t}^-)), \phi_{j+1}(\gamma(\bar{t}^-)) \), respectively.

Proof. We consider the Hamiltonian \( H(\mathbf{u}(t)) \), \( t \in [0,1/\varepsilon] \). Since the control function \( \mathbf{u}(\cdot) \) is not \( C^2 \) at the singularity, we cannot directly apply the adiabatic theorem. Instead, we consider separately the evolution on the two subintervals (in time \( t \)) \([0,\bar{t}/\varepsilon] \) and \([\bar{t}/\varepsilon,1/\varepsilon] \). Since the eigenstates \( \phi_j(\mathbf{u}(t)), \phi_{j+1}(\mathbf{u}(t)) \) are piecewise \( C^1 \), we can apply [28, Corollary 2.5] and obtain that there exists a phase \( \vartheta_1 \) (depending on \( \varepsilon \)) such that

\[
\| \psi(\bar{t}/\varepsilon) - e^{i\vartheta_1} \phi_j(\gamma(\bar{t}^-)) \| \leq C'\sqrt{\varepsilon},
\]

for some constant \( C' > 0 \). By Proposition 11, this implies that

\[
\| \psi(\bar{t}/\varepsilon) - e^{i\vartheta_1} \left( \cos \Xi(\mathbf{v}) \phi_j(\gamma(\bar{t}^+)) - e^{-i\beta(\mathbf{v})} \sin \Xi(\mathbf{v}) \phi_{j+1}(\gamma(\bar{t}^+)) \right) \| \leq C'\sqrt{\varepsilon},
\]

with \( \Xi(\mathbf{v}) \) as in the statement of the proposition and \( \beta(\mathbf{v}) = \arg(\phi_j^0, H\phi_{j+1}^0) \). By applying [28, Corollary 2.5] also in the time interval \([\bar{t}/\varepsilon,1/\varepsilon] \) we get the thesis. \( \square \)

For control purposes, it is interesting to consider the problem of determining a path that induces the desired transition in the case in which the initial probability is concentrated in the first level and the final occupation probabilities \( \pi_1^2, \pi_2^2 \) are prescribed. For a given line reaching the conical intersection, the outward directions that provide the required spreading of probability are given in the following proposition.

The proof easily follows from Proposition 11.

**PROPOSITION 13.** Let \( \hat{\mathbf{u}} \) be a conical intersection between the eigenvalues \( \lambda_j, \lambda_{j+1} \), and let \( \pi_1, \pi_2 \) be positive constants such that \( \pi_1^2 + \pi_2^2 = 1 \). Consider the line \( \mathbf{r}(t) = \hat{\mathbf{u}} + (\hat{\mathbf{u}} - \bar{\mathbf{v}}) \mathbf{w}_0 \), \( t \in [0,1] \), for a unit vector \( \mathbf{w}_0 \in \mathbb{R}^3 \), and some \( \bar{\mathbf{v}} \in (0,1) \), and set \( \phi_j^0 = \phi_j(\mathbf{r}(\bar{\mathbf{v}}^+)) \) and \( \phi_{j+1}^0 = \phi_{j+1}(\mathbf{r}(\bar{\mathbf{v}}^+)) \).

Then the locus formed by the directions \( \mathbf{v} \in \mathbb{R}^3 \) that give rise to transformation (9) with \( \pi_1 = |\cos \Xi(\mathbf{v})| \) and \( \pi_2 = |\sin \Xi(\mathbf{v})| \) is given by the following expression whenever \( \pi_1 \notin \{0,1\} \)

\[
\mathcal{M}(\phi_j^0, \phi_{j+1}^0)^{-T}(\mathcal{K}),
\]

where \( \mathcal{K} = \{ (x,y,z) \in \mathbb{R}^3 : \sqrt{x^2 + y^2} = \frac{\pi_1^2 \pi_2}{\pi_1^2 + \pi_2^2} z \} \). Otherwise, if \( \pi_1 = 0 \) then \( \mathbf{v} = \mathbf{w}_0 \) and if \( \pi_1 = 1 \) then \( \mathbf{v} = -\mathbf{w}_0 \).

The controllability problem presented at the beginning of this section can be solved taking advantage of the results shown above. The strategy consists in constructing a piecewise \( C^2 \) path joining \( \mathbf{u}^* \) with \( \mathbf{u}^t \) that passes through the conical intersections \( \hat{\mathbf{u}}_j \) between the \( j \)-th and the \( (j+1) \)-th levels, \( j = 0, \ldots, k-1 \), and avoids any other degeneracy point. The tangent directions at the conical intersection are chosen according to the probability weights \( \pi_j^2 \), as explained in Proposition 13.
Fig. 1. Construction of the path $\gamma(\cdot)$. The corners at the points $u_i$, corresponding to conical intersections, are chosen in such a way that they induce the desired spreading.

For simplicity we assume that $\psi(0) = \phi_0(u^s)$; in the other cases a path can be obtained similarly. We set $\gamma(0) = u^s$ and, for some $0 < \tau_0 < 1$ we choose $\gamma|_{[0,\tau_0]}$ in such a way that $\gamma(\tau_0) = u_0$ and all the eigenvalues $\lambda_i(\gamma(\tau))$ are simple for every $l = 0, \ldots, k$ and $\tau \in [0, \tau_0)$. Moreover, $\gamma(\cdot)$ is chosen tangent to a segment in a neighborhood of $u_0$. The rest of the path is then constructed recursively as follows.

Assume that the path has been defined up to time $\tau_j$, for some $j = 0, \ldots, k - 2$, with $\gamma(\tau_j) = \tilde{u}_j$, and that it is tangent to a segment of direction $v^+_j$ in a neighborhood of $\tilde{u}_j$. Then $\gamma|_{[\tau_j,\tau_{j+1}]}$, where $\tau_{j+1} \in (\tau_j, 1)$, is chosen to be tangent, in a neighborhood of $\tilde{u}_j$, to a segment directed as $v^+_j$, where $v^+_j$ is obtained applying Proposition 13 with $w_0 = v^+_j$, $\pi_1 = p_j/\sqrt{\sum_{j=3}^k b_j^2}$ and $\pi_2 = \sqrt{1 - \pi_1^2}$. Moreover $\gamma|_{[\tau_j,\tau_{j+1}]}$ is such that $\gamma(\tau_{j+1}) = \tilde{u}_{j+1}$ and is tangent to a straight line on a neighborhood of $\tilde{u}_{j+1}$. The last arc defined on $(\tau_{k-1}, 1]$ is simply constructed by joining $u_{k-1}$ with $u^t$, taking care of choosing $\gamma(\cdot)$ tangent to the outward direction obtained through Proposition 13, in a neighborhood of $u_{k-1}$. To avoid highly non-homogeneous parameterizations, the path $\gamma(\cdot)$ can be reparameterized by arc-length. The geometric construction of the path is represented in Figure 1.

Let us now reparameterize the time by setting $t = \tau/\varepsilon$, for some small positive $\varepsilon$.

When we are far from all the conical intersections it follows from Theorem 5 that the evolution of $H(\gamma(\varepsilon t))$ conserves the occupation probabilities relative to each energy level $\lambda_l$, $l = 0, \ldots, k$, with an approximation of order $\varepsilon$. Similarly, in a neighborhood of the conical intersection between $\lambda_j$ and $\lambda_{j+1}$, $j = 0, \ldots, k - 1$, the evolution of $H(\gamma(\varepsilon t))$ conserves the occupation probabilities relative to each non-intersecting energy level with an approximation of order $\varepsilon$. The occupation probabilities relative to the $j$–th and $(j+1)$–th levels are instead estimated by combining Theorem 5 with the estimate provided by Proposition 12.

Summing up, we obtain the estimate

$$\|\psi(1/\varepsilon) - \sum_{l=0}^k p_l e^{i\varepsilon \vartheta_l} \phi_l(u^t)\| \leq C\sqrt{\varepsilon},$$

for some $\vartheta_0, \ldots, \vartheta_k \in \mathbb{R}$ and some $C > 0$ depending on the path $\gamma(\cdot)$ and on the gaps in the spectrum.

4. An improvement of the efficiency of the algorithm: the non-mixing field. The problem of reducing transition times is quite important in quantum control, in particular for the need of preventing decoherence. In this section we show how to construct special paths in the space of controls that permit to speed up the process:
Indeed, the error accumulated when following these paths is inversely proportional to the total time of the transition, while the basic strategy described in Proposition 12 guarantees an error scaling with the inverse of the square root of the total time, so that shorter times are sufficient to guarantee a prescribed accuracy.

Let us consider a pair \( \{ \lambda_j, \lambda_{j+1} \} \) of eigenvalues separated from the rest of the spectrum in a certain open set \( \omega \subset \mathbb{R}^3 \), according to Definition 2, and intersecting only at \( u \in \omega \) where they form a conical intersection. We are interested in the dynamics inside the subspace \( P_u \mathcal{H} \), where \( P_u \) denotes the projection associated with the two levels \( \{ \lambda_j(u), \lambda_{j+1}(u) \} \) for \( u \in \omega \). To improve the algorithm described in the previous section, the idea is to cancel the off-diagonal terms in the effective Hamiltonian (7), which are responsible of the error of order \( \sqrt{\varepsilon} \) in the estimates given in [28, Corollary 2.5] and in Proposition 12. In order to do that, we choose some special trajectories in \( \omega \) along which the term \( \langle \phi_j, \phi_{j+1} \rangle \) is null.

We denote the first column of the conicity matrix \( \mathcal{M}(\psi_1, \psi_2) \) by \( m(\psi_1, \psi_2) \) and its components \( \langle \psi_i, H \psi_2 \rangle \) as \( m_i \), and we define the vector

\[
(12) \quad X(\psi_1, \psi_2) = \text{Im}(m(\psi_1, \psi_2)) \times \text{Re}(m(\psi_1, \psi_2)) = \text{Im}(m_2m_3^*, m_3m_1^*, m_1m_2^*)^T
\]

where \( \times \) denotes the cross product.

**Remark 14.** Let us remark that the vector \( X(\psi_1, \psi_2) \) is invariant under phase changes in the argument, that is \( X(\psi_1, \psi_2) = X(e^{i\beta_1}\psi_1, e^{i\beta_2}\psi_2) \). Notice however that \( X(\psi_1, \psi_2) = -X(\psi_2, \psi_1) \).

**Definition 15.** Given a conical intersection \( \tilde{u} \), the vector field

\[
X_P(u) = X(\phi_j(u), \phi_{j+1}(u)),
\]

defined in \( \omega \setminus \{ \tilde{u} \} \), is called the non-mixing field associated with \( \tilde{u} \).

The non-mixing field is smooth in its domain of definition. From (5) and (12), we have \( \langle \phi_j, \phi_{j+1} \rangle = 0 \) along its integral curves. Moreover, a simple computation leads to

\[
(13) \quad X(\psi_1, \psi_2) \cdot \left( \begin{array}{c} \langle \psi_2, H_1 \psi_2 \rangle - \langle \psi_1, H_1 \psi_1 \rangle \\ \langle \psi_2, H_2 \psi_2 \rangle - \langle \psi_1, H_2 \psi_1 \rangle \\ \langle \psi_2, H_3 \psi_2 \rangle - \langle \psi_1, H_3 \psi_1 \rangle \end{array} \right) = \frac{1}{2i} \det \mathcal{M}(\psi_1, \psi_2),
\]

which implies the following result.

**Proposition 16.** Let \( \tilde{u} \) be a conical intersection and \( \gamma(\cdot) \subset \omega \setminus \{ \tilde{u} \} \) be an integral curve of the non-mixing field. Then

\[
\frac{d}{dt} [\lambda_{j+1}(\gamma(t)) - \lambda_j(\gamma(t))] = \frac{1}{2i} F(\gamma(t)),
\]

where \( F(\cdot) \) is defined in (8). In particular, all the integral curves of the non-mixing field starting from a punctured neighborhood of the conical intersection reach it in finite time (up to a time reversal).

Without loss of generality, we can assume that \( \tilde{u} = 0 \). Denote every \( u \in \mathbb{R}^3 \) by \( u = pv \), where \( p \) is its module and \( v \) the versor. Let us call \( \mu(\rho, v) = m(\phi_j(\rho, v), \phi_{j+1}(\rho, v)) \), where \( \phi_j(\rho, v), \phi_{j+1}(\rho, v) \) denotes a choice of the eigenstates relative respectively to \( \lambda_j(\rho v) \) and \( \lambda_{j+1}(\rho v) \) (extended by continuity for \( \rho = 0 \)). We remark that \( \mu(\rho, v) \) is defined up to a phase. Finally, set \( X'_\mu(\rho, v) = X_P(\rho, v) \). Notice that, for different values of \( v \), \( X'_\mu(\rho, v) \) has a priori different limits as \( \rho \) tends to 0.

The following estimates hold.
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Lemma 17. Assume that $\mathbf{u} = 0$ is a conical intersection. Then the inequality
\[ |\mu(\rho, \mathbf{v}) \cdot \mathbf{v}| \leq C \rho \] holds in a neighborhood of $0$ for some constant $C > 0$ uniform with respect to $\mathbf{v}$.

Proof. Up to shifting $H_0$ by a multiple of the identity we may assume $\lambda_j(0) = \lambda_{j+1}(0) = 0$. Then
\[ \rho \mu(\rho, \mathbf{v}) \cdot \mathbf{v} = \rho \langle \phi_j(\rho, \mathbf{v}), (v_1 H_1 + v_2 H_2 + v_3 H_3) \phi_{j+1}(\rho, \mathbf{v}) \rangle \]
\[ = -\langle \phi_j(\rho, \mathbf{v}), H_0 \phi_{j+1}(\rho, \mathbf{v}) \rangle = -\langle \phi_j(\rho, \mathbf{v}) - P_0 \phi_j(\rho, \mathbf{v}), H_0 \phi_{j+1}(\rho, \mathbf{v}) \rangle. \]
Assumption (H0) implies that
\[ ||H_0 \phi_{j+1}(\rho, \mathbf{v})|| \leq |\lambda_{j+1}(\rho\mathbf{v})| + \rho \sum_{i=1}^{3} ||H_i \phi_{j+1}(\rho, \mathbf{v})|| \leq c \rho, \]
for some $c > 0$, locally around the intersection. By smoothness of the projection, we get that
\[ |\langle \phi_j(\rho, \mathbf{v}) - P_0 \phi_j(\rho, \mathbf{v}), H_0 \phi_{j+1}(\rho, \mathbf{v}) \rangle| \leq C \rho^2, \]
for a suitable $C > 0$, hence we get the thesis. \( \Box \)

We are now ready to prove the following result, which provides some information on the behavior of the trajectories of the non-mixing field.

Proposition 18. With the notations introduced above and for $\rho$ small enough, there exist three constants $c_1, c_2, c_3 > 0$ such that $c_1 \leq |\dot{\rho}| \leq c_2$ and $|\mathbf{v}| \leq c_3$ along the trajectories of the non-mixing field.

Proof. Direct computations lead to the equations
\[ \dot{\rho} = X_\mu \cdot \mathbf{v}, \quad \dot{\mathbf{v}} = \frac{1}{\rho} (X_\mu - (X_\mu \cdot \mathbf{v}) \mathbf{v}). \]
The upper bound for $|\dot{\rho}|$ comes easily from the $H(\mathbf{u})$-boundedness of $H_i$ for every $i$.

From (13) we get that $|X_\mu| \geq c$ for some $c > 0$ in a neighborhood of the singularity, which implies that the sinus of the angle between $3\mathbf{m}(\mu(\rho, \mathbf{v}))$ and $\Re(\mu(\rho, \mathbf{v}))$ is uniformly far from zero. As a consequence of this fact and of Lemma 17, for any unit vector $\mathbf{z}$ in the plane spanned by $3\mathbf{m}(\mu(\rho, \mathbf{v}))$ and $\Re(\mu(\rho, \mathbf{v}))$ one has $|\mathbf{z} \cdot \mathbf{v}| \leq c \rho$ for some $c > 0$ and $\rho$ small enough. The orthogonal projection of $\mathbf{v}$ on that plane may be written as $(\mathbf{v} \cdot \mathbf{v}) \mathbf{v}$, where $\mathbf{v}$ is a unit vector. Then
\[ |X_\mu \cdot \mathbf{v}| = |X_\mu \cdot (\mathbf{v} - (\mathbf{v} \cdot \mathbf{v}) \mathbf{v})| = \sqrt{1 - (\mathbf{v} \cdot \mathbf{v})^2} |X_\mu| \geq (1 - c^2 \rho^2) |X_\mu| \]
and
\[ |X_\mu - (X_\mu \cdot \mathbf{v}) \mathbf{v}|^2 = |X_\mu|^2 - (X_\mu \cdot \mathbf{v})^2 \leq 2c^2 \rho^2 |X_\mu|^2. \]
The thesis follows. \( \Box \)

The following proposition is a generalization of [10, Proposition 5.9] in the three dimensional case. The proof follows the same lines, thanks to Proposition 18, and is thus omitted.

Proposition 19. For every unit vector $\mathbf{v}$ in $\mathbb{R}^3$ there exists an integral curve $\gamma : [-\eta, 0] \to \omega$ of $X_\mu$ with $\gamma(0) = 0$, $\eta > 0$, such that $\lim_{t \to 0^-} \frac{\gamma(t)}{\|\gamma(t)\|} = \mathbf{v}$. 
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Thanks to Proposition 18, the integral curves of the non-mixing field are $C^1$ up to the singularity included. In particular, they satisfy the hypotheses of Proposition 7 with $k = 1$, so that the projections $P_j(u)$ and $P_{j+1}(u)$ on the eigenspaces relative to the intersecting eigenvalues are $C^1$ along the integral curves of the non-mixing field outside the singularity, and can be continuously extended at the singularity. On the other hand, $P_u$ is $C^1$ along such curves, singularity included.

We remark moreover that, if $\gamma : [t_0, t_1] \to \mathbb{R}^3$ is an integral curve of the non-mixing field such that $\lambda_j(\gamma(t)) \neq \lambda_{j+1}(\gamma(t))$ for $t \in [t_0, t_1)$, by definition of the non-mixing field, it holds

\begin{equation}
P_j(\gamma(t))P_{j+1}(\gamma(t)) = 0 \quad P_{j+1}(\gamma(t))P_j(\gamma(t)) = 0 \quad \forall t \in [t_0, t_1).
\end{equation}

We have the following.

**Proposition 20.** Along every integral curve of the non-mixing field, there is a choice of the eigenstates relative to the intersecting eigenvalues which is $C^1$ up to the singularity included.

**Proof.** Let $\gamma : [-T, 0] \to \mathbb{R}^3$ be an integral curve of $X_P$ such that $\gamma(0) = \bar{u}$ is a conical intersection between $\lambda_j$ and $\lambda_{j+1}$. Outside the singularity, the eigenstates are well defined, up to a phase. To fix the phase, we set $\psi_j(t) = \frac{P_j(\gamma(t))\hat{\psi}}{\|P_j(\gamma(t))\hat{\psi}\|}$ for some $\hat{\psi} \in \mathcal{H}$ satisfying $P_j(\gamma(t))\hat{\psi} \neq 0$ on $[0, T]$ (up to reducing $T$). Thus $\psi_j(t)$ is a normalized eigenstate of $H(\gamma(t))$ relative to $\lambda_j(\gamma(t))$. In order to prove that $\psi_j(t)$ is $C^1$, it is enough to prove that $P_j(\gamma(t))$ is. Since $P_j(\gamma(t)) + P_{j+1}(\gamma(t)) = P_{\gamma(t)}$ for $t \in [-T, 0)$, and by (14), we get that $P_{\gamma(t)}\dot{P}_j(\gamma(t)) = P_j(\gamma(t))\dot{P}_j(\gamma(t)) = P_j(\gamma(t))(P_j(\gamma(t))\dot{P}_{\gamma(t)}).

Therefore

$$
\dot{P}_j(\gamma(t)) = P_{\gamma(t)} P_j(\gamma(t)) + P_{\gamma(t)} \dot{P}_j(\gamma(t)) = P_{\gamma(t)} P_j(\gamma(t)) + P_j(\gamma(t)) \dot{P}_{\gamma(t)},
$$

where the right hand side has limit for $t \to 0^-$. We can repeat the same procedure to show that there is a choice for $\psi_{j+1}(t)$ such that $\psi_{j+1}(t)$ has limit for $t \to 0^-$. □

A suitable improvement of the regularity properties provided by Proposition 20 is actually needed in order to apply Theorem 6 along the integral curves of the non-mixing field, around conical intersections. This is achieved by the next result.

**Proposition 21.** In a neighborhood of a conical intersection, the integral curves of its associated non-mixing field are $C^\infty$ up to the singularity included. Moreover, we can choose $C^\infty$ eigenstates $\psi_j, \psi_{j+1}$ along such a curve, up to the singularity included.

**Proof.** Let $\gamma : [-T, 0] \to \mathbb{R}^3$ be an integral curve of $X_P$ such that $\gamma(0) = \bar{u}$ and $|\gamma(t)| > 0$ for every $t \in [-T, 0]$ (this is true up to choosing $T$ sufficiently small), and define the eigenstates $\psi_j(\cdot), \psi_{j+1}(\cdot)$ as in Proposition 20.

For simplicity, we denote by $\lambda_j(t), \lambda_{j+1}(t)$ and $P_j(t), P_{j+1}(t)$ the $j$-th and $(j+1)$-th eigenvalues and the corresponding spectral projections at $\gamma(t)$. We prove by induction that, for every positive integer $h$, $\gamma(\cdot), \lambda_i(\cdot), P_i(\cdot)$ and $H_iP_i(\cdot)$ are $C^h$ on $[-T, 0]$, where $l = j + 1$ and $i = 1, 2, 3$. The proposition then follows immediately.

For every non-negative integer $h$, whenever the $h$-th order derivatives of $P_i(\cdot)$ and $H_iP_i(\cdot)$ are well defined, the following inequality holds

$$
\|H_i(P_i^{(h)}(s) - P_i^{(h)}(t))\| \leq \|H_i\| \|H(\gamma(t))\| (\|H(\gamma(s))P_i^{(h)}(s) - H(\gamma(t))P_i^{(h)}(t)\| + \sum \gamma_i(s) - \gamma_i(t)\|H_iP_i^{(h)}(s)\| + \|P_i^{(h)}(s) - P_i^{(h)}(t)\|).
$$
In particular, thanks to Proposition 20 and since $H_t$ is $H(\gamma(s))$-bounded (uniformly with respect to $s$), this yields the continuity of $H_tP_t(\cdot)$ on $[-T, 0]$ and the initialization step of the induction. Let us now take $h > 0$; we prove that, if $\lambda_t(\cdot), P_t(\cdot)$ are $C^h$ and $H_tP_t(\cdot)$ is $C^{h-1}$, then $H_tP_t^{(k)}(\cdot)$ is continuous. Indeed, by differentiating $h$ times the equality $H(\gamma(s))P_t(\cdot) = \lambda_t(\cdot)P_t(\cdot)$ and exploiting the regularity assumptions on $\lambda_t(\cdot), P_t(\cdot)$ and $H_tP_t(\cdot)$ we get that $H(\gamma(s))P_t^{(k)}(\cdot)$ is continuous in $[-T, 0]$. Since $H_t$ is $H(\gamma(s))$-bounded we deduce that $\|H_tP_t^{(h)}(s)\|$ is uniformly bounded on $[-T, 0]$. Then, the continuity of $H_tP_t^{(k)}(\cdot)$ follows from the above inequality.

Assume now that $\gamma(\cdot), \lambda_t(\cdot), P_t(\cdot)$ and $H_tP_t(\cdot)$ have been proved to be $C^h$, for $h \leq k - 1$. Then, by definition of $\lambda_t$ it turns out that $\gamma(\cdot)$ is $C^k$ in $[-T, 0]$ and, applying (4), we obtain that $\lambda_t(\cdot)$ is $C^k$ in $[-T, 0]$ too. Let us show that $P_t(\cdot)$ is $C^k$. Note that $P_t(\cdot) = P_{\gamma(t)}(\cdot)P_t(\cdot)$, where $P_{\gamma(t)}(\cdot)$ is $C^k$ in $[-T, 0]$, because of the regularity of $\gamma(\cdot)$. Then, by inductive hypothesis, $P_t(\cdot)$ is $C^k$ if and only if $P_t^{(k)}(\cdot)$ is continuous in $[-T, 0]$. We can develop $P_t^{(k)}(\cdot)$ as

$$P_{\gamma(t)}^{(k)}(t) = P_j(t)P_{\gamma(t)}^{(k)}(t) - P_j(t)P_{\gamma(t)}^{(k)}(t) + P_{\gamma(t)}^{(k)}(t) + P_{\gamma(t)}^{(k)}(t).$$

Then, the first term in the right-hand side is continuous in $[-T, 0]$. By (14), it follows that $\frac{d^{k-1}}{dt^{k-1}} \left( P_j(t)P_{\gamma(t)}^{(k)}(t) \right) \equiv 0$. Then, by inductive hypothesis, we get that $P_j(t)P_{\gamma(t)}^{(k)}(t)$ is continuous in $[-T, 0]$. We deduce that $P_{\gamma(t)}^{(k)}(\cdot)$ is continuous in $[-T, 0]$, and so is $P_t^{(k)}(\cdot)$ (and, by symmetry, $P_{\gamma(t)}^{(k)}(\cdot)$). Since, as shown above, $H_tP_t^{(k)}(\cdot)$ is continuous in $[-T, 0]$ for $i = j, j + 1$ and $i = 1, 2, 3$, the proof of the proposition is concluded.

We are now ready to state the main result of this section, namely we show how the curves tangent to the non-mixing field allow to improve the performances of the control algorithm presented in Section 3.2.

**Theorem 22.** Let $H(u) = H_0 + u_1H_1 + u_2H_2 + u_3H_3$ satisfy hypotheses (H0). Assume that $\{\omega, \{\lambda_0, \ldots, \lambda_k\}\}$ is a separated discrete spectrum for $H(u)$ and that there exist conical intersections $u_j \in \omega, j = 0, \ldots, k - 1$, between the eigenvalues $\lambda_j, \lambda_{j+1}$, with $\lambda_t(u_j)$ simple if $t \neq j, j+1$. Then, for every $u^s$ and $u^f$ such that the eigenvalues $\lambda_t, t = 0, \ldots, k$ are non-degenerate at $u^s$ and $u^f$, for every $\phi \in \{\phi_0(u^s), \ldots, \phi_k(u^s)\}$, and $p \in [0, 1]^{k+1}$ such that $\sum_{j=0}^k p_j = 1$, there exist $C > 0$ and a continuous control $\gamma(\cdot) : [0, 1] \rightarrow \mathbb{R}^m$ with $\gamma(0) = u^s$ and $\gamma(1) = u^f$, such that for every $\varepsilon > 0$

$$\|\psi(1/\varepsilon) - \sum_{j=0}^k p_j e^{i\vartheta_j} P_j(u^f)\| \leq C\varepsilon,$$

where $\psi(\cdot)$ is the solution of (3) with $\psi(0) = \phi$, $u(t) = \gamma(\varepsilon t)$, and $\vartheta_0, \ldots, \vartheta_k \in \mathbb{R}$ are some phases depending on $\varepsilon$ and $\gamma$.

**Proof.** The strategy is analogous to the one presented in Section 3.2 and is based on the construction of a suitable piecewise smooth path joining $u^s$ with $u^f$ that passes through all the conical intersection: in particular, we assume that the path $\gamma : [0, 1] \rightarrow \omega$ satisfies $\gamma(0) = u^s, \gamma(1) = u^f$ and $\gamma(\tau_j) = u_j, j = 0, \ldots, k - 1$, for some $0 < \tau_0 < \cdots < \tau_{k-1} < 1$. The only difference concerns the construction of the path in the neighborhoods of the conical intersections: indeed, in these regions the path is chosen to be tangent to the non-mixing field. At the intersection, the
inner and outer directions are selected according to Proposition 13, as explained in Section 3.2, and the existence of corresponding trajectories tangent to the non-mixing field is guaranteed by Proposition 19. Far from all the conical intersections the evolution of $H(\gamma(zt))$ conserves the occupation probabilities relative to each energy level $\lambda_l$, $l = 0, \ldots, k$, with an approximation of order $\varepsilon$. Let us now estimate the probability distribution obtained after the passage through the conical intersection $\hat{u}_0$. Since the path is tangent to the non-mixing field, we can apply Theorem 6 in order to study the evolution inside the space $P_{u(t)}H$, where $P_{u(t)}$ is the spectral projection associated with the two levels $\{\lambda_0(u), \lambda_1(u)\}$. For $\tau$ in a left neighborhood of $\tau_0$, the effective Hamiltonian and its associated evolution operator $U^\tau_{\text{eff}}$ are diagonal, and this implies the existence of a phase $\theta_0$ (depending on $\varepsilon$) and of a positive constant $C_0$ such that $\|\psi(\tau_0/\varepsilon) - e^{i\theta_0}\phi_0(\gamma(\tau_0^-))\| \leq C_0\varepsilon$, where $\psi(\cdot)$ is the solution of equation (3) with $\psi(0) = \phi_0(\gamma(0))$ corresponding to the control $u(\cdot) = \gamma(zt)$, defined on $[0, 1/\varepsilon]$.

By Proposition 11, this implies that

$$
\|\psi(\tau_0/\varepsilon) - e^{i\theta_0} \left(\cos \Xi(v) \phi_0(\gamma(\tau_0^+)) - e^{-i\beta(v)} \sin \Xi(v) \phi_1(\gamma(\tau_0^+))\right)\| \leq C_0\varepsilon,
$$

with $\Xi(v)$ and $\beta(v)$ satisfying equations (10)-(11), and $v$ is the outer direction.

Since the effective Hamiltonian is diagonal also for $\tau$ belonging to a right neighborhood of $\tau_0$, we conclude that there exist two phases $\alpha_0$ and $\alpha_1$ (depending on $\tau$ and $\varepsilon$) and a positive constant $C_0$ such that

$$
\|\psi(\tau/\varepsilon) - e^{i\alpha_0}p_0 \phi_0(\gamma(\tau)) - e^{i\alpha_1} \sqrt{1 - p_0^2} \phi_1(\gamma(\tau))\| \leq C_0\varepsilon.
$$

Since analogous estimates hold for the passages through any other conical intersection and outside the corresponding neighborhoods the theorem is proved. 

To conclude this section, we present below a result providing some information on the structural stability of conical intersections based on the properties of the non-mixing fields.

**Theorem 23.** Assume that $H(u) = H_0 + u_1H_1 + u_2H_2 + u_3H_3$ satisfies $(H0)$ and admits a separated discrete spectrum $\omega(\lambda_j, \lambda_{j+1})$. Let $\tilde{u} \in \omega$ be a conical intersection for $H(u)$ between the eigenvalues $\lambda_j$ and $\lambda_{j+1}$. Then for every $\varepsilon > 0$ there exists $\delta > 0$ such that, if $\hat{H}(u) = \hat{H}_0 + u_1\hat{H}_1 + u_2\hat{H}_2 + u_3\hat{H}_3$ satisfies $(H0)$ and

$$
\sum_{i=0}^3 \|\hat{H}_i - \hat{H}_i\|_{H_0} \leq \delta,
$$

then the operator $\hat{H}(u)$ has a separated discrete spectrum $\omega(\lambda_j, \lambda_{j+1})$ and it possesses a conical intersection of eigenvalues at $\tilde{u}$, with $|\tilde{u} - \tilde{u}| \leq \varepsilon$.

**Proof.** First of all, by equivalence of all norms $\| \cdot \|_{H_0(u)}$, without loss of generality we can assume that $\tilde{u} = 0$. We notice that our assumptions guarantee that in a neighborhood of the conical intersection the eigenvalues $\lambda_j$ and $\lambda_{j+1}$ are well separated from the rest of the spectrum. Continuous dependence of the eigenvalues with respect to perturbations of the Hamiltonian (see Lemma 28) ensures that, if $\delta$ is small, then $\hat{H}(\cdot)$ admits two eigenvalues $\lambda_j, \lambda_{j+1}$ close to $\lambda_j, \lambda_{j+1}$. Moreover $\{\lambda_j, \lambda_{j+1}\}$ is separated from the rest of the spectrum, locally around $\tilde{u}$. From the conicity of the intersection between $\lambda_j$ and $\lambda_{j+1}$, there exists $\varepsilon > 0$ small enough such that $|F(u)| \geq c$ for some $c > 0$ on $B(\tilde{u}, \varepsilon)$ and, moreover, by Proposition 18 the vector field $\mathcal{X}_F$ (up
to the sign) points inside the ball $B(\bar{u}, \varepsilon)$ at every point of its boundary. If $\delta$ is small enough then $\lambda_j \neq \lambda_{j+1}$ on $\partial B(\bar{u}, \varepsilon)$ and the gap between the two eigenvalues can be assumed to be of order $\varepsilon$. Therefore we can define the conicity matrix $\tilde{M}$ associated with $H(\cdot)$ and the function $\tilde{F}(\mathbf{u}) = \det \tilde{M}(\psi_j(\mathbf{u}), \psi_{j+1}(\mathbf{u}))$, where $\{\psi_j(\mathbf{u}), \psi_{j+1}(\mathbf{u})\}$ is an orthonormal basis for the sum of eigenspaces relative to $\{\lambda_j(\mathbf{u}), \lambda_{j+1}(\mathbf{u})\}$. Since the conicity matrix depends continuously on the control operators, with respect to the norm $\| \cdot \|_{H_0}$, and as a consequence of Lemma 9 and Proposition 26, we can take $\delta$ small enough such that $|\tilde{F}(\mathbf{u})| \geq c/2$ on $B(\bar{u}, \varepsilon)$. This allows us to define, whenever $\lambda_j \neq \lambda_{j+1}$, the non-mixing field $\tilde{X}_P$ associated with $\tilde{H}(\cdot)$ and corresponding to the band $\{\lambda_j, \lambda_{j+1}\}$; thanks to Proposition 16, up to a time reversal the time derivative of $\lambda_{j+1} - \lambda_j$ along the integral curves of $\tilde{X}_P$ is smaller than $-c/4$. By Corollary 27 if $\delta$ is small enough, then $\tilde{X}_P$ points inside $B(\bar{u}, \varepsilon)$ at every point of $\partial B(\bar{u}, \varepsilon)$. Any trajectory $\tilde{\gamma}(\cdot)$ of $\tilde{X}_P$ starting from $B(\bar{u}, \varepsilon)$ remains inside $B(\bar{u}, \varepsilon)$ in its interval of definition and reaches in finite time a point $\bar{u}$ corresponding to a double eigenvalue $\lambda_j(\bar{u}) = \lambda_{j+1}(\bar{u})$. The conclusion follows from Proposition 10.

5. Examples. Let us first consider a finite dimensional example; let $H(\mathbf{u})$ be the Hamiltonian in $\mathfrak{u}(3)$ defined by

$$
\begin{align*}
H_0 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
H_1 &= \begin{pmatrix} 1 & i & 0 \\ -i & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
H_2 &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ -i & 0 & 0 \end{pmatrix}, \\
H_3 &= \begin{pmatrix} 1 & 1 & -1 \\ -1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\end{align*}
$$

The Hamiltonian $H(\cdot)$ admits a double eigenvalue at $\mathbf{u} = 0$ corresponding to the two lowest levels. A simple computation leads to $\det M(e_1, e_2) = -2i$ where $e_1 = (1, 0, 0)^T, e_2 = (0, 1, 0)^T$ form a basis of the double eigenspace at 0. Thus the eigenvalue intersection is conical. Moreover, at the point $\mathbf{u} = (1/2, -1/4, 0)$, the second and third eigenvalues degenerate, and the intersection is conical: indeed, the determinant of the conicity matrix corresponding to these two levels is equal to $4i/3$.

Figure 2 describes the behavior of the trajectories of the non-mixing field relative to the first two eigenvalues of $H(\cdot)$. Consistently with the results shown above, the flow corresponding to the non-mixing vector field allows to identify two conical intersections, one of them being the origin, among the first two levels. In particular, the trajectories converge or diverge from them, locally.

![Fig. 2. Trajectories of the non-mixing field relative to the two lowest eigenvalues for the Hamiltonian corresponding to (16)](image)

Let us consider the case in which the initial value of the control is $\mathbf{u}_0 = (-1, 0, 0)$. We want to approximately send an initial state $\psi$ concentrated in the lowest energy level into a state whose probability distribution with respect to the three states is...
(1/3, 1/6, 1/2). To do that, we first pass through the conical intersection between the
two lowest levels, leaving a probability of 1/3 on the lowest one and sending 2/3 of
probability to the other; afterwards, we pass through the conical intersection between
the two highest levels in order to send 1/2 of the total probability to the third level;
finally, we come back to the initial point.

Figure 3, on the left, shows the chosen path, which follows the non-mixing field in a
neighborhood of the conical intersection. On the right the distribution of probability
is depicted. The simulations were run on arc-length parametrized curves, with a
parameter $\varepsilon = 0.001$.

Consider now the Hamiltonian $H(u) = -\Delta + u_1 V_1 + u_2 V_2 - i u_3 (\nabla A + A \nabla)$,
where

$$V_1(x) = x_2^2 + x_3^2, \quad V_2(x) = x_2 x_3, \quad A = (0, -x_3/2, x_2/2)^T,$$

with zero Dirichlet boundary conditions. We recall that the third controlled operator
acts on the elements of its domain as follows $-i (\nabla A + A \nabla) \psi = -i A \cdot \nabla \psi - i \text{div}(A \psi)$. This operator has the form of a vector potential coupled with the momentum. By
classical results (see [26, 27]), it is easy to check that $H(u)$ satisfies hypothesis (H0)
and has a purely discrete spectrum with a finite number of eigenvalues in each compact
subset of $\mathbb{R}$ (this, together with Lemma 28, guarantees that $H(u)$ possesses a separated
discrete spectrum).

We claim that $H(0)$ (representing the potential well in $\Omega$) admits conical inter-
sections of eigenvalues. The eigenvalues and the eigenfunctions of $H(0)$ take the form

$$\lambda_{j_1,j_2,j_3} = \pi^2 \left( \frac{j_1^2}{3} + \frac{j_2^2}{5} + \frac{j_3^2}{5} \right), \quad \psi_{j_1,j_2,j_3}(x) = \frac{2 \sqrt{2}}{\sqrt{15}} \sin(j_1 \pi x_1) \sin\left( \frac{j_2 \pi x_2}{\sqrt{3}} \right) \sin\left( \frac{j_3 \pi x_3}{\sqrt{5}} \right)$$

where $j_1, j_2, j_3$ are strictly positive integers. In particular it is easy to check that
the fourth and the fifth lowest eigenvalues take the same value $\lambda_{1,1,3} = \lambda_{1,2,2}$ at the
origin, and, since the determinant of the conicity matrix is approximately 0.029i, we
deduce that the intersection is conical.

Let us consider an initial control $u_0 = (1, 0, 0)$ and an initial state concentrated
on the fourth energy level of $H(u_0)$. Our aim is to induce an approximate transition
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to a state distributed between the fourth and fifth level of $H(u_0)$ with probability $2/3$ and $1/3$, respectively. We follow arc-length parametrized curves with a parameter $\varepsilon = 0.003$, and we compare the transition obtained following control paths with a different behavior around the singularity. Namely, we consider a path which is locally an integral curve of the non-mixing field (top-left in Figure 4) and one which is piecewise affine in the sense of Proposition 11 (bottom-left in Figure 4). The corresponding probability distributions as functions of the time are shown in Figure 4, on the right side. Both paths induce quite precisely the desired transition, although for long times the accuracy degrades. We remark that the most significant difference between the two strategies is given by the fact that the second one induces a less accurate spread of probability at the passage through the conical intersection, as expected.

Note that, to compute the evolution of the controlled system, we truncated the infinite dimensional system to the lowest 20 and to the lowest 30 energy levels. These two choices did not exhibit significant differences: this suggests that the truncation up to the first 20 energy levels well describes the behavior of the infinite dimensional system. Figure 4 is obtained choosing this truncation.

![Control paths and probability distributions for $H(u) = -\Delta + u_1 V_1 + u_2 V_2 - iu_3(\nabla A + A\nabla)$. We reproduce in gray the probability of being in the fourth energy level and in black the probability of being in the fifth one. The starting point is labeled as $O$ and the conical intersection as $P$.](image)

**6. Final remarks.** The integral curves of the non-mixing field are not the only paths guaranteeing the estimate (15): suitable approximations (in the sense precised just below) of these curves also ensure an adiabatic approximation of order $\varepsilon$. Indeed, let us consider an arc-length parametrized curve $\gamma^P(\tau)$, tangent to the non-mixing field, that reaches a conical intersection between $\lambda_j$ and $\lambda_{j+1}$ at time $\tau = 0$, and let $\gamma$ be a $C^3$ curve such that $|\gamma(\tau) - \gamma^P(\tau)| \leq C\tau^3$, for $\tau$ small enough and some positive constant $C$. Let $t = \tau/\varepsilon$ and consider the effective Hamiltonians evaluated along the two curves. It is then easy to see, by simple computations and because of Proposition 7, that the difference between the two effective Hamiltonians is less or equal than $C'\varepsilon^2 t$ for some $C' > 0$. This term, integrated over a time interval of order
$1/\varepsilon$, gives a difference of order $\varepsilon$.

An interesting controllability problem alternative to the one introduced in Section 3.2 aims at sending (approximately) an initial state $\psi_s = \sum_{j=0}^{k} c_j \phi_j(u^s)$ to a final state concentrated in a single energy level. This problem may appear completely equivalent to the previous one, but is actually more delicate. Indeed, a natural way to induce the desired transition would be to run backward in time a path constructed as in Section 3.2. However, a simple computation shows that, at each passage through a conical intersection, the components corresponding to the intersecting eigenvalues recombine in a concentrated state only if their relative phase coincides with the one induced by the unitary transformation of the limit basis (that is, the phase $\beta(v)$ of Proposition 11). On the other hand, the computation of dynamical phases, coming from the integration of the energy on intervals whose length is of order $1/\varepsilon$, is very sensitive to changes in the speed $\varepsilon$. This is in principle possible, but it compromises the constructiveness of the algorithm.

Similarly, by means of non-constructive arguments (for instance, by exploiting the rational independence of the gaps between the eigenvalues underlined in [12, Lemma 14]) one can obtain the following controllability property, stronger than the one considered in Section 3.2.

**Under assumption (H0), assuming that the Hamiltonian possesses a separated discrete spectrum in which all energy levels are connected through conical intersections, and for any given initial and target states $\psi_s, \psi_f$ distributed in $\Sigma$ and $\eta > 0$, there exists a control input steering the system from $\psi_s$ to a final state whose distance from $\psi_f$ is less than $\eta$.**

It is opinion of the authors that all the results here above still hold in a non-linear sufficiently smooth setting, that is for Hamiltonians of the form $H(u)$ whose derivatives with respect to the parameter $u$ are $H(0)$-small up to a suitable order and under hypothesis (H1). This case is interesting, since it covers relevant physical models, such as those described by Hamiltonians with controlled electromagnetic potentials. Preliminary results in this sense have been obtained in [14].

**Appendix A. Regularity properties and proof of Proposition 7.**

Let $H$ be a complex separable Hilbert space; all operators in the following are assumed to be operators on $H$. In this section we derive some regularity results on the eigenvalues and the eigenstates of self-adjoint operators with respect to the norm defined in (2) (see e.g. [19] for similar regularity properties). Such results will be used in particular to prove Proposition 7. The resolvent of $A$ in $\zeta \in \rho(A)$ is denoted by $R(A, \zeta) = (A - \zeta \text{id})^{-1}$; we recall that it is a bounded linear operator that maps $H$ into $D(A)$, and that, given two self-adjoint operators $A_1, A_2$ with the same domain, their resolvents satisfy the Second Resolvent Identity

$$R(A_2, \zeta) - R(A_1, \zeta) = R(A_1, \zeta)(A_1 - A_2)R(A_2, \zeta).$$

The identity

$$\|(X - \zeta \text{id})^{-1}\| = d(\zeta, \sigma(X))^{-1}$$

holds for self-adjoint operators (see e.g. [19]).

Let us state the following technical lemma, which will be largely used in the following. Its proof easily comes from the definition of $\| \cdot \|_A$ and is thus omitted.
Lemma 24. Let $A, B$ be self-adjoint operators with $B$ $A$-bounded and $\zeta \in \rho(A)$. Then the following inequality holds:

(19) $$\|BR(A, \zeta)\| \leq (1 + |\zeta| + 1) \|R(A, \zeta)\| \|B\|_A.$$ 

The following result shows that the resolvent set for a self-adjoint operator $A$ possesses some continuity properties with respect to small perturbation in the space $L(D(A), H)$.

Lemma 25. Let $A_1$ be a self-adjoint operator. Let $Z \subset \rho(A_1)$ be a compact set. There exists a $\delta > 0$ such that, if a self-adjoint operator $A_2$ satisfies $\|A_1 - A_2\|_{A_1} \leq \delta$, then $A_1$ and $A_2$ have the same domain, $Z \subset \rho(A_2)$ and the inequality

(20) $$\|R(A_2, \zeta) - R(A_1, \zeta)\| \leq C\|A_1 - A_2\|_{A_1}$$ 

holds true on $Z$ for some constant $C$ depending on $Z$ and $A_1$.

Proof. To ensure that $D(A_1) = D(A_2)$ it is clearly enough to assume $\delta < 1$. To conclude the proof we proceed as follows. As a consequence of (18), $\|R(A_1, \zeta)\|_2$ is uniformly bounded on $Z$. This, together with (19), implies that $\|(2A_1 - 2A)R(A_1, \zeta)\| < C''\|A_1 - A_2\|_{A_1}$ for some $C'' > 0$. Since

$$R(A_2, \zeta) = R(A_1, \zeta)(\text{id} + (A_2 - A_1)R(A_1, \zeta))^{-1}$$

whenever the right-hand side is well defined, we deduce that $Z \subset \rho(A_2)$ and that

$$\|R(A_2, \zeta)\|_2 \leq 2\|R(A_1, \zeta)\|_2$$

on $Z$, provided that $\delta$ is small enough. Finally, by applying (17), we get (20).

Let $\Sigma \subset \sigma(A)$ be constituted by a finite number of eigenvalues of the self-adjoint operator $A$. For every positively-oriented closed path $\Gamma \subset \mathbb{C}$ encircling $\Sigma$, and not encircling any other element in $\sigma(A)$, the projection $P$ onto the sum of the eigenspaces relative to $\Sigma$ is given by

(21) $$P = -(2\pi i)^{-1}\oint_{\Gamma} R(A, \zeta) \, d\zeta.$$ 

Proposition 26. Let $A_1$ be a self-adjoint operator. Assume that $\Sigma_1 = \sigma(A_1) \cap (\zeta_1, \zeta_2)$ is constituted by $k$ eigenvalues, counted with multiplicity, and that $\zeta_1, \zeta_2 \notin \sigma(A_1)$. Then for every $\epsilon > 0$ there exists a $\delta > 0$, depending on $\zeta_1, \zeta_2$ and $A_1$, such that if $A_2$ is self-adjoint and $\|A_1 - A_2\|_{A_1} \leq \delta$, then

i) $\Sigma_2 = \sigma(A_2) \cap (\zeta_1, \zeta_2)$ is constituted by $k$ eigenvalues, counted with multiplicity;

ii) Calling $P_{\Sigma_1}^{A_1}$ the spectral projection onto the sum of eigenspaces of $A_1$ relative to $\Sigma_1$ and $P_{\Sigma_2}^{A_2}$ the spectral projection onto the sum of eigenspaces of $A_2$ relative to $\Sigma_2$, it holds $\|P_{\Sigma_1}^{A_1} - P_{\Sigma_2}^{A_2}\| \leq \epsilon$.

Proof. Let $\Gamma$ be the circle in the complex plane centered on the real axis and passing through $\zeta_1$ and $\zeta_2$, and consider the projection $P_{\Sigma_2}^{A_2} = -(2\pi i)^{-1}\oint_{\Gamma} R(A_2, \zeta) \, d\zeta$. From (20) we obtain that

$$\left\|P_{\Sigma_1}^{A_1} - P_{\Sigma_2}^{A_2}\right\| \leq (2\pi)^{-1} \oint_{\Gamma} \|R(A_1, \zeta) - R(A_2, \zeta)\| \, d\zeta \leq \hat{C}\delta$$

for some $\hat{C} > 0$ (depending on $\Gamma$ and $A_1$). In particular, $\|P_{\Sigma_1}^{A_1} - P_{\Sigma_2}^{A_2}\| < 1$ for $\delta$ small enough, which easily implies that $\dim\text{Range}(P_{\Sigma_2}^{A_2}) = \dim\text{Range}(P_{\Sigma_1}^{A_1}) = k$ (see [27, page 14]), therefore $\Sigma_2$ contains exactly $k$ eigenvalues, counted with multiplicity, i.e. i) holds true. By possibly choosing a smaller $\delta$, ii) also holds true. 
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The following result immediately follows from Proposition 26.

COROLLARY 27. Let \( \lambda \) be a simple eigenvalue of a self-adjoint operator \( A_1 \). Then for every \( \epsilon > 0 \) there exists \( \delta > 0 \) such that any self-adjoint operator \( A_2 \) satisfying
\[
\| A_1 - A_2 \| A_1 \leq \delta \quad \text{admits a unique eigenvalue } \mu \text{ with } | \lambda - \mu | < \epsilon.
\]
Moreover, there exists a choice \( \phi_{A_1}^{\lambda}, \phi_{A}^{\mu} \) for the corresponding eigenstates such that \( \| \phi_{A_1}^{\lambda} - \phi_{A}^{\mu} \| \leq \epsilon \).

The next result provides an estimate concerning regularity properties of the eigenvalues.

LEMMA 28. Let \( A_1 \) be a self-adjoint operator such that \( \sigma(A_1) \cap I \) is discrete and without finite accumulation points for some open, possibly unbounded, interval \( I \). If \( \delta > 0 \) is small enough and \( A_2 \) is a self-adjoint operator satisfying \( \| A_2 - A_1 \| A_1 \leq \delta \), then the eigenvalues of \( A_2 \) contained in \( I \) are close to those of \( A_1 \), in the following sense. Up to appropriately indexing on a subset of \( \mathbb{Z} \) the eigenvalues (counted with multiplicity) in \( \sigma(A_j) \cap I \), for \( j = 1, 2 \), and denoting them with \( \mu_i(A_j) \) we have
\[
| \mu_i(A_1) - \mu_i(A_2) | \leq \epsilon (1 + | \mu_i(A_1) |), \quad \text{where } \epsilon = \frac{\delta}{1 + \delta} - 1.
\]

Proof. Let \( A_1 \) satisfy the hypotheses of the lemma, and let \( A_2 \) be a self-adjoint operator with \( \| A_2 - A_1 \| A_1 \leq \delta \) where without loss of generality we assume that \( \delta < 1 \); define \( A(t) = A_1 + t(A_2 - A_1) \), for \( t \in [0, 1] \). Let \( \lambda_i(t) \) be the analytic branch of the eigenvalues of \( A(t) \) emanating from \( \lambda_i(0) = \mu_i(A_1) \), and denote by \( \phi_i(t) \) a corresponding analytic eigenstate. By hypothesis
\[
\| (A_2 - A_1) \phi_i(t) \| \leq \| A_1 \phi_i(t) \| + \delta \leq | \lambda_i(t) | + \delta t \| (A_2 - A_1) \phi_i(t) \| + \delta,
\]
which implies that
\[
\| (A_2 - A_1) \phi_i(t) \| \leq \frac{\delta}{1 - \delta} (| \lambda_i(t) | + 1).\]
From
\[
| \lambda_i(t) | = | \langle \phi_i(t), (A_2 - A_1) \phi_i(t) \rangle | \leq \| (A_2 - A_1) \phi_i(t) \|
\]
we easily get the thesis.

Consider a control-dependent Hamiltonian \( H(u) \) satisfying assumption \((H0)\). It is easy to see that for any \( u_1, u_2 \) the norms \( \| \cdot \|_{H(u_1)} \), \( \| \cdot \|_{H(u_2)} \) are equivalent, thanks to the \( H_0 \)-smallness of the control Hamiltonians. From Lemma 28, and the equivalence of the norms \( \| \cdot \|_{H(u)} \), the eigenvalues \( \lambda_i(\cdot) \) of \( H(\cdot) \) are locally Lipschitz, and the corresponding Lipschitz constants locally depend on the magnitude of \( \lambda_i(\cdot) \). Moreover, we remark the following fact: let \( \bar{u} \) be a conical intersection between the eigenvalues \( \lambda_j \) and \( \lambda_{j+1} \), that satisfy a gap condition, according to Definition 2. By the definition of conical intersection and the Lipschitz continuity of the eigenvalues we can conclude that there exist a suitably small neighborhood \( U \) of \( \bar{u} \) and two constants \( C_1 > 0 \) and \( C_2 > 0 \) such that
\[
\lambda_{j+1}(u) - \lambda_j(u) \geq C_1 | u - \bar{u} | \quad \forall \, u \in U
\]
and
\[
| \lambda_i(u) - \lambda_i(u') | \leq C_2 | u - u' | \quad \forall \, u, u' \in U, \, i = j, j + 1.
\]

We are now ready to prove Proposition 7.

Proof of Proposition 7. For simplicity, throughout this proof we will write \( R(u, \xi) \) to denote the resolvent \( R(H(u), \xi) \). The property that the projections \( P_j(\gamma(t)) \), \( J = j, j + 1, \) are \( C^k \) at any \( t \in [-R, 0] \) whenever \( \gamma(\cdot) \) is \( C^k \) has been shown e.g. in [28]. It comes from (21) and a recursive application of the identity
\[
\frac{d}{dt} R(f(t), \xi) = R(f(t), \xi) \left( \frac{d}{dt} H(f(t)) \right) R(f(t), \xi),
\]
valid for any differentiable path $f$ taking values in $\mathbb{R}^3$, together with (19).

It remains to study the regularity of the projections at the singularity. We first consider the case $k = 1$. Without loss of generality we assume $|\dot{\gamma}(0)| = 1$. Let $\rho = C_1/4$, where $C_1$ is as in (22), and for every $t \in [-R, 0)$ consider the circle $\Gamma_t \subset \mathbb{C}$ of radius $\rho t$ centered at $\lambda_j(\gamma(t))$. There exists $0 < T \leq R$ such that for every $t \in [-T, 0)$

$$|\lambda_{j+1}(\gamma(t)) - \lambda_j(\gamma(t))| \geq \frac{3}{4} C_1 t = 3\rho t$$

so that $|\lambda_{j+1}(\gamma(t)) - \zeta| \geq 2\rho t$ for every $\zeta \in \Gamma_t$. Thus $d(\zeta, \sigma(H(\gamma(t)))) = \rho t$ and, by (23) and the definition of $\ell_1(\gamma)$, $d(\zeta, \sigma(H(\ell_1(t)))) \geq \rho t/2$, up to reducing $T$. Therefore, from (18), for $\zeta \in \Gamma_t$ it holds

$$\|R(\gamma(t), \zeta)\| = \frac{1}{\rho t}, \quad \|R(\ell_1(t), \zeta)\| \leq \frac{2}{\rho t}.$$  

It is left to prove that $\int_{\Gamma_t} (R(\gamma(t), \zeta) - R(\ell_1(t), \zeta)) d\zeta$ tends to 0. Estimate (19) gives

$$\|(H(\ell_1(t)) - H(\gamma(t)))R(\gamma(t), \zeta)\| \leq C \left| \frac{\ell_1(t) - \gamma(t)}{t} \right|$$

for some $C > 0$, which, together with (17) and (25) yields the thesis.

Let us now tackle the general case; the proof follows similar arguments. We define the circuit $\Gamma_r$ as above, and we notice that for every fixed $\tau \in (-T, 0)$ there is a neighborhood $I_\tau$ of $\tau$ such that (25) can be replaced by the similar estimate

(26) \[ \|R(\gamma(t), \zeta)\| \leq \frac{2}{\rho t}, \quad \|R(\ell_1(t), \zeta)\| \leq \frac{2}{\rho t}, \]

holding for every $\zeta \in \Gamma_\tau$ and $t \in I_\tau$. By applying (17) we get, for every $t \in I_\tau$ and $l \leq k - 1$,

$$\frac{d^l}{dt^l} P_j(\gamma(t)) - \frac{d^l}{dt^l} P_j(\ell(t)) = -(2\pi i)^l \int_{\Gamma_t} \left[ \frac{d^l}{dt^l} [R(\ell_k(t), \zeta)(H(\ell_k(t)) - H(\gamma(t)))R(\gamma(t), \zeta)] d\zeta. \right]$$

The proof can then be easily completed by applying recursively the identity (24) together with the estimates (26) and (19), and by exploiting the regularity of $\gamma(\cdot)$ and the definition of $\ell_k(\cdot)$.

Acknowledgements. The authors would like to thank Ugo Boscain for fruitful discussions.

REFERENCES
