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ABSTRACT

Context. The positron fraction in cosmic rays has recently been measured with improved accuracy up to 500 GeV, and it was found to be a steadily increasing function of energy above ~ 10 GeV. This behaviour contrasts with standard astrophysical mechanisms, in which positrons are secondary particles, produced in the interactions of primary cosmic rays during their propagation in the interstellar medium. The observed anomaly in the positron fraction triggered a lot of excitement, as it could be interpreted as an indirect signature of the presence of dark matter species in the Galaxy, the so-called weakly interacting massive particles or WIMPs. Alternatively, it could be produced by nearby sources, such as pulsars.

Aims. These hypotheses are probed in light of the latest AMS-02 positron fraction measurements. As regards dark matter candidates, regions in the annihilation cross section to mass plane for instance, they overshadow the error contours derived from the positron data.

Methods. The cosmic ray positron transport in the Galaxy is described using a semi-analytic two-zone model. Propagation is described with Green functions as well as with Bessel expansions. For consistency, the secondary and primary components of the positron flux are calculated together with the same propagation model. The above mentioned explanations of the positron anomaly are tested using χ² fits. The numerical package MicrOMEGAs is used to model the positron flux generated by dark matter species. The description of the positron fraction from conventional astrophysical sources is based on the pulsar observations included in the Australia Telescope National Facility (ATNF) catalogue.

Results. The masses of the favoured dark matter candidates are always larger than 500 GeV, even though the results are very sensitive to the lepton flux. The Fermi measurements point systematically to much heavier candidates than the recently released AMS-02 observations. Since the latter are more precise, they are much more constraining. A scan through the various individual annihilation channels disfavours leptons as the final state. On the contrary, the agreement is excellent for quark, gauge boson, or Higgs boson pairs, with best-fit masses in the 10 to 40 TeV range. The combination of annihilation channels that best matches the positron fraction is then determined at fixed WIMP mass. A mixture of electron and tau lepton pairs is only acceptable around 500 GeV. Adding b-quark pairs significantly improves the fit up to a mass of 40 TeV. Alternatively, a combination of the four-lepton channels provides a good fit between 0.5 and 1 TeV, with no muons in the final state. Concerning the pulsar hypothesis, the region of the distance-to-age plane that best fits the positron fraction for a single source is determined.

Conclusions. The only dark matter species that fulfils the stringent gamma ray and cosmic microwave background bounds is a particle annihilating into four leptons through a light scalar or vector mediator, with a mixture of tau (75%) and electron (25%) channels, and a mass between 0.5 and 1 TeV. The positron anomaly can also be explained by a single pulsar, and a list of five pulsars from the ATNF catalogue is given. We investigate how this list could evolve when more statistics are accumulated. Those results are obtained with the cosmic ray transport parameters that best fit the B/C ratio. Uncertainties in the propagation parameters turn out to be very significant. In the WIMP annihilation cross section to mass plane for instance, they overshadow the error contours derived from the positron data.
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1. Introduction

The cosmic ray positron flux at the Earth exhibits above 10 GeV an excess with respect to the astrophysical background produced by the interactions of high-energy protons and helium nuclei with the interstellar medium (ISM). Observations by the High-Energy Antimatter Telescope (HEAT) collaboration (Barwick et al. 1997; DuVernois et al. 2001; Beatty et al. 2004) already hinted at a slight deviation of the flux with respect to a pure secondary component. The anomaly was clearly established by Adriani et al. (2009) with measurements of the positron fraction by the Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics (PAMELA) satellite, up to 100 GeV. Drawing any definite conclusion about the nature of the positron excess requires nevertheless precise measurements. The release by Aguilar et al. (2013) of data with unprecedented accuracy can be seen as a major step forward, which opens the route for precision measurement.
physics. Recently, the Alpha Magnetic Spectrometer (AMS-02) collaboration has published (Accardo et al. [2014]) an update on the positron fraction based on high statistics with measurements extending up to 500 GeV.

The observed excess of positrons was readily interpreted as a hint of the presence of dark matter particles in the Milky Way halo. A number of dark matter candidates have been proposed so far. The most favoured option is a weakly interacting massive particle (WIMP), whose existence is predicted by several theoretical extensions of the standard model of particle physics. The typical cross section for WIMP annihilation in the early Universe has to be close to \( 3 \times 10^{-26} \text{ cm}^3 \text{s}^{-1} \) to match the cosmological value of \( \Omega_{\text{DM}} \approx 0.27 \). Although marginal, WIMP annihilations are still going on today, especially in the haloes of galaxies where dark matter (DM) has collapsed, and where they produce various cosmic ray species. The hypothesis that the positron anomaly could be produced by the annihilation of DM particles is supported by the fact that the energy of the observed excess lies in the GeV to TeV range, where the WIMP mass is expected.

The initial enthusiasm for interpreting the positron anomaly as an indirect signature for DM particles has nevertheless been dampened by several observations. First, since positrons rapidly lose energy above 10 GeV as they propagate in the Galactic magnetic fields, the positron excess is produced near the Earth, where the DM density \( \rho_0 \) is known to be of order 0.3 GeV cm\(^{-3} \) as shown by Bovy & Tremaine (2012). Bearing in mind the benchmark values for the WIMP annihilation cross section and density, one finds that the signal is too small to account for the observed excess. For a WIMP mass \( m_W \) of 1 TeV, the positron production rate needs to be enhanced by a factor of a thousand to match the measurements. The second difficulty lies in the absence, up to 100 GeV, of a similar excess in the antiprotons, since the PAMELA measurements of the antiproton-to-proton ratio (Adriani et al. 2009) and of the absolute flux (Adriani et al. 2010, 2013) are consistent with the expected astrophysical background of secondary species. DM particles cannot couple with quarks under the penalty of overproducing antiprotons as shown by Cirelli et al. (2009b) and confirmed by Donato et al. (2009).

Therefore, besides an abnormally large annihilation rate today, WIMPs should preferentially annihilate into charged leptons, a feature which is unusual in supersymmetry. An additional obstacle against the WIMP interpretation of the positron anomaly arises from the lack of DM signatures in the electromagnetic radiation measurements. Regardless of their origin, electrons and positrons undergo inverse Compton scattering on the cosmic microwave background (CMB) and on stellar light. The emission of gamma rays, observable by atmospheric Cherenkov detectors such as the High Energy Stereoscopic System (H.E.S.S.), the Major Atmospheric Gamma-Ray Imaging Cherenkov (MAGIC) telescope, and the Very Energetic Radiation Imaging Telescope Array System (VERITAS), as well as satellite-borne devices like Fermi-LAT, is expected as a result of these processes. Photons can also be directly produced by WIMP annihilation or radiated by final state charged leptons. Finally, electrons and positrons also spiral in Galactic magnetic fields. The resulting synchrotron emission should not outshine what is already collected by radio telescopes.

Several analyses have been carried out on these messengers. They partially and sometimes completely exclude the regions of the WIMP annihilation cross section to mass plane that are compatible with the positron anomaly, even though their conclusions may be found to be dependent on the astrophysical assumptions on which they are based. For example, the limits derived by Abazajian & Harding (2012) from the H.E.S.S. measurements of the Galactic centre (Abramowski et al. 2011) vanish if the DM profile is taken to be isothermal. This is in agreement with the conclusions drawn by Cirelli et al. (2010).

Constraints from Ackermann et al. (2013) based on observations of dwarf spheroidal satellites of the Milky Way (see also Geringer-Sameth & Koushiappas 2011; Ackermann et al. 2011) depend on the DM profiles assumed for these objects. These limits have been improved by VERITAS (Aliu et al. 2012) and MAGIC (Aleksic et al. 2014) with dedicated searches for DM in Segue 1, and by the H.E.S.S. collaboration (Abramowski et al. 2014). The J factors of the satellites are somewhat uncertain but the bounds are very stringent. Following Cirelli et al. (2010), Ackermann et al. (2012) restrained WIMP properties with Fermi-LAT observations of the gamma ray diffuse emission from regions located at moderate Galactic latitude. This procedure alleviates the sensitivity of the constraints to the DM profile. The limits are quite robust if only the inverse Compton and final state radiation photons from DM annihilation are considered. They become more stringent once the Galactic gamma ray diffuse emission is taken into account, but then are sensitive to how it is modelled. The analysis by Abdo et al. (2010) of the extra-Galactic gamma ray background (EGB) could jeopardise the DM interpretation of the positron excess, but depends on how the Galactic diffuse emission has been subtracted and is extremely sensitive to the DM structure scenario used to derive the WIMP contribution to the EGB. Unresolved blazars and millisecond pulsars also need to be withdrawn from the gamma ray measurements to yield the EGB. This is also the case for star-forming galaxies and secondary electromagnetic showers induced by ultra-high energy cosmic rays, both components being highly model dependent as mentioned by Calore et al. (2012). The IceCube collaboration has set limits on the DM annihilation cross section by searching for high energy neutrinos in nearby galaxies and galaxy clusters (Aartsen et al. 2013). The properties of WIMP are constrained between 300 GeV and 100 TeV for a variety of annihilation channels including neutrino pairs. The DM explanation of the positron excess is partially challenged by the IceCube limits derived for the Virgo cluster, in the case of the \( \tau^+ \tau^- \) and \( \mu^+ \mu^- \) channels, even though a very large boost of nearly a thousand from DM subhaloes needs to be assumed for this conclusion to hold. In addition, independent studies foresee severe limits on the properties of decaying WIMPs using the IceCube experiment (see for example Mandal et al. 2010). Finally, the CMB provides stringent constraints on WIMP annihilation and mass (Galli et al. 2009; Slatyer et al. 2009; Cirelli et al. 2009a).

Many solutions have been proposed to circumvent part of these difficulties. As regards the first problem, one possibility is to artificially increase the annihilation cross section well above its thermal value. To commence, it is conceivable that the universe was not radiation dominated at WIMP freeze-out, contrary to what is commonly assumed, but underwent a period of very fast expansion. This would have been the case, for instance, if a fast rolling scalar field had taken over radiation at that time, during a stage of so-called kinetic quintessence (Salati 2003). The larger the Hubble rate at WIMP decoupling, the larger the annihilation cross section at fixed relic abundance. Another option is to disentangle the annihilation cross section from the relic abundance. Dark matter species could have been produced by the decay of a heavier partner after freeze-out, as suggested by Grajek et al. (2008), but the most popular solution relies on the Sommerfeld effect. In this scenario, independently proposed by Pospelov & Ritz (2009) and Arkani-Hamed et al. (2009), DM species cou-
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ple to a light scalar or vector boson, which makes them attract each other when they annihilate, hence an enhanced cross section especially at low relative velocities. A quark-phobic DM candidate heavier than about 10 TeV also permits us to overcome the antiproton problem as mentioned by Cirelli et al. (2009b) although future measurements could jeopardise that possibility as discussed by Cirelli & Giesen (2013). Another solution to intensify the production of positrons is based on the existence of DM clumps in the vicinity of the Earth. In this case, the annihilation is enhanced. However, the astrophysical boost on the positron flux cannot exceed a factor of ~20 (Lavalle et al. 2008) unless a DM clump is located near the Earth, although this is very unlikely (Brun et al. 2009). Finally, although the above-mentioned gamma ray constraints are fairly stringent, there is still room for a WIMP explanation of the positron excess. Most of the limits so far derived concentrate on species lighter than 10 TeV and rely on specific assumptions. The case of secluded DM (Pospelov & Ritz 2009; Arkani-Hamed et al. 2009) is also rarely addressed.

A completely different approach relies on the existence of pulsars in the Earth vicinity. These conventional astrophysical sources are known to exist and a few of them have been detected nearby. Highly-magnetised neutron stars can emit electromagnetic radiation as they spin, even if the magnetic field dipole is aligned on the rotation axis (Shapiro & Teukolsky 1983) and very strong electric fields are generated. At the surface, they extract and accelerate charged particles, which subsequently interact with the magnetic field or the thermal emission of the pulsar to trigger an electromagnetic cascade (Rees & Gunn 1974). This yields an electron-positron plasma which, for a pulsar wind nebula, drifts away from the star to form a shock on the surrounding medium. Acceleration takes place there until the reverse shock from the supernova explosion releases in the ISM the positrons and electrons confined so far. Shortly after Adriani et al. (2009) confirmed the positron anomaly, Hooper et al. (2009) showed that the observations could easily be explained in this framework. Their conclusion was confirmed by Profumo (2012). Recently Linden & Profumo (2013) concluded that either Geminga or Monogem, two well-known nearby pulsars, could produce enough positrons to account for the AMS-02 precision measurements (Aguilar et al. 2013).

It is timely to reassess the cosmic ray positron excess in the light of the latest AMS-02 release (Accardo et al. 2014) and to thoroughly explore whether or not DM particles or a local conventional astrophysical source can account for this anomaly. We are motivated to conduct this analysis for three reasons. First, the AMS-02 data are of unprecedented accuracy and extend up to 500 GeV, a region so far unexplored. As their quality improves, measurements become more and more constraining and can rule out scenarios that previously matched the observations, as already noticed by Cholis & Hooper (2013). Then, while most of the analyses rely on a theoretical prediction of the electron flux at the Earth, we have used available measurements of the total electron and positron flux \( \Phi_e + \Phi_\gamma \) (hereafter lepton flux) when deriving the positron fraction. Our procedure alleviates the uncertainty arising from primary electrons, a component that is generated by supernova shocks and cannot be derived from first principles. The lepton flux introduced at the denominator of the positron fraction \( \Phi_\gamma / (\Phi_e + \Phi_\gamma) \) has been actually measured and it is not just provided by theory. This could lead to differences in the preferred WIMP cross section and mass regions with respect to previous studies. Finally, uncertainties in modelling the cosmic ray transport are also expected to affect the results. Radio data, for instance, preclude thin Galactic magnetic haloes as shown by Bringmann et al. (2012). This is confirmed by Di Bernardo et al. (2013) who analyse the positron flux below a few GeV and set a limit of 2 kpc on the half-height \( L \). This limit has been improved recently by Lavalle et al. (2014) who conclude that the PAMELA positron flux (Adriani et al. 2013) disfavours values of \( L \) smaller than 3 kpc, and excludes the so-called MIN propagation model defined in Donato et al. (2004) (see also Maurin et al. 2011). We have therefore investigated the sensitivity of the WIMP and pulsar parameter space on cosmic ray propagation.

The paper is organised as follows. In Sec. 2, we recall the salient features of the cosmic ray transport model, which we use to derive the primary (signal) and secondary (background) components of the positron flux. Our analysis is based on a semi-analytic approach that makes clear the various processes at stake and whose rapidity allows us to efficiently explore the parameter space. More comprehensive codes such as GALPROP (Strong & Moskalenko 1998; Moskalenko & Strong 1998) and DRAGON (Gaggero et al. 2013) offer a more realistic description of diffusion and energy losses, but are heavier to manipulate and appear less suited for performing chi-square fits and fast scans over extended regions of parameters. Different measurements of the lepton flux are also presented. The fitting procedure is detailed, with a description of the errors, which come into play in the calculation of the \( \chi^2 \). Section 3 is devoted to the DM interpretation of the positron excess. We scan a variety of annihilation channels and delineate for each of them the preferred regions in the WIMP cross section to mass plane. Our results strongly depend on the lepton flux data that are used to compute the expected positron fraction. The transition from the Fermi-LAT data (Ackermann et al. 2010) to the latest measurements by AMS-02 presented at the ICHEP 2014 conference (Weng et al. 2014) implies a significantly lower WIMP mass. We then look for the best combination of branching ratios at fixed WIMP mass and explore several possibilities. In Sec. 4, we challenge the statement by Linden & Profumo (2013) that Geminga or Monogem could alone account for the positron anomaly. We explore whether or not a single source is still a viable explanation given the precision reached by the latest AMS-02 observations. The study of the uncertainty arising from cosmic ray transport is discussed in Sec. 5. A best-fit model is found for each annihilation channel and is presented with the associated WIMP parameters. We then discuss in Sec. 6 our results in the light of the above-mentioned astrophysical constraints and look for DM scenarios that still evade them and finally we conclude.

2. Cosmic ray transport and the positron fraction

Charged cosmic rays propagate through the magnetic fields of the Milky Way and are deflected by its irregularities: the Alfvén waves. Although the magnetic turbulence is strong, cosmic ray transport can still be modelled as a diffusion process (see for instance Casse et al. 2002) and Fick’s law applies. The diffusion coefficient can be taken of the form

\[
K(E) = K_0 \beta (\mathcal{R}/1 \text{ GV})^\delta, \tag{1}
\]

where \( \beta \) denotes the positron velocity \( v/c \), expressed in units of the speed of light \( c \), and \( K_0 \) is a normalisation constant. The diffusion coefficient \( K \) increases as a power law with the rigidity \( \mathcal{R} = p/q \) of the particle. Positrons also lose energy as they diffuse. They spiral in the Galactic magnetic fields, emitting synchrotron radiation, and they undergo Compton scattering on the CMB and stellar light. Energy losses occur at a rate \( b(E) \) which,
in the energy range considered in this analysis, can be approximated by
\[ b(E) = \frac{E_0}{E} \epsilon^2, \] (2)
where \( E_0 = 1 \text{ GeV} \) and \( \epsilon = E/E_0 \). For simplicity, the typical energy loss timescale has been set equal to the benchmark value of \( 10^{16} \) s. More sophisticated modellings of the energy loss rate \( b(E) \) are available in public codes such as GALPROP (Moskalenko & Strong 1998) and DRAGON (Gaggero et al. 2013). As thoroughly discussed by Delahaye et al. (2010), the loss rate \( b(E) \) does not vary quadratically with energy. It also depends on the exact value assumed for the local magnetic field and depends on the position inside the Galactic halo. However, between 1 and 6 \( \mu \text{G} \), relation (2) yields the correct answer within a factor of 2 and is a very good approximation for 3 \( \mu \text{G} \). We will investigate in a forthcoming publication how the constraints on DM species and pulsars are affected by the modelling of the loss rate \( b(E) \). Taking diffusion and energy losses into account, the time dependent transport equation can be written as
\[ \frac{\partial \psi}{\partial t} - \nabla \cdot (K(E) \nabla \psi) - \frac{\partial}{\partial E} \{b(E) \psi\} = q(x,t,E), \] (3)
where \( q \) denotes the production rate of positrons and \( \psi = d^4N/ dt d^3x dE \) is the cosmic ray positron density per unit of volume and energy. Diffusion has been assumed to be homogeneous everywhere inside the Galactic magnetic halo (MH) so that the coefficient \( K \) depends only on the energy \( E \) and not on the position \( x \).

The stationary version of the transport equation (3) can be reformulated as a heat diffusion problem by translating the energy \( E \) into the pseudo-time \( t \) through the identity
\[ K_0 \tilde{t}(E) = \int_{E}^{\infty} K(E') \frac{dE'}{b(E')} \] (4)
This leads to
\[ \frac{\partial \tilde{\psi}}{\partial \tilde{t}} - K_0 \Delta \tilde{\psi} = \tilde{q}(x,\tilde{t}) \] (5)
where \( \tilde{\psi} = \frac{b(E)}{b(E_0)} \psi \) and \( \tilde{q} = \frac{b(E)}{b(E_0)} K(E) q \).

The solution of the heat diffusion equation (5) is obtained by modelling the MH as a thick disc that matches the circular structure of the Milky Way. The Galactic disc of stars and gas, where primary cosmic rays are accelerated, lies in the middle. Primary species, such as protons, helium nuclei, and electrons, are presumably accelerated by the shock waves driven by supernova explosions. These take place mostly in the Galactic disc, which extends radially 20 kpc from its centre, and has a half-thickness \( h \) of 100 pc. Confinement layers, where cosmic rays are trapped by diffusion, lie above and beneath this thin disc of gas. The intergalactic medium starts at the vertical boundaries \( z = \pm L \), as well as beyond a radius of \( r = R \mp 20 \text{ kpc} \). Within the MH, the steady production of positrons with energy \( E_S \) at position \( x_S \) with rate \( q \) leads at position \( x \) to the density \( \psi \) of positrons with energy \( E \)
\[ \psi(x,E) = \frac{1}{b(E)} \int_{E}^{\infty} dE_S \int_{\text{MH}} d^3 x_S \tilde{G}(x \leftarrow x_S; \lambda_D) q(x_S, E_S), \]
where \( \tilde{G} \) denotes the Green function associated with the heat equation (5). This propagator depends on the energies \( E \) and \( E_S \) through the typical diffusion length \( \lambda_D \) such that
\[ \lambda_D^2 = 4 K_0 \left[ \tilde{t}(E) - \tilde{t}(E_S) \right]. \] (6)

The derivation of the Green function \( \tilde{G} \) is detailed in Delahaye et al. (2009, 2010) (see also Bulanov & Dogel 1974; Berezinskii et al. 1990) where the MH is pictured as an infinite slab without radial boundaries. In the regime where the diffusion length \( \lambda_D \) is small with respect to the MH half-thickness \( L \), the method of the so-called electrical images consists of implementing (Baltz & Edsjo 1999) an infinite series over the multiple reflections of the source as given by the vertical boundaries at \( +L \) and \( -L \). In the opposite regime, a large number of images needs to be considered and the convergence of the series is a problem. Fortunately, the diffusion equation along the vertical axis boils down to the Schrödinger equation, written in imaginary time, that accounts for the behaviour of a particle inside an infinitely deep 1D potential well that extends from \( z = -L \) to \( z = +L \). The solution may be expanded as a series over the eigenstates of the corresponding Hamiltonian (Lavalle et al. 2007). None of those methods deal with the radial boundaries at \( r = R \). The MH is not an infinite slab but is modelled as a flat cylinder. The Bessel approach presented by Delahaye et al. (2008) solves that problem by expanding the positron density \( \psi \) and production rate \( q \) along the radial direction as a series of Bessel functions of zeroth-order \( j_0(\alpha r/L) \). Since \( \alpha_i \) is the \( i^{\text{th}} \) zero of \( j_0 \), the density vanishes at \( r = \alpha_i \). The method also makes use of a Fourier expansion along the vertical axis.

The astrophysical background consists of the secondary positrons produced by the collisions of high-energy protons and helium nuclei on the atoms of the ISM. The corresponding flux at the Earth may be expressed as the convolution over the initial positron energy
\[ \Phi_{\text{c},i}^{\text{sec}}(\mathcal{O},E) = \frac{c}{4\pi} \int dE_S I_{\text{disc}}(\lambda_D) q_{\text{sec}}^{\text{sec}}(\mathcal{O},E_S). \] (8)
The disc integral \( I_{\text{disc}} \), which comes into play in that expression, is defined as
\[ I_{\text{disc}}(\lambda_D) \equiv \int_{\text{MH}} d^3 x_S \tilde{G}(\mathcal{O} \leftarrow x_S; \lambda_D), \]
and depends on the energies \( E \) and \( E_S \) through \( \lambda_D \), and also on the half-height \( L \). The production rate of secondary positrons \( q_{\text{sec}}^{\text{sec}} \) can be safely calculated at the Earth and has been derived as in Delahaye et al. (2009). In particular, Green functions have been used instead of the Bessel method, which would have required too many Fourier modes along the vertical axis.

The DM signal consists in the primary positrons produced by the WIMP annihilations taking place in the MH. Assuming that the DM species are identical particles, like Majorana fermions, leads to the source term
\[ q_{\text{DM}}^{\text{DM}}(x_S,E_S) = \frac{1}{2} \langle \text{ann} \rangle \left( \frac{\rho_i(x_S)}{m_i} \right)^2 \{q(E_S) \equiv \int_{i} B_i \frac{dN_i}{dE_S} \}, \]
where \( m_i \) and \( \rho_i \) denote the WIMP mass and density, respectively, while \( \langle \text{ann} \rangle \) is the annihilation cross section averaged over the momenta of the incoming DM species. The sum runs over
the various possible annihilation channels \( i \) with branching ratio \( B_i \) so that \( g(E_S) \) is the resulting positron spectrum at the source. Once propagation is taken into account, the positron flux at the Earth is given by

\[
\Phi_{e^-}^{\text{DM}}(\Omega, E) = \frac{c}{4\pi} \frac{\Gamma(\Omega)}{b(E)} \int_{E_\min}^{E_\max} dE \ I_{\text{halo}}(\lambda_D) g(E_S),
\]

(11)

where \( \Gamma(\Omega) \) stands for the DM annihilation rate per unit volume in the solar neighbourhood,

\[
\Gamma(\Omega) = \frac{1}{2} \langle \sigma v \rangle \left( \frac{\rho_\chi(\Omega)}{m_\chi} \right)^2.
\]

(12)

The halo integral, which comes into play in the convolution (11), is defined as

\[
I_{\text{halo}}(\lambda_D) \equiv \int_{\text{MH}} d^3x \ G(\Omega \leftarrow x_s; \lambda_D) \left( \frac{\rho_\chi(x_s)}{\rho_\chi(\Omega)} \right)^2.
\]

(13)

The Green method is used to compute \( G \) for small values of the diffusion length \( \lambda_D \) whereas the Bessel expansion is preferred in the opposite situation, when the positron sphere starts to probe the radial boundaries of the MH. The transition between these two regimes occurs at 3 kpc. This value is lowered at 0.3 kpc for a half-height \( L \) of the MH smaller than 3 kpc. In that case, the convergence of the Bessel series is achieved by taking 200 orders along the radial direction and 50 vertical harmonics. The halo integral, which is a function of \( \lambda_D \), also depends on \( L \) and on the DM distribution within the Galaxy. Throughout this analysis, we have assumed for the latter the parameterisation described in Navarro et al. (1997, hereafter NFW) profile, with

\[
\rho_\chi(r) = \rho_\chi(\Omega) \left( \frac{r_0 + r}{r_0 + r'} \right)^2,
\]

(14)

where \( r \) denotes the radius in spherical coordinates and \( r_s = 20 \) kpc is the typical NFW scale radius. The galactocentric distance of the solar system has been set equal to \( r_0 = 8.5 \) kpc while a fiducial value of 0.3 GeV cm\(^{-3}\) has been taken for the local DM density \( \rho_\chi(\Omega) \) (following Bovy & Tremaine 2012). The NFW distribution exhibits a \( 1/r \) cusp, which we have replaced by the smoother profile of Delahaye et al. (2008) within 0.1 kpc of the Galactic centre.

In the case of pulsars, which can be modelled as point-like sources in space and time, the time-dependent transport equation (3) can be solved with the Green function method. The positron propagator in that case describes the probability that a particle released at position \( x_S \) and time \( t_S \) with energy \( E_S \) is observed at position \( x \) and time \( t \) with energy \( E \). It can be easily related to the steady state propagator through

\[
G_{e^-}(x, t, E \leftarrow x_S, t_S, E_S) = \frac{b(E_S)}{b(E)} G(x \leftarrow x_S; \lambda_D) \delta(E_S - E_*),
\]

(15)

where \( E_* \) denotes the energy at which a positron needs to be injected to be detected with energy \( E \) after a lapse of time \( t - t_S \). This initial energy is related to the age \( t_* \) of the source by

\[
t_* = t - t_S = \int_{E_\text{min}}^{E} \frac{dE'}{b(E')}.
\]

(16)

We assume that pulsars release instantaneously positrons. A source located at position \( x_* \), with age \( t_* \), contributes then at the Earth a flux

\[
\Phi_{e^-}^{\text{pr}}(\Omega, E) = \frac{c}{4\pi} \frac{b(E_S)}{b(E)} G(x \leftarrow x_*; \lambda_D(E, E_*)) g(E_*),
\]

(17)

should a value of the injection energy \( E_* \) exist that satisfies the age relation (16). In that respect, the positron spectrum exhibits a high-energy cut-off at the Earth arising from energy losses. Even if the injection energy \( E_* \) is infinite, the positron energy \( E_S \) after a time \( t_* \) cannot exceed a maximal bound. The positron spectrum at the source is parameterised by

\[
g(E) = Q_0 \left( \frac{E_0}{E} \right)^\gamma \exp(-E/E_0).
\]

(18)

The normalisation constant \( Q_0 \) is determined by requiring that the total energy provided by the pulsar to the positrons above an energy \( E_{\text{min}} \) is a fraction \( f \) of the initial spinning energy \( W_0 \). This leads to

\[
\int_{E_{\text{min}}}^{\infty} E_S g(E_S) dE_S = f W_0.
\]

(19)

When pulsars form, they initially rotate with a period as small as a few milliseconds. The initial kinetic energy of a 3 ms pulsar is of the order of \( 10^{33} \) ergs, or equivalently \( 10^{34} \) GeV, which sets the natural unit in which we will express in Sec. 4 the energy \( W_0 \) carried out by positrons. The energy \( E_c \) in relation (18) is a cut-off in the injection spectrum. It has been set equal to 1 TeV throughout our analysis. The exact value does not matter much, since the high-energy cut-off of the positron spectrum at the Earth comes from the age \( t_* \) of the pulsar and not from a cut-off at the source (Malyshev et al. 2009).

We then compute the total positron flux at the Earth \( \Phi_{e^-} = \Phi_{e^-}^{\text{DM}} + \Phi_{e^-}^{\text{pr}} \), where the primary component is produced either by DM particles or by pulsars. The calculation is performed consistently with the same cosmic ray propagation model for both components. In most of this work, we have used the MED configuration, which best fits the boron to carbon ratio B/C (see Donato et al. 2004). In Sec. 5 we study how changing the transport parameters affects the DM and pulsar results, and gauge the effects of cosmic ray propagation uncertainties. Since the positron excess appears at high-energy, we have concentrated our analyses above 10 GeV, where we can safely ignore diffusive reacceleration and convection (Delahaye et al. 2009). The former mechanism originates from the motion, with Alfvén velocity \( V_A \), of the magnetic diffusion centres in the Galactic frame and induces a diffusion in energy and a reacceleration of cosmic rays. This process can sweep particles out of the MH along the vertical direction with a convection velocity \( V_c \). Above 10 GeV, solar modulation is a subdominant effect. We have taken that process into account by modelling it with the force-field approximation (Fisk 1971) with a potential \( \phi_f \) of 600 MV.

The positron fraction is defined as \( \text{PF} = \Phi_{e^-}/\Phi_L \), i.e. the ratio between the positron flux and the lepton flux \( \Phi_L = \Phi_{e^-} + \Phi_{\mu^-} \). Usually, the electron flux is derived theoretically to get \( \Phi_L \). However, contrary to positrons, the astrophysical background of electrons has a strong contribution, which is accelerated with nuclear species in supernova shock waves. This primary component is very model dependent and relies, in particular, on the actual three-dimensional distribution of sources in the Galactic spiral arms (Gaggero et al. 2013, 2014). We have therefore used measurements of the lepton flux \( \Phi_L \) to derive the positron fraction more accurately. The most recent measurements of the total
lepton flux come from the space-borne experiments Fermi-LAT (Ackermann et al. 2010) PAMELA (Adriani et al. 2011, 2013) and AMS-02 (Weng et al. 2014). Whereas the data published by the PAMELA and AMS-02 collaborations are consistent within their respective uncertainties, both are in tension with the Fermi-LAT result (see Fig. 1). Our analysis strongly depends on the lepton flux. We henceforth anticipate significant variations in our LAT result (see Fig. 1). Our analysis strongly depends on the lepton flux. We henceforth anticipate significant variations in our LAT result (see Fig. 1). Our analysis strongly depends on the lepton flux. We henceforth anticipate significant variations in our LAT result (see Fig. 1). Our analysis strongly depends on the lepton flux. We henceforth anticipate significant variations in our LAT result (see Fig. 1).

3. Dark matter analysis

As a first interpretation of the AMS-02 results, we investigate the possibility that the excess of positrons at high energies originates from DM annihilation. Contrary to recent studies which consider specific DM models (see for example Bhupal Dev et al. 2013), we make no assumptions about the underlying DM model and explore different annihilation channels. The positron flux resulting from DM annihilation is computed with micrOMEGAs_3.6 (Bélanger et al. 2011a, 2014) for the MED set of propagation parameters and the positron fraction is obtained using the lepton spectrum measured by AMS-02 (Weng et al. 2014).

3.1. Single annihilation channel analysis

Assuming a specific DM annihilation channel, we scan over two free parameters, the annihilation cross section \(\langle \sigma v \rangle\) and the mass \(m_{{\chi}}\) of the DM species. A fit to the AMS-02 measurements of the positron fraction is performed using MINUIT to determine the minimum value of the \(\chi^2\) defined in relation (20). We find that the data can be fitted very well, i.e. with \(\chi^2_{\text{red}} \lesssim 1\), for annihilation channels into quark and boson final states as featured in Table 1. In each case, the preferred DM mass is above 10 TeV and the annihilation cross section is at least a factor 10\(^4\) larger than the canonical cross section. Leptophilic DM candidates, in particular for the channels \(e^+e^-\) and \(\mu^+\mu^-\), feature a sharp drop in the positron spectrum at the DM mass. The favourite DM mass is therefore much lower than for hadronic channels. Fitting both the low and high energy part of the spectrum with only two free parameters is in both cases difficult, leading to a poor overall \(\chi^2\). The situation is better for the \(\tau^+\tau^-\) channel, however the best fit corresponds only to \(\chi^2_{\text{red}} \approx 2.3\) for a DM mass

\[
\chi^2 = \sum_i \left(\frac{PF_{\text{mes}}(i) - PF_{\text{th}}(i)}{\sigma_{PF}(i)}\right)^2,
\]

where the sum runs on the data points \(i\) whose energies exceed 10 GeV. We have checked that increasing this threshold from 10 to 15 or 20 GeV does not affect our results. The reduced-\(\chi^2\) \(\chi^2_{\text{red}}\) is obtained by dividing the result of equation (20) by the number of degrees of freedom, i.e. the number of data points minus the number of parameters over which the fit is performed. In a forthcoming work, we will use the positron flux to investigate the robustness of our DM and pulsar results.
Table 1. Best fits for specific DM annihilation channels assuming the MED propagation parameters. The recently published positron fraction (Accardo et al. 2014) and the AMS-02 lepton spectrum (Weng et al. 2014) are used to derive the $\chi^2$, as in formula [20]. The $p$-value, indicated in the last column, is defined in formula [25].

<table>
<thead>
<tr>
<th>Channel</th>
<th>$m_{\phi}$ [TeV]</th>
<th>$\langle \sigma v \rangle$ [cm$^3$ s$^{-1}$]</th>
<th>$\chi^2$</th>
<th>$\chi^2_{\text{dof}}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi \to e$</td>
<td>0.350 ± 0.004</td>
<td>(2.31 ± 0.02) $\cdot$ 10$^{-24}$</td>
<td>1489</td>
<td>37.2</td>
<td>0.65</td>
</tr>
<tr>
<td>$\phi \to \mu$</td>
<td>0.350 ± 0.003</td>
<td>(3.40 ± 0.03) $\cdot$ 10$^{-24}$</td>
<td>346</td>
<td>8.44</td>
<td>0.01</td>
</tr>
<tr>
<td>$\phi \to \tau$</td>
<td>0.894 ± 0.040</td>
<td>(2.25 ± 0.15) $\cdot$ 10$^{-23}$</td>
<td>93.0</td>
<td>2.27</td>
<td>4.2 $\cdot$ 10$^{-6}$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>31.5 ± 2.9</td>
<td>(1.43 ± 0.20) $\cdot$ 10$^{-21}$</td>
<td>25.2</td>
<td>0.61</td>
<td>0.97</td>
</tr>
<tr>
<td>$\phi$</td>
<td>27.0 ± 2.2</td>
<td>(1.00 ± 0.12) $\cdot$ 10$^{-21}$</td>
<td>26.5</td>
<td>0.65</td>
<td>0.95</td>
</tr>
<tr>
<td>$\phi$</td>
<td>42.5 ± 3.3</td>
<td>(1.81 ± 0.21) $\cdot$ 10$^{-21}$</td>
<td>29.4</td>
<td>0.72</td>
<td>0.89</td>
</tr>
<tr>
<td>$\phi$</td>
<td>14.2 ± 0.9</td>
<td>(6.02 ± 0.58) $\cdot$ 10$^{-22}$</td>
<td>43.8</td>
<td>1.07</td>
<td>0.31</td>
</tr>
<tr>
<td>$\phi$</td>
<td>12.2 ± 0.08</td>
<td>(5.10 ± 0.48) $\cdot$ 10$^{-22}$</td>
<td>41.1</td>
<td>1.00</td>
<td>0.42</td>
</tr>
<tr>
<td>$\phi$</td>
<td>23.2 ± 1.5</td>
<td>(8.17 ± 0.77) $\cdot$ 10$^{-22}$</td>
<td>39.1</td>
<td>0.95</td>
<td>0.51</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.350 ± 0.0008</td>
<td>(1.56 ± 0.01) $\cdot$ 10$^{-24}$</td>
<td>534</td>
<td>13.0</td>
<td>0.00</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.590 ± 0.022</td>
<td>(5.87 ± 0.36) $\cdot$ 10$^{-24}$</td>
<td>175</td>
<td>4.27</td>
<td>0.00</td>
</tr>
<tr>
<td>$\phi$</td>
<td>1.76 ± 0.08</td>
<td>(4.51 ± 0.32) $\cdot$ 10$^{-23}$</td>
<td>83.5</td>
<td>2.04</td>
<td>7.7 $\cdot$ 10$^{-5}$</td>
</tr>
</tbody>
</table>

Table 2. Same as in Table 1 with the first measurements of the positron fraction released by AMS-02 (Aguilar et al. 2013) and the Fermi lepton flux (Ackermann et al. 2010). The DM mass is systematically larger than for the previous analysis based on more recent data. The large error bars of the Fermi lepton flux translate into small values for the $\chi^2$.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$m_{\phi}$ [TeV]</th>
<th>$\langle \sigma v \rangle$ [cm$^3$ s$^{-1}$]</th>
<th>$\chi^2$</th>
<th>$\chi^2_{\text{dof}}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e$</td>
<td>0.260 ± 0.046</td>
<td>(9.35 ± 0.18) $\cdot$ 10$^{-25}$</td>
<td>119</td>
<td>2.97</td>
<td>0.00</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.621 ± 0.049</td>
<td>(6.71 ± 0.91) $\cdot$ 10$^{-24}$</td>
<td>11.8</td>
<td>0.29</td>
<td>0.99</td>
</tr>
<tr>
<td>$\tau$</td>
<td>2.49 ± 0.32</td>
<td>(9.07 ± 1.95) $\cdot$ 10$^{-23}$</td>
<td>7.68</td>
<td>0.19</td>
<td>0.99</td>
</tr>
<tr>
<td>$u$</td>
<td>227 ± 57</td>
<td>(2.56 ± 1.07) $\cdot$ 10$^{-20}$</td>
<td>12.4</td>
<td>0.31</td>
<td>0.99</td>
</tr>
<tr>
<td>$b$</td>
<td>186 ± 52</td>
<td>(1.68 ± 0.80) $\cdot$ 10$^{-20}$</td>
<td>12.7</td>
<td>0.32</td>
<td>0.99</td>
</tr>
<tr>
<td>$t$</td>
<td>237 ± 55</td>
<td>(2.16 ± 0.84) $\cdot$ 10$^{-20}$</td>
<td>11.4</td>
<td>0.28</td>
<td>0.99</td>
</tr>
<tr>
<td>$Z$</td>
<td>55.2 ± 9.3</td>
<td>(4.08 ± 1.16) $\cdot$ 10$^{-21}$</td>
<td>8.87</td>
<td>0.22</td>
<td>0.99</td>
</tr>
<tr>
<td>$W$</td>
<td>49.3 ± 8.0</td>
<td>(3.66 ± 1.00) $\cdot$ 10$^{-21}$</td>
<td>9.00</td>
<td>0.22</td>
<td>0.99</td>
</tr>
<tr>
<td>$H$</td>
<td>98.0 ± 17.5</td>
<td>(6.32 ± 1.89) $\cdot$ 10$^{-21}$</td>
<td>9.62</td>
<td>0.24</td>
<td>0.99</td>
</tr>
<tr>
<td>$\phi \to e$</td>
<td>0.447 ± 0.322</td>
<td>(1.78 ± 0.24) $\cdot$ 10$^{-24}$</td>
<td>15.2</td>
<td>0.38</td>
<td>0.99</td>
</tr>
<tr>
<td>$\phi \to \mu$</td>
<td>1.31 ± 0.15</td>
<td>(1.65 ± 0.29) $\cdot$ 10$^{-23}$</td>
<td>8.00</td>
<td>0.20</td>
<td>0.99</td>
</tr>
<tr>
<td>$\phi \to \tau$</td>
<td>5.07 ± 0.71</td>
<td>(1.92 ± 0.45) $\cdot$ 10$^{-22}$</td>
<td>7.85</td>
<td>0.19</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Fig. 2. Positron fraction as a function of the positron energy corresponding to the best-fit value of $\langle \sigma v \rangle$ and DM mass $m_{\phi}$ for $b\bar{b}$ (left) and $4\tau$ annihilation channels (right), compared with AMS data (Accardo et al. 2014). The propagation parameters correspond to the MED model. The AMS-02 lepton spectrum (Weng et al. 2014) is used to derive the $\chi^2$. Near 900 GeV, the case where DM annihilates into four leptons, for example through the annihilation into a pair of new scalar (or vector) particles that decay into lepton pairs, provides an interesting alternative. Each four-lepton channel leads to a better fit than the corresponding two-lepton channel. Nevertheless, the best fit for the 4$\tau$ channel is near $\chi^2_{\text{dof}} = 2.04$ with a preferred...
mass of $m_c = 1.76$ TeV. The spectrum for the positron fraction corresponding to the best fit for the $b\bar{b}$ and $4\tau$ channels is compared with the AMS-02 data in Fig. 2.

The measurement of the lepton flux performed by AMS-02 has a significant impact on the DM interpretation of the positron fraction. In particular these results systematically point towards lighter DM candidates and with lower annihilation cross sections than those obtained using the flux of Fermi as is clear from a comparison between Tables 1 and 2. The shift in the $2\sigma$ allowed region in the $(\langle crv \rangle, m_c)$ plane using the AMS-02 [Weng et al. (2014)] and the Fermi (Ackermann et al. 2010) lepton flux is clearly displayed in Fig. 3 for both the $b\bar{b}$ and $4\tau$ channels.

However because of the much smaller error bars of the AMS-02 lepton flux with respect to those of Fermi, the overall $\chi^2$ values displayed in Table 1 are not as good as those of Table 2. As the precision of measurements improves, the goodness of fit lessens. To better illustrate this point, we calculate the $p$-value from the $\chi^2$ test statistic with $n$ degrees of freedom obtained from each fit

\begin{equation}
    p = 1 - \frac{\gamma(n/2, \chi^2/2)}{\Gamma(n/2)},
\end{equation}

where $\gamma$ and $\Gamma$ are the lower incomplete and complete gamma functions, respectively. We furthermore define two critical $p$-values for which we accept the resulting fit based on a 1 ($p > 0.3173$) and 2 ($p > 0.0455$) standard deviation ($\sigma$) significance level for a normal distribution

\begin{equation}
    p = 1 - \Phi(N\sigma) = 1 - erf(N\sigma/ \sqrt{2}),
\end{equation}

where $N\sigma$ is the number of standard deviations and $\Phi$ is the cumulative distribution function of the Gaussian distribution. We readily conclude from Table 2 that analyses based on the Fermi lepton flux cannot discriminate among the various annihilation channels as the corresponding $p$-values are larger than 0.99, except in the case of the $e^+e^-$ pair production, which always provides a bad fit. Taking the recent measurements of the lepton flux by AMS-02 into account [Weng et al. 2014] strongly favors quark and boson channels. The $p$-values quoted in Table 1 are larger than 0.31 for these channels whereas they are vanishingly small for the leptonic channels. For consistency in the data sets, we restrict our study in the following to the AMS-02 lepton flux for the positron fraction calculation.

### 3.2. Combination of channels

The description of DM annihilation into a single channel may be too simplistic. Indeed, in most models annihilation proceeds through a combination of channels. Here we consider this possibility. To avoid introducing many free parameters and since the spectra are rather similar for different types of quarks, we only use the $b\bar{b}$ flux to describe quark final states. To a certain extent, spectra are also similar for gauge and Higgs bosons since both decay dominantly into hadrons. Since the spectra show a dependence on the lepton flavour, we allow non-universal lepton contributions. For each case study, we use the fitting procedure described above, adding the branching fractions into specific channels as free parameters and scanning over the DM mass $m_X$.

As a first example, we consider the leptophilic case corresponding to the favoured DM candidate that originally explained the PAMELA positron excess without impacting the antiproton spectrum, as pointed out by Cirelli et al. (2009b) and also by Donato et al. (2009). We find a good fit, i.e. with $\chi^2_{\text{dof}} < 1$, only for a DM mass near 500 GeV with a strong dominance of the $\tau^+\tau^-$ channel and only 10% of direct annihilation into $e^+e^-$. This induces a sharper drop of the spectra near the last data point of AMS-02. Our results are qualitatively in agreement with what Cao et al. (2014) have recently found. The branching ratios are similar in both analyses, with a large admixture of tau leptons, although our DM mass is much more constrained.

It is much easier to find excellent fits with $\chi^2_{\text{dof}} < 1$ when allowing for some hadronic channel and this for any DM mass in the range between 0.5 and 40 TeV. The preferred cross sections range from $10^{-23}$ cm$^3$ s$^{-1}$ for $m_X = 500$ GeV to $10^{-21}$ cm$^3$ s$^{-1}$ for $m_X = 40$ TeV. The preferred branching fractions for the range of masses considered are displayed in Fig. 4. Not surprisingly the leptonic contribution strongly dominates below the TeV scale while the $b\bar{b}$ component increases with the DM mass. The corresponding annihilation cross sections $\langle \sigma v \rangle$ are represented in
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Fig. 4. Best fit for the branching fractions for each DM mass \( m_\chi \) assuming only annihilations into lepton and \( b\bar{b} \) pairs. The red line indicates on the right vertical axis the best \( \chi^2_{\text{dof}} \) value. As the DM mass exceeds the energy of the last data point, the fit improves discontinuously and the \( \chi^2_{\text{dof}} \) drops sharply, hence the kink in the red curve above 400 GeV. Between 20 and 30 TeV, the three lepton channels yield similar spectra in the range of positron energies that come into play in the fit. The branching ratio into \( \tau^+\tau^- \) should be understood as a sum over the three lepton families.

Fig. 5. Best fit for the annihilation cross sections \( \langle \sigma v \rangle \) for each DM mass \( m_\chi \) assuming only annihilations into lepton and \( b\bar{b} \) pairs. The red line indicates on the right vertical axis the best \( \chi^2_{\text{dof}} \) value.

Fig. 6 shows the positron fraction corresponding to the best fit for the cross section and the branching fractions for the two sample masses of 600 GeV (left) and 20 TeV (right). The contributions of the various channels to the DM signal are also indicated.

Imposing the condition that the branching fractions into leptons are universal, while allowing for quark channels, deteriorates the fits somewhat. Nevertheless, excellent agreement is found for masses above 5 TeV and branching fractions around 20% in each lepton flavour as displayed in the left panel of Fig. [7]. These branching fractions are typical of the minimal universal extra dimension model (mUED) although the preferred mass is larger than expected in that model from the relic density constraint ([Bélanger et al. 2011b]). The corresponding annihilation cross sections \( \langle \sigma v \rangle \) are represented in the right panel of Fig. [7]. In the left panel of Fig. [9] the positron fraction has been plotted for \( m_\chi = 600 \) GeV (dashed-dotted lines) and 20 TeV (solid lines), corresponding to \( \langle \sigma v \rangle = 1.05 \cdot 10^{-23} \text{ cm}^3 \text{ s}^{-1} \) and \( 1.12 \cdot 10^{-23} \text{ cm}^3 \text{ s}^{-1} \), and compared to AMS-02 data ([Accardo et al. 2014]). The 600 GeV DM species does not provide a good fit. The corresponding reduced \( \chi^2 \) is of the order of 2. On the contrary, the 20 TeV WIMP reproduces the observations with a \( \chi^2_{\text{dof}} \) value of 0.6 but induces a sharp increase of the positron fraction above 1 TeV.

Finally allowing for any combination of the four-lepton channels allows for a very good fit to the data but only for a DM mass between 0.5 and 1 TeV. Annihilation into \( 4\tau \) is by far dominant – at least 70% as featured in left panel of Fig. [8].
that the $4e$ channel is subdominant and that the $4\mu$ channel is strongly disfavoured. The positron fraction for DM masses of 600 GeV (20 TeV) and cross sections $\langle \sigma v \rangle = 7.37 \cdot 10^{-24} \text{ cm}^3 \text{ s}^{-1}$ ($2.72 \cdot 10^{-21} \text{ cm}^3 \text{ s}^{-1}$) with branching fraction into $4\tau$ of 75% (100%) is shown in the right panel of Fig. 9. For these parameters, the reduced $\chi^2$ is respectively equal to 0.8 and 3.

4. The single pulsar hypothesis reinvestigated

Following Linden & Profumo (2013) and Cholis & Hooper (2013), the aim of this section is to investigate if the rise of the positron fraction measured by AMS-02 can be explained by a single pulsar contribution. Assuming a pulsar origin for the rise of the positron fraction leads to a cumulative contribution from all detected and yet undiscovered pulsars. Nevertheless, demonstrating that the positron fraction can be explained by a unique pulsar contribution, provides us with a valid alternative to the DM explanation of this anomaly. If the single pulsar hypothesis is viable, the whole of pulsars is capable of reproducing the experimental data. Indeed, as there is only an upper limit on the injection normalisation $f W_0$, adjusting $f W_0$ for each individual pulsar will result in even better fits when more pulsars are added.

An extensive analysis has been recently performed by Di Mauro et al. (2014) along the same direction, with a global fit over all available electron and positron observables. However, these may be correlated with each other, and we have taken the standpoint of concentrating only on the positron fraction. We also assess the goodness of our fits using the $p$-value, which is an absolute statistical estimator.

Fig. 6. Positron fraction as a function of the positron energy, for a DM mass $m_\chi = 600 \text{ GeV}$ (left panel) and $m_\chi = 20 \text{ TeV}$ (right panel), compared to AMS-02 data (Accardo et al. 2014). These values correspond to the cross section $\langle \sigma v \rangle$ and branching ratios into lepton and $b\bar{b}$ pairs, which best fit the positron fraction, as from Fig. 4 and 5. Both values give excellent fits with $\chi^2_{\text{dof}}$ of 0.5 (left) and 0.6 (right). The branching ratio into $\tau^+\tau^-$ amounts to 50% whereas the quark contribution increases from 20% (left) to 50% (right). The $\epsilon^+\epsilon^-$ and $\mu^+\mu^-$ channels disappear above 1 and 2 TeV, respectively. The cross section is equal to $\langle \sigma v \rangle = 1.11 \cdot 10^{-23} \text{ cm}^3 \text{ s}^{-1}$ (left) and $1.09 \cdot 10^{-21} \text{ cm}^3 \text{ s}^{-1}$ (right). The contribution of each channel to the positron fraction is also indicated.

Fig. 7. The left (right) panel shows the best fit for the branching ratios (annihilation cross section $\langle \sigma v \rangle$) as a function of the DM mass $m_\chi$, assuming annihilation into leptons and $b\bar{b}$. The red line indicates on the right vertical axis the best $\chi^2_{\text{dof}}$ value. The plot is similar to Fig. 4 (Fig. 5), with the additional assumption of universal branching fractions into lepton pairs.
4.1. Selection of possible pulsars: the five survivors of the ATNF catalogue

The contribution of a single pulsar is calculated using the injection spectrum given in Sec. 2 Eq. 18. The free parameters are the spectral index $\gamma$ and the energy released by the pulsar through positrons $f W_0$, which are related to the spectral shape and normalisation, respectively. In our analysis, we assume a fictional source placed at a distance $d$ from the Earth and of age $t_\star$. We then estimate the parameters $\gamma$ and $f W_0$, which give the best fit to the positron fraction. We allow the spectral index $\gamma$ to vary from 1 to 3 and we fix the upper limit of $f W_0$ to $10^{54}$ GeV (see Sec. 2). Since only close and relatively young single pulsars reproduce the experimental data well, we repeat this procedure for 2500 couples of $(d, t_\star)$ with $d < 1$ kpc and $t_\star < 1$ Myr. We perform our analysis with the benchmark set of propagation parameters MED.

The results are shown in Fig. 10 where the colour scale indicates the value of $\gamma$ (left panel) and $f W_0$ (right panel). The grey lines highlight the iso-contours for given values of $\gamma$ and $f W_0$. We observe a positive (negative) correlation between the distance (age) of the pulsar and its injection spectral index $\gamma$. This can be explained by the fact that the free parameters of the pulsar ($\gamma, f W_0$) are predominantly determined by the well-measured low-energy shape of the positron fraction. Indeed, the positron flux between 10 and $\sim 100$ GeV can be approximated by $\Phi_\gamma(E) \propto \exp(-d^2/\lambda_\gamma^2)$, with the positron sphere radius $\lambda_\gamma^2 = 4K_\gamma t_\star (E/E_0)$. We can hence define a lower energy limit $E_{\text{min}} = E_0 (d^2/4K_\gamma t_\star)^{1/2}$ below which the positron flux becomes negligible since the positrons have not had enough time to reach the Earth. Given a pulsar age, lengthening the distance implies, on the one hand, an increase of $E_{\text{min}}$, i.e. the spectrum becomes harder and the best-fit value of $\gamma$ larger. On the other hand, the...
positron flux decreases exponentially and the value of $f/W_0$ increases consequently. In the same way, for a fixed pulsar distance, an older source yields at the Earth positrons at lower energies and needs a smaller $\gamma$ and $f/W_0$ to reproduce the experimental data. In the special case of a very close pulsar ($d \leq 0.3$ kpc), the shape of the injected positron flux mildly depends on the pulsar distance and varies like $\Phi_{e^+}(E) \propto \lambda_D^3 \propto t_\ast^{-3/2}$. In this situation, $f/W_0$ and the age are positively correlated.

In the same figures, the two iso-contours of the critical $p$-values (black dashed lines) as defined in Sec. 3.1 are represented. Those define the good-fit region with $\gamma \leq 2$ and $f/W_0$ within the range of $[10^{89}, 10^{92}]$ GeV. These value ranges are consistent with previous studies (Hooper et al. 2009; Malyshev et al. 2009; Delahaye et al. 2010; Linden & Profumo 2013; Di Mauro et al. 2014). We select the pulsars from the ATNF catalogue that fall into this good-fit region. The pulsar distance suffers from large uncertainties, which are taken into account for the pulsar selection. The uncertainty on the pulsar age is negligible due to a precise measurement of its spin and spin-down. Only five pulsars from the ATNF catalogue fulfil the goodness-of-fit criteria. The chosen pulsars and their distance uncertainties are indicated in Fig. 10 by black stars with error bars.

### 4.2. Results for the five pulsars

For each of these five selected pulsars we estimate the values of $\gamma$ and $f/W_0$ that best reproduce the experimental data. The results are listed in Table 3 with the corresponding $\chi^2$ and $p$-values. The nominal age and distance (bold line) are taken from the ATNF catalogue. We also perform this procedure for their minimal (first line) and maximal distances (third line) according to the experimental uncertainty, which is not taken into account in the minimisation procedure. A further study will include this uncertainty, but it is beyond the scope of this paper. Finally, we study the contribution to the positron fraction of the well-known pulsars Monogem and Vela, and present these results in the Table.

As can be seen in Fig. 10, for their nominal distances, the pulsar J1745−3040 (J1825−0935) reproduces best (worst) the AMS-02 positron fraction. This is well reflected in their respective $p$-values. In contrast, Monogem and Vela cannot adjust the data. Because of their very young age, they are not able to contribute to the low-energy positron fraction between 10 and 50 GeV where the error bars are the smallest. For all studied pulsars, the $p$-values increase with decreasing distance. This can be explained by the above mentioned low-energy cut-off $E_{\text{min}}$, which is significantly lowered and allows hence the pulsar to cover a larger part of the positron fraction. An example is given in Fig. 11 where the contribution of Geminga is studied for its nominal (left) and minimal (right) ATNF distance. In the case of most pulsars the fit does not converge for the maximal distance and reaches the defined limits of the free parameters. The association $\chi^2$ and $p$-values are hence not meaningful. The resulting positron fractions of the pulsars J1745−3040 (solid line), Geminga (dashed-dotted line), and Monogem (dotted line) are shown in Fig. 12 for their nominal distances. Because of the large error bars at high energies the contribution of J1745−3040 reproduces well the experimental data, reflected by the good $p$-value, even though it does not reach the highest energy data points. As mentioned in Sec. 2 increasing $E_C$ neither changes our conclusions nor modifies our list of selected pulsars.

### 4.3. What happens when we get more statistics?

We can now investigate how the list of selected pulsars would change if AMS-02 publishes a positron fraction in ten years with more statistics. To estimate the new error bars, we assume that the number of events follows a Gaussian distribution in each bin. This is a reasonable assumption since the last bin already contains 72 positrons. Therefore, the statistical uncertainty $\sigma_{\text{stat}}$ decreases with time $t$ as $\sigma_{\text{stat}} \propto 1/\sqrt{t}$. The systematic uncertainty

---

**Fig. 10.** Best-fit values of the spectral index $\gamma$ (left panel) and the total energy carried by positrons $f/W_0$ (right panel) for each point of the plane (age, distance) with the benchmark propagation model MED. The grey lines display the iso-contours for given values of $\gamma$ (left) and $f/W_0$ (right). The black dashed lines represent the iso-contours of the critical $p$-values. The five selected pulsars with their associated uncertainty on their distance are indicated by the black stars.
Table 3. Results for the pulsars parameters $fW_0$ and $\gamma$ for the best fits in the single pulsar approach. Only pulsars with a $p$-value $> 0.0455$, taking their distance uncertainty into account, are listed, besides the well-known pulsars Monogem and Vela. The bold lines correspond to the nominal distance value.

<table>
<thead>
<tr>
<th>Name</th>
<th>Age [kyr]</th>
<th>Distance [kpc]</th>
<th>$fW_0$ [10^{-3} GeV]</th>
<th>$\gamma$</th>
<th>$\chi^2$</th>
<th>$\chi^2_{\text{red}}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1745–3040</td>
<td>546</td>
<td>0.20</td>
<td>(2.95 ± 0.07) · 10^{-3}</td>
<td>1.45 ± 0.02</td>
<td>23.4</td>
<td>0.57</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.3</td>
<td>(3.03 ± 0.06) · 10^{-3}</td>
<td>1.54 ± 0.02</td>
<td>33.6</td>
<td>0.82</td>
<td>0.79</td>
</tr>
<tr>
<td>J0633+1746</td>
<td>342</td>
<td>0.17</td>
<td>(1.48 ± 0.03) · 10^{-3}</td>
<td>1.56 ± 0.02</td>
<td>26.8</td>
<td>0.65</td>
<td>0.96</td>
</tr>
<tr>
<td>Monogem</td>
<td></td>
<td>0.25</td>
<td>(1.63 ± 0.02) · 10^{-3}</td>
<td>1.68 ± 0.02</td>
<td>49.6</td>
<td>1.21</td>
<td>0.17</td>
</tr>
<tr>
<td>J0942–5552</td>
<td>461</td>
<td>0.10</td>
<td>(2.28 ± 0.05) · 10^{-3}</td>
<td>1.48 ± 0.02</td>
<td>21.7</td>
<td>0.53</td>
<td>0.99</td>
</tr>
<tr>
<td>J1001–5507</td>
<td>443</td>
<td>0.30</td>
<td>(2.61 ± 0.04) · 10^{-3}</td>
<td>1.69 ± 0.02</td>
<td>61.0</td>
<td>1.49</td>
<td>0.02</td>
</tr>
<tr>
<td>J1825–0935</td>
<td>232</td>
<td>0.10</td>
<td>(0.80 ± 0.02) · 10^{-3}</td>
<td>1.52 ± 0.02</td>
<td>21.0</td>
<td>0.51</td>
<td>0.99</td>
</tr>
<tr>
<td>J0659+1414</td>
<td>111</td>
<td>0.28</td>
<td>(1.66 ± 0.05) · 10^{-3}</td>
<td>1.64 ± 0.02</td>
<td>21.6</td>
<td>0.52</td>
<td>0.99</td>
</tr>
<tr>
<td>Monogem</td>
<td></td>
<td>0.31</td>
<td>(2.53 ± 0.16) · 10^{-3}</td>
<td>2.37 ± 0.02</td>
<td>316</td>
<td>1.71</td>
<td>0.00</td>
</tr>
<tr>
<td>J0835+4510</td>
<td>11.3</td>
<td>0.26</td>
<td>(2.53 ± 0.08) · 10^{-1}</td>
<td>3</td>
<td>14316</td>
<td>349</td>
<td>0</td>
</tr>
<tr>
<td>Vela</td>
<td></td>
<td>0.28</td>
<td>(3.90 ± 0.14) · 10^{-1}</td>
<td>3</td>
<td>14982</td>
<td>365</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>(6.00 ± 0.26) · 10^{-1}</td>
<td>3</td>
<td>15446</td>
<td>377</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 11. Positron fraction for the best fits for the pulsar Geminga considering the nominal (left panel) and minimal (right panel) distances. The spectral index $\gamma$ at the source decreases with the pulsar distance. The positron flux becomes harder and better fits the highest-energy data points.

$\sigma_{\text{syst}}$ is here assumed to be constant with time. The uncertainty on the lepton flux is expected to follow the same variation with time as that on the positron fraction. Accordingly, the total uncertainty in each energy bin is multiplied by the reduction factor $RF(t)$ defined as:

$$RF(t) = \sqrt{\frac{\sigma^2_{\text{stat,AMS}} + \sigma^2_{\text{syst,AMS}}}{\sigma^2_{\text{stat,AMS}} + \sigma^2_{\text{syst,AMS}}}}$$

where $\sigma_{\text{stat,AMS}}$ and $\sigma_{\text{syst,AMS}}$ are the statistical and systematic uncertainties, while $t_0 = 2.47$ yr stands for the data taking time of the published AMS-02 data, to be compared to the time $t$ of the assumed data collection (10 years).

In Fig. 13 the same analysis as in Sec. 4.1 and Fig 10 is performed. Since the mean value of the positron fraction does not change, the colour variations of Fig. 10 and 13 are the same. However, the good-fit regions defined by the iso-contours of the $p$-values drastically shrink. Thus, if the tendency of the positron fraction remains similar, the single pulsar hypothesis would be excluded by our criterion. The currently allowed five pulsars benefit from the large statistical uncertainties of the last bins.
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5. The effect of cosmic ray propagation uncertainties

In Secs. 3 and 4 we studied the constraints on an additional contribution of DM or a single pulsar to the positron fraction measured by the AMS-02 experiment above 10 GeV. These constraints have been obtained by modelling the expected positron flux with the cosmic ray diffusion benchmark model MED defined in Donato et al. (2004). However, the transport mechanisms of Galactic cosmic rays are still poorly understood. The uncertainties on cosmic ray transport parameters are not negligible and have a major impact on searches for new physics. To take these uncertainties into account and to study their effect on modelling the positron fraction with an additional contribution, we use a set of 1623 combinations of the transport parameters \( \delta, K_0, L, V_r, V_A \). These parameter sets result from a secondary-to-primary ratio analysis (Maurin et al. 2001) where 26 data points of the boron-to-carbon (B/C) ratio were fitted over the energy range from 0.1 to 35 GeV/n leading to a \( \chi^2 \) less than 40. The advantage of choosing this study over more recent studies (Putze et al. 2010; Costie et al. 2012; Trotta et al. 2011) are the wider and more conservative ranges of the transport parameters. In addition, the benchmark models MIN, MED, and MAX of Donato et al. (2004) widely used in the DM literature, are based on the parameters found in Maurin et al. (2001).

In the following, we extrapolate these models to higher energies without taking any contribution from secondaries accelerated in nearby sources into account (Blasta 2009; Mertsch & Sarkar 2014). We furthermore marginalise over \( V_r \) and \( V_A \) since the reaccelerating and convection processes are negligible at higher energies and are not taken into account in our positron flux calculation. Finally, we only show the \( \chi^2 \) parameter sets for the DM \( \{m_\chi, K_0\} \) and the pulsar J1745-3040 as an example to highlight the correlations between the transport parameters and the parameters necessary to model the additional exotic contribution to the positron fraction at higher energies.

5.1. Which transport parameters give a good fit?

For each set of transport parameters, we fit the positron fraction to find the best combination of \( \{m_\chi, K_0\} \) or \( \{fW_0, \gamma\} \) for the DM and pulsar contributions, respectively. We calculate the \( p \)-value given in formula 22 to determine for which transport parameter set the modelled sum of secondary and exotic contributions reproduce well the positron fraction measured by AMS-02. In Fig. 14 the \( p \)-value distributions of the 1623 transport parameter sets for the DM \( \{m_\chi, (rv)/m^2\} \) (left plot) and the pulsar \( \{\gamma, fW0\} \) (right plot) parameters are shown. The colour coding represents the increasing \( p \)-value from darker to lighter colours, which is binned into the three defined \( p \)-value ranges:

1. \( p > 0.3173 \): the modelled positron fraction reproduces the experimental data very well (yellow dots),
2. \( 0.0455 < p \leq 0.3173 \): the modelled positron fraction reproduces the experimental data well enough (brown dots),
3. $p \leq 0.0455$: the modelled positron fraction reproduces the experimental data (black dots) badly. It is excluded for the final results.

The benchmark models MIN, MED, and MAX are represented with a triangle, square, and circle symbol, respectively. In addition, the best transport parameter set is highlighted with a diamond symbol.

The main correlations are due to the normalisation and the energy of the DM annihilation channel and pulsars. The results are summarised in Tab. 4.

In each of the above figures, the best transport parameter set (highest $p$-value) is shown (diamond symbol) for the $\chi \chi \rightarrow b \bar{b}$ channel and the pulsar J1745–3040. In the same way, we also extract the best set of parameters for the other studied DM annihilation channels and pulsars. The results are summarised in Tab. 4.

5.2. Correlations between parameters

Figures 15 and 16 show the best fit for each transport parameter set (coloured dot) in the $\langle \sigma v \rangle /m^2$ versus $m_\chi$ (left plots) and $\gamma - fW_0$ (right plots) planes, representing the correlations between the transport parameters and DM or pulsar parameters. Plotting $\langle \sigma v \rangle /m^2$ instead of $\langle \sigma v \rangle$ allows us to clearly see the correlations.

The colour indicates the value of a given transport parameter ($K_0$ in Fig. 15) $\delta$ in Fig. 16) from lower (blue) to higher (red) values. One can clearly see a strong correlation between the transport and DM or pulsar parameters showing a huge impact on the best-fit values for the considered free parameters.

The main correlations are due to the normalisation and the shape of the fluxes. Indeed, $\langle \sigma v \rangle /m^2$ and $fW_0$ are related to the number of positrons injected in the MH, whereas the amount of produced secondary particles is inversely proportional to the diffusion length $L_D$ (see Eq. 7) and is hence negatively correlated with $K_0$. If enough secondary particles are created, we need fewer particles through DM or pulsar injection and vice-versa. For the DM candidate, $\langle \sigma v \rangle /m^2$ increases with $K_0$ as shown in the left panel of Fig. 15. In the case of the J1745–3040 pulsar, that trend is reinforced by the fact that given the small distance of the source, the positron flux scales as $\lambda \rho^3 \propto K_0^{-3/2}$. We observe hence a strong positive correlation between $fW_0$ and $K_0$ in the right panel of Fig. 15. The spectral index of the diffusion coefficient $\delta$ modifies the high energy shape of the secondary positron flux. A lower (higher) value of $\delta < 0.5$ ($\delta > 0.5$) has a harder (softer) spectrum and therefore allows for a DM induced contribution at smaller (higher) DM masses $m_\chi$. This trend is clearly visible in the left panel of Fig. 15. The correlation between $\langle \sigma v \rangle /m^2$ and $m_\chi$ is due to the form of the DM spectrum and varies from channel to channel.

In the framework of our analysis, the experimental data favour small halo sizes ($L \leq 3.5$ kpc). Eventually, taking the uncertainties into account of the propagation parameters does not change the discrepancy between the AMS-02 data and the modelled positron fraction, neither for the electron DM annihilation channel nor for the Monogem and Vela pulsars.

5.3. Comparison of systematic and statistical uncertainties

The goodness-of-fit criterion ($p > 0.0455$) allows us to select the parameter sets that describe the experimental data reasonably well. The spread of these parameter sets shown in Fig. 17 (black dots) in the $\langle \sigma v \rangle - m_\chi$ and $\gamma - fW_0$ planes therefore represents the systematic uncertainty of the determination of $\langle \sigma v \rangle$ and $m_\chi$ as well as $\gamma$ and $fW_0$. Compared to the statistical uncertainties of these parameters because of the errors of the experimental data (red crosses), the systematic uncertainties dominate completely their determination. A perfect knowledge of the distance and age of the pulsar is assumed: in reality, this is not

![Fig. 14. $p$-value distributions of the 1623 transport parameter sets for the DM $\{m_\chi, \langle \sigma v \rangle /m^2\}$ (left plot) and the pulsar $[\gamma, fW_0]$ (right plot) parameters. The colour coding represents the increasing $p$-value from darker to lighter colours. The benchmark models MIN, MED, and MAX are represented with a triangle, square, and circle symbol, respectively. In addition, the best transport parameter set is highlighted with a diamond symbol.](image-url)
Fig. 15. Surviving transport parameter sets’ $K_0$ distributions for the DM $\langle m_{\chi} \langle \sigma v \rangle / m_{\chi}^2 \rangle$ (left plot) and the pulsar $\gamma \cdot fW_{\gamma}$ (right plot) parameters. The colour coding represents the increasing $K_0$ value from blue to red. The benchmark model MED is represented with a square. In addition, the best transport parameter set is highlighted with a diamond symbol.

Fig. 16. Surviving transport parameter sets’ $\delta$ distributions for the DM $\langle m_{\chi} \langle \sigma v \rangle / m_{\chi}^2 \rangle$ (left plot) and the pulsar $\gamma \cdot fW_{\gamma}$ (right plot) parameters. The colour coding represents the increasing $\delta$ value from blue to red. The benchmark model MED is represented with a square. In addition, the best transport parameter set is highlighted with a diamond symbol.

Table 4. Best fits for specific DM annihilation channels assuming the best propagation parameter set. The recently published positron fraction (Accardo et al. 2014) and the AMS-02 lepton spectrum (Weng et al. 2014) are used to derive the $\chi^2$, as in formula (20). The $p$-value, indicated in the last column, is defined in formula (22).
Table 5. Best fits for the five pulsars selected in Sec. 4.1 as well as Monogem and Vela in the single pulsar approach, assuming the best propagation parameter set. The pulsar ages and distances are the nominal values taken from the ATNF catalogue. The recently published positron fraction (Accardo et al. 2014) and the AMS-02 lepton spectrum (Weng et al. 2014) are used to derive the χ², as in formula (20). The p-value, indicated in the last column, is defined in formula (23).

<table>
<thead>
<tr>
<th>Name</th>
<th>Age</th>
<th>Distance</th>
<th>fW0</th>
<th>γ</th>
<th>K0</th>
<th>L</th>
<th>δ</th>
<th>χ²</th>
<th>χ²_dof</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1745−3040</td>
<td>546</td>
<td>0.20</td>
<td>(3.02 ± 0.08) · 10⁻³</td>
<td>1.33 ± 0.01</td>
<td>0.00647</td>
<td>3.5</td>
<td>0.80</td>
<td>21.6</td>
<td>0.53</td>
<td>0.99</td>
</tr>
<tr>
<td>J0633+1746</td>
<td>342</td>
<td>0.25</td>
<td>(6.29 ± 0.08) · 10⁻⁴</td>
<td>1.74 ± 0.02</td>
<td>0.00850</td>
<td>2.0</td>
<td>0.60</td>
<td>18.0</td>
<td>0.44</td>
<td>0.99</td>
</tr>
<tr>
<td>Geminga</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J0942−5552</td>
<td>461</td>
<td>0.30</td>
<td>(3.02 ± 0.08) · 10⁻³</td>
<td>1.34 ± 0.01</td>
<td>0.00647</td>
<td>3.5</td>
<td>0.80</td>
<td>21.6</td>
<td>0.53</td>
<td>0.99</td>
</tr>
<tr>
<td>J1001−5507</td>
<td>443</td>
<td>0.30</td>
<td>(3.02 ± 0.08) · 10⁻³</td>
<td>1.34 ± 0.01</td>
<td>0.00647</td>
<td>3.5</td>
<td>0.80</td>
<td>21.6</td>
<td>0.53</td>
<td>0.99</td>
</tr>
<tr>
<td>J1825−0935</td>
<td>232</td>
<td>0.30</td>
<td>(1.08 ± 0.07) · 10⁻³</td>
<td>2.18 ± 0.02</td>
<td>0.00802</td>
<td>1.5</td>
<td>0.55</td>
<td>23.0</td>
<td>0.56</td>
<td>0.99</td>
</tr>
<tr>
<td>Monogem</td>
<td>111</td>
<td>0.28</td>
<td>(6.20 ± 0.01) · 10⁻²</td>
<td>3.00</td>
<td>0.00590</td>
<td>1.0</td>
<td>0.55</td>
<td>63.7</td>
<td>1.6</td>
<td>0.01</td>
</tr>
<tr>
<td>J0835+4510</td>
<td>11.3</td>
<td>0.28</td>
<td>1.00</td>
<td>2.49 ± 0.04</td>
<td>0.00335</td>
<td>1.0</td>
<td>0.65</td>
<td>3453</td>
<td>84</td>
<td>0</td>
</tr>
<tr>
<td>Vela</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 17. Best-fit values of the surviving transport parameter sets for the DM \(m_\chi\), \(\langle rv\rangle\) (left plot) and the pulsar \(\gamma, fW0\) (right plot) parameters. The error bars represent the errors on the fit parameter resulting from the statistical uncertainty on the experimental data.

the case and would lead to larger uncertainties. The inclusion of the uncertainties on the pulsar distance is beyond the scope of this paper and will be considered in a follow-up study. To better estimate the transport parameters and reduce their impact on the study of an additional contribution to the positron fraction, more precise measurements of secondary-to-primary ratios over a large energy range are needed.

5.4. How can the positron fraction constrain the diffusive halo size?

The B/C ratio is sensitive to the matter density in the Galactic disc, which is related to \(L/K_0\). This degeneracy can be broken by an observable, which is sensitive to only one of the two parameters. In general, one uses radioactive secondary-to-stable secondary ratios, such as \(^{10}\text{Be}/^{9}\text{Be}\). The radioactive secondaries decay before they can reach the edge of the Galaxy and escape. Their modelling is hence independent of the Galactic diffusive halo size \(L\). Because of a lack of precise measurements over a sufficient large energy range up to now, the halo size is still not estimated well. Recently, Lavalle et al. (2014) demonstrated that low-energetic secondary positrons can directly constrain diffusion models with small haloes and large spectral indices due to very high energy losses and hence small diffusion lengths. Be-
Fig. 18. For each transport parameter set, represented in the $K_0/L – L$ plane, the best $p$-value distributions of all the 12 channels (five pulsars) are shown in the left (right) plot. The colour coding represents the increasing $p$-value from darker to lighter colours. The benchmark models MIN, MED, and MAX are represented with a triangle, square, and circle symbol, respectively. In addition, the best transport parameter set is highlighted with a diamond symbol.

sides the availability of very precise positron data over a large energy range, this method is less sensitive to the modelling of the local interstellar medium compared to the standard approach. In this study, only a secondary positron spectrum was used. We propose to extend the analysis by considering here an additional contribution to the positron fraction from DM annihilation or pulsars as well as taking their different spectral shapes into account.

Figure 18 shows the 1623 transport parameter sets in the $(K_0/L, L)$ plane. As before, we divide the sets into three different bins of $p$-values obtained by a fit with a contribution from either a given DM channel or a single pulsar. For each transport parameter set, we choose the best $p$-value from all the 12 (five) channels for the DM (single pulsar) contribution considered in this analysis. In both cases, very small ($L \lesssim 2$ kpc) and very big halo sizes ($L \gtrsim 7$ kpc) as well as small diffusion slopes ($\delta \lesssim 0.5$) are disfavoured by the experimental data due to the different spectral features at high energies of the additional contribution. In our analysis, the benchmark models MIN and MAX are largely disfavoured by the experimental data. However these constraints are model dependent since they are sensitive to the shape of the additional contribution.

6. Discussion and conclusions

This analysis aimed at testing the DM and pulsar explanations of the cosmic ray positron anomaly with the most recent available AMS-02 data. A first very important observation that we made is the sensitivity of the results to the lepton flux $\Phi_l$ used in the derivation of the positron fraction. This is particularly obvious from the comparison between Tables 1 and 2 where the DM hypothesis is investigated. The improved accuracy of AMS-02 on the lepton flux now excludes channels previously allowed when small $\chi^2$ values were still easily obtained.

As regards the DM analysis, we first performed a $\chi^2$ minimization analysis for each single channel and found that leptons are strongly disfavoured by the recent AMS-02 data. Lepton pairs never provide a good fit, although the situation slightly improves for secluded DM candidates whose annihilations into four leptons proceed through light vector or scalar mediators. On the contrary, the measurements are well explained in the case of quarks and gauge or Higgs bosons, with a preferred DM mass between 10 and 40 TeV, and a large annihilation cross section of the order of $10^{-21}$ cm$^2$ s$^{-1}$. These large DM annihilation rates, however, also yield gamma rays, antiprotons, and neutrinos for which no evidence has been found so far. In particular, the upper limits on the DM annihilation cross section for a given mass and annihilation channel obtained from the observations of dwarf spheroidal galaxies challenge the DM interpretation of the positron anomaly. For example, the best fit values given in Table 1 for the $\tau^+\tau^-$, $bb$, and $W^+W^-$ channels assuming the MED propagation parameters are all excluded by one order of magnitude by Fermi-LAT combined analysis of dwarf galaxies (Ackermann et al. 2013), VERITAS (Aliu et al. 2012), and MAGIC (Aleksic et al. 2014) observations of Segue 1, as well as by the recent results of the H.E.S.S. collaboration (Abramowski et al. 2014) on Sagittarius and other dwarf galaxies. As mentioned in the introduction, measurements of the CMB temperature and polarisation allows us to put constraints on the annihilation cross section of DM. For example, for $m_{\chi} = 1$ TeV, cross sections larger than roughly $5 \times 10^{-24}$ cm$^3$ s$^{-1}$ are excluded (Giesen et al. 2012) for a value of the energy injected typical of DM annihilation into $\tau^+\tau^-$ (Slatyer et al. 2009) thus constraining our best-fit single-channel scenarios. The Higgs and the four-tau channels, for which dwarf galaxies do not provide any information, are excluded by Chane & Scott (2013) from their CMB analysis. The IceCube neutrino observatory has also derived upper limits on the DM annihilation cross section in different channels. Those are especially stringent at high masses, however they are only in tension with the positron anomaly best fit with MED propagation parameters when DM annihilates into $W^+W^-$ (Aartsen et al. 2013). In summary, we have not found a single channel case that accounts for the positron data and still survives the severe tests presented above.

Combining the leptonic channels together lessens the tension with the data only for a DM mass of 500 GeV. The limits set by MAGIC from Segue 1 and Fermi-LAT from dwarf galaxies are, however, a factor 7 to 10 below the required annihila-
tion cross section into $\tau^+\tau^-$ pairs and exclude a pure leptonic mixture. Adding $b$ quarks significantly improves the fit and allows us to accommodate DM masses from 500 GeV up to 40 TeV. However, the observations of Segue 1 by MAGIC set stringent constraints on that possibility. DM species up to 20 TeV are excluded because of their large branching ratios into $\tau^+\tau^-$ pairs, whereas heavier particles exceed the upper limit set on the annihilation cross section into $b$ quarks. Inspired by universal extra dimension models, we also impose equal branching ratios for the three lepton families while allowing a $b$ quark admixture. Excellent agreement with the data is found for a DM mass between 5 and 40 TeV. Once again, dwarf satellites severely constrain that possibility, which is excluded by at least one order of magnitude by the recent analyses by MAGIC and Abramowski et al. (2014). The case where DM annihilates into four leptons is much less constrained by dwarf galaxies. Only H.E.S.S. and VERITAS (2014). The case where DM annihilates into four leptons is much larger than the statistical uncertainty on the fitted parameters. In conclusion, the ignorance of the exact transport parameters is the main limitation of such analyses. Henceforth, the study of cosmic ray propagation should be the main focus of future experiments.

We have used the recent positron fraction measurement performed by the AMS-02 collaboration (Accardo et al. 2014). However, AMS-02 recently published a new measurement of the electron and positron fluxes (Aguilar et al. 2014) up to an energy of 700 and 500 GeV, respectively. We intend to repeat this analysis using the positron flux to check that our conclusions hold as they should. Modelling the positron energy losses differently, changing the primary proton and helium fluxes, as well as taking the actual gas distribution into account in the Galactic disc may also have an impact that needs to be assessed.
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