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Abstract

We give tables of modular Galois representations obtained using the algo-
rithm which we described in [Mas13]. We computed Galois representations
modulo primes up to 31 for the first time. In particular, we computed the
representations attached to a newform with non-rational (but of course alge-
braic) coefficients, which had never been done before. These computations
take place in the jacobian of modular curves of genus up to 26. We also show
how these computation results can be partially proved.
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We begin with a short summary about Galois representations attached to mod-
ular forms and how we used these in [Mas13] to compute Fourier coefficients of
modular forms in section 1. This computation becomes much easier if the polyno-
mial in Q[X] defining the representation is reduced, and we show new ideas to do
so efficiently in section 2. We then present tables of results of our computations in
the last section 3. Finally, since these results rely on the identification of rational
numbers given in approximate form, we present in section 4 a method to formally
prove that the number field cut out by the Galois representation has been correctly
computed.

1 Background summary

Let f = q +
∑+∞

n=2 anq
n ∈ Sk

(
Γ1(N), ε

)
be a classical newform of weight k ∈ N>2,

level N ∈ N>1 and nebentypus ε. Jean-Pierre Serre conjectured and Pierre Deligne
proved in [Del71] that for every finite prime l of the number field Kf = Q(an, n > 2)
spanned by the coefficients an of the q-expansion of f at infinity, there exists a Galois
representation

Gal(Q/Q) −→ GL2(ZKf,l)

which is unramified outside `N and such that the image of any Frobenius element
at p - `N has characteristic polynomial x2 − apx + ε(p)pk−1 ∈ ZKf,l [x], where ZKf,l
denotes the l-adic completion of the ring of integers ZKf of Kf , and ` is the rational
prime lying below l.

Let Fl be the residue field of l. By reducing the above l-adic Galois representation
modulo l, we get a modulo l Galois representation

ρf,l : Gal(Q/Q) −→ GL2(Fl),

which is unramified outside `N and such that the image of any Frobenius element
at p - `N has characteristic polynomial x2 − apx + ε(p)pk−1 ∈ Fl[x]. In particular,
the trace of this image is ap mod l.

In [Mas13], we described an algorithm based on ideas from the book [CE11]
edited by Jean-Marc Couveignes and Bas Edixhoven to compute such modulo l
Galois representations, provided that the image of the Galois representation contains
SL2(Fl), that k < `, and that l has inertia degree 1, so that Fl = F`. This gives a
way to quickly compute the coefficients ap modulo l for huge primes p.

The condition that the image of the Galois representation contain SL2(Fl) is a
very weak one. Indeed, by [Rib85, theorem 2.1] and [Swi72, lemma 2], for any non-
CM newform f (and in particular for any newform f of level 1), the image of the
representation ρf,l contains SL2(Fl) for almost every l. The finitely many l for which
SL2(Fl) 6⊂ Im ρf,l are called exceptional primes for f , and we exclude them. They
were explicitly determined by Sir Peter Swinnerton-Dyer in [Swi72] for the known1

newforms f of level 1 whose coefficients an are rational. In our case, this means we
exclude l = 23 for f = ∆ and l = 31 for f = E4∆ (cf. the notations of section 3
below).

1According to Maeda’s conjecture (cf [FW02]), there are only 6 such forms: ∆, E4∆, E6∆,
E8∆, E10∆ and E14∆ in the notation of section 3 below, of respective weights 12, 16, 18, 20, 22
and 26.
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This algorithm relies on the fact that if k < `, then the Galois representation
ρf,l is afforded with multiplicity 1 by a subspace Vf,l of the `-torsion of the jacobian
J1(`N) of the modular curve X1(`N) under the natural Gal(Q/Q)-action, cf [Gro90]
and [Mas13, section 1].

The algorithm first computes the number field L = QKer ρf,l
cut out by the Galois

representation, by evaluating a well-chosen function α ∈ Q
(
J1(`N)

)
in the nonzero

points of Vf,l and forming the polynomial

F (X) =
∏
x∈Vf,l
x 6=0

(
X − α(x)

)
∈ Q[X]

of degree `2 − 1 whose decomposition field is L. The algorithm then uses a method
from T. and V. Dokchitser (cf [Dok10]) to compute the image of the Frobenius
element at p given a rational prime p - `N . Since such a Frobenius element is
defined only up to conjugation, the output is a similarity class in GL2(Fl).
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2 Reducing the polynomials

Unfortunately, the coefficients of the polynomial F (X) tend to have larger and
larger height as ` grows. More precisely, the following table, which shows the genus
g = (`−5)(`−7)

24
of the modular curves X1(`) and the rough number h of decimal digits

in the common denominator of the polynomials F (X) associated to newforms of
level N = 1 (cf the Tables section below) which we computed using the algorithm
described in [Mas13], seems to indicate the heuristic h ≈ g2.5:

` g h
11 1 0
13 2 5
17 5 50
19 7 150
23 12 500
29 22 1800
31 26 2500

While this is rather harmless for l 6 17, it makes the Dokchitser’s method
intractable as soon as ` > 29. It is thus necessary to reduce this polynomial,
that is to say to compute another polynomial whose splitting field is isomorphic to
the splitting field of F (X) but whose coefficients are much nicer. An algorithm to
perform this task based on LLL lattice reduction is described in [Coh93, section 4.4.2]
and implemented in [Pari/GP] under the name polred. However, the polynomial
F (X) has degree `2− 1 and tends to have ugly coefficients, and this is too much for
polred to be practical, even for small values of `. Indeed, the fact that polred is
based on LLL reduction means that its execution time is especially sensitive to the
degree of the polynomial.

On the other hand, it would be possible to apply the polred algorithm to the
polynomial

F proj(X) =
∏

W∈PVf,l

X −∑
x∈W
x 6=0

α(x)

 ∈ Q[X]

whose splitting field is the number field Lproj cut out by the projective Galois rep-
resentation

ρproj
f,l : Gal(Q/Q)

ρf,l // GL2(F`) // // PGL2(F`)

since the degree of this polynomial is only ` + 1, but this representation does not
contain enough information to recover the values of ap mod l.

However, we noted in [Mas13, section 3.7.2] that if S ⊂ F∗` denotes the largest
subgroup of F∗` not containing −1, then the knowledge of the quotient representation

ρSf,l : Gal(Q/Q)
ρf,l // GL2(F`) // // GL2(F`)/S ,

combined with the fact that the image in GL2(F`) of a Frobenius element at p
has determinant pk−1ε(p) mod l, is enough to recover the values of ap mod l. It is
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therefore enough for our purpose to compute this quotient representation, by first
forming the polynomial

F S(X) =
∏

Sx∈Vf,l/S
x 6=0

(
X −

∑
s∈S

α(sx)

)
∈ Q[X],

whose splitting field is the number field LS cut out by ρSf,l, and then to apply the
Dokchitsers’ method on it in order to compute the images of the Frobenius elements
by ρSf,l, cf [Mas13, section 3.7.2].

This is practical provided that we manage to apply the polred algorithm to
F S(X), that is to say if the degree of F S(X) is not too large. Let `− 1 = 2rs with
s ∈ N odd. Since we have |S| = s, the degree of F S is 2r(` + 1), so we can polred

F S in the cases ` = 19 or 23, but the cases ` = 29 or 31 remain impractical.
For these remaining cases, Bill Allombert suggested to the author that one can

still reduce F S(X) in several steps, as we now explain. Since F∗` is cyclic, we have a
filtration

F∗` = S0 ⊃
2
S1 ⊃

2
· · · ⊃

2
Sr = S

with [Si : Si+1] = 2 for all i, namely

Si = Im

(
F∗` −→ F∗`
x 7−→ x2i

)
.

For each i 6 r, let us define

Fi(X) =
∏

Six∈Vf,l/Si
x 6=0

(
X −

∑
s∈Si

α(sx)

)
∈ Q[X],

Ki = Q[X]/Fi(X),

and Li = normal closure of Ki = the number field cut out by the quotient represen-
tation

ρSif,l : Gal(Q/Q)
ρf,l // GL2(F`) // // GL2(F`)/Si .

In particular, we have ρS0
f,l = ρproj

f,l , L0 = Lproj, and we are looking for a nice model
of Kr.

The fields Ki fit in an extension tower

Kr

2

2r

...

2

K1

2

K0

`+1

Q
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and we are going to polred the polynomials Fi(X) along this tower recursively from
bottom up, as we now explain.

First, we apply directly the polred algorithm to F0(X) = F proj(X). Since the
degree of this polynomial is only `+ 1, this is amenable, as mentioned above.

Then, assuming we have managed to reduce Fi(X), we have a nice model for
Ki = Q[X]/Fi(X), so we can factor Fi+1(X) in Ki[X]. Since the extension Ki+1 =
Q[X]/Fi+1(X) is quadratic over Ki, there must be at least one factor of degree 2.
Let Gi+1(X) be one of those, and let ∆i ∈ Ki be its discriminant, so that we have

Ki+1 ' Ki[X]/Gi+1(X) ' Ki

(√
∆i

)
.

In order to complete the recursion, all we have to do is to strip ∆i from the largest
square factor we can find, say ∆i = A2

i δi with Ai, δi ∈ Ki and δi as small as possible.
Indeed we then have Ki+1 = Ki

(√
δi
)
, and actually even Ki+1 = Q

(√
δi
)

unless
we are very unlucky2, so that if we denote by χi(X) ∈ Q[X] the characteristic
polynomial of δi, then we have

Ki+1 ' Q[X]/χi(X
2),

so that χi(X
2) is a reduced version of Fi+1. If its degree and coefficients are not too

big, we can even apply the polred algorithm to this polynomial in order to further
reduce it, which is what we do in practice.

In order to write ∆i = A2
i δi, we would like to factor ∆i in Ki, but even if Ki

is principal, this is not amenable whatsoever. We can however consider the ideal
generated by ∆i in Ki, and remove its `N -part. The fractional ideal Bi we obtain
must then be a perfect square, since Ki+1 is unramified outside `N (since L is), and
the very efficient idealsqrt script from [BS14] can explicitly factor it into Bi = A2

i .
If Ai denotes an element in Ai close to being a generator of Ai (an actual generator,
if amenable, would be even better), then δi := ∆i/A

2
i must be small.

2In practice, the case Ki+1 ) Q
(√
δi
)

has never happened to us. Should it happen, it can be
corrected by multiplying δi by the square of an (hopefully small) element in Ki.
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3 The tables

Notation

Following the tradition, we define

E4 = 1 + 240
+∞∑
n=1

σ3(n)qn, E6 = 1− 504
+∞∑
n=1

σ5(n)qn, and ∆ =
E3

4 − E2
6

1728
,

where σk(n) =
∑

0<d|n d
k.

We computed the Galois representations modulo the primes ` ranging from 11
to 31 and attached to the newforms f ∈ Sk(1) of level N = 1 and of weight k < `.
According to Maeda’s conjecture, for each weight k, there is only one newform in
Sk(1) up to Gal(Q/Q)-conjugation. This conjecture has been verified in [FW02] for
k up to 2000, and since we work with newforms of level 1 and weight k up to only
30 (because of the condition k < `), we may denote without ambiguity one of the
newforms in Sk(1) by fk, and the coefficients of its q-expansion at infinity by τk(n).
Then, for each k, the newform fk and the sequence

(
τk(n)

)
n>2

are well-defined up

to Gal(Q/Q)-action, and the newforms in Sk(1) are the Gal(Q/Q)-conjugates of

fk = q +
+∞∑
n=2

τk(n)qn.

Thus for instance we have f12 = ∆, τ12 = τ is Ramanujan’s τ -function, f16 = E4∆ =
q +

∑+∞
n=2 τ16(n)qn is the only newform of level 1 and weight 16, and so on.

For each Galois representation ρf,l, we denote by L the number field it cuts off,

and we give the image of the Frobenius element
(
L/Q
p

)
at p for the 40 first primes

p above 101000. Since these p are unramified, these Frobenius elements are well-
defined up to conjugacy, so their images are well-defined up to similarity. Instead
of representing a similarity class in GL2(Fl) by a matrix as we did in [Mas13], we
deemed it more elegant to give its minimal polynomial in factored form over Fl. As
we are dealing with matrices of size 2, this is a faithful representation. Indeed, recall
that GL2(F`) splits into similarity classes as follows:

Type of class Representative Minimal polynomial no of classes no of elements in class

Scalar

[
λ 0
0 λ

]
x− λ `− 1 1

Split
semisimple

[
λ 0
0 µ

]
(x− λ)(x− µ) (`−1)(`−2)

2
`(`+ 1)

Non-split
semisimple

[
0 −n
1 t

]
x2 − tx+ n

irreducible over F`
`(`−1)

2
`(`− 1)

Non-semisimple

[
λ 1
0 λ

]
(x− λ)2 `− 1 (`+ 1)(`− 1)

For each p, we also give the trace of the image of
(
L/Q
p

)
, which is none other

than the reduction modulo l of the coefficient ap of the newform f .
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` = 11

f12 = ∆ =
+∞∑
n=1

τ(n)qn = q − 24q2 + 252q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ(p) mod 11

101000 + 453 (x− 9)(x− 4) 2
101000 + 1357 (x− 8)(x− 2) 10
101000 + 2713 x2 + x+ 8 10
101000 + 4351 (x− 6)(x− 3) 9
101000 + 5733 x2 + 3x+ 3 8
101000 + 7383 x2 + 3x+ 3 8
101000 + 10401 (x− 8)(x− 5) 2
101000 + 11979 x2 + 1 0
101000 + 17557 (x− 10)(x− 9) 8
101000 + 21567 x2 + 10x+ 8 1
101000 + 22273 (x− 9)(x− 6) 4
101000 + 24493 (x− 8)(x− 1) 9
101000 + 25947 (x− 9)(x− 6) 4
101000 + 27057 x2 + 4x+ 9 7
101000 + 29737 (x− 9)(x− 3) 1
101000 + 41599 x2 + 9 0
101000 + 43789 x2 + 6x+ 10 5
101000 + 46227 (x− 7)(x− 4) 0
101000 + 46339 (x− 8)(x− 1) 9
101000 + 52423 (x− 3)2 6
101000 + 55831 x2 + 10x+ 7 1
101000 + 57867 (x− 8)(x− 1) 9
101000 + 59743 (x− 3)(x− 1) 4
101000 + 61053 (x− 9)2 7
101000 + 61353 x2 + x+ 7 10
101000 + 63729 x2 + x+ 7 10
101000 + 64047 (x− 3)(x− 2) 5
101000 + 64749 (x− 10)(x− 7) 6
101000 + 68139 x2 + 2x+ 6 9
101000 + 68367 (x− 3)(x− 1) 4
101000 + 70897 (x− 10)(x− 8) 7
101000 + 72237 (x− 4)(x− 3) 7
101000 + 77611 (x− 8)(x− 5) 2
101000 + 78199 (x− 6)(x− 2) 8
101000 + 79237 (x− 5)(x− 1) 6
101000 + 79767 x2 + 4x+ 7 7
101000 + 82767 x2 + 2x+ 4 9
101000 + 93559 (x− 4)2 8
101000 + 95107 (x− 10)(x− 9) 8
101000 + 100003 (x− 9)(x− 4) 2
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` = 13

f12 = ∆ =
+∞∑
n=1

τ(n)qn = q − 24q2 + 252q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ(p) mod 13

101000 + 453 x2 + 3x+ 1 10
101000 + 1357 (x− 10)(x− 7) 4
101000 + 2713 x2 + 12x+ 12 1
101000 + 4351 x2 + x+ 12 12
101000 + 5733 (x− 12)(x− 4) 3
101000 + 7383 x2 + 6x+ 7 7
101000 + 10401 (x− 5)(x− 2) 7
101000 + 11979 (x− 9)2 5
101000 + 17557 x2 + 6x+ 4 7
101000 + 21567 x2 + 5x+ 9 8
101000 + 22273 (x− 10)(x− 8) 5
101000 + 24493 x2 + 8x+ 10 5
101000 + 25947 x2 + 10x+ 7 3
101000 + 27057 (x− 7)(x− 4) 11
101000 + 29737 x2 + x+ 3 12
101000 + 41599 (x− 11)(x− 3) 1
101000 + 43789 (x− 10)(x− 7) 4
101000 + 46227 x2 + 10x+ 7 3
101000 + 46339 (x− 8)(x− 7) 2
101000 + 52423 (x− 10)(x− 3) 0
101000 + 55831 (x− 4)(x− 3) 7
101000 + 57867 (x− 2)(x− 1) 3
101000 + 59743 x2 + 6 0
101000 + 61053 x2 + x+ 5 12
101000 + 61353 (x− 11)(x− 5) 3
101000 + 63729 (x− 11)(x− 1) 12
101000 + 64047 (x− 10)(x− 9) 6
101000 + 64749 (x− 4)(x− 3) 7
101000 + 68139 x2 + 6x+ 3 7
101000 + 68367 (x− 7)(x− 5) 12
101000 + 70897 (x− 12)(x− 7) 6
101000 + 72237 x2 + 11x+ 12 2
101000 + 77611 x2 + 5x+ 10 8
101000 + 78199 (x− 7)(x− 4) 11
101000 + 79237 (x− 4)(x− 2) 6
101000 + 79767 x2 + 7x+ 7 6
101000 + 82767 x2 + 9x+ 12 4
101000 + 93559 x2 + 8x+ 1 5
101000 + 95107 x2 + 10x+ 7 3
101000 + 100003 x2 + 6x+ 4 7
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` = 17

f12 = ∆ =
+∞∑
n=1

τ(n)qn = q − 24q2 + 252q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ(p) mod 17

101000 + 453 x2 + 3 0
101000 + 1357 (x− 15)2 13
101000 + 2713 (x− 14)(x− 12) 9
101000 + 4351 (x− 10)(x− 6) 16
101000 + 5733 (x− 6)(x− 4) 10
101000 + 7383 (x− 15)(x− 2) 0
101000 + 10401 (x− 7)(x− 3) 10
101000 + 11979 x2 + 6x+ 3 11
101000 + 17557 x2 + 11x+ 6 6
101000 + 21567 x2 + 16x+ 3 1
101000 + 22273 x2 + 16x+ 8 1
101000 + 24493 x2 + 8x+ 6 9
101000 + 25947 x2 + 2x+ 13 15
101000 + 27057 (x− 16)(x− 2) 1
101000 + 29737 x2 + 5x+ 7 12
101000 + 41599 x2 + 6x+ 16 11
101000 + 43789 (x− 11)(x− 5) 16
101000 + 46227 x2 + 4x+ 7 13
101000 + 46339 (x− 14)(x− 10) 7
101000 + 52423 (x− 16)(x− 5) 4
101000 + 55831 x2 + 14x+ 8 3
101000 + 57867 x2 + 8x+ 9 9
101000 + 59743 (x− 14)(x− 7) 4
101000 + 61053 x2 + 15x+ 11 2
101000 + 61353 x2 + 6x+ 16 11
101000 + 63729 x2 + 6 0
101000 + 64047 x2 + 7x+ 14 10
101000 + 64749 (x− 6)(x− 1) 7
101000 + 68139 (x− 11)(x− 10) 4
101000 + 68367 (x− 16)(x− 2) 1
101000 + 70897 x2 + 5x+ 5 12
101000 + 72237 x2 + 7 0
101000 + 77611 x2 + 15x+ 11 2
101000 + 78199 (x− 16)(x− 8) 7
101000 + 79237 (x− 10)(x− 5) 15
101000 + 79767 (x− 8)(x− 1) 9
101000 + 82767 x2 + 16x+ 3 1
101000 + 93559 x2 + 5x+ 14 12
101000 + 95107 (x− 11)2 5
101000 + 100003 (x− 14)(x− 5) 2
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f16 = E4∆ =
+∞∑
n=1

τ16(n)qn = q + 216q2 − 3348q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ16(p) mod 17

101000 + 453 x2 + 5x+ 12 12
101000 + 1357 x2 + 3x+ 4 14
101000 + 2713 x2 + 8x+ 2 9
101000 + 4351 x2 + 14x+ 8 3
101000 + 5733 x2 + 11x+ 6 6
101000 + 7383 (x− 8)2 16
101000 + 10401 (x− 16)(x− 13) 12
101000 + 11979 (x− 9)(x− 7) 16
101000 + 17557 (x− 5)(x− 2) 7
101000 + 21567 x2 + 12x+ 12 5
101000 + 22273 x2 + 13x+ 9 4
101000 + 24493 x2 + 10 0
101000 + 25947 (x− 16)(x− 4) 3
101000 + 27057 (x− 10)(x− 7) 0
101000 + 29737 x2 + 9x+ 6 8
101000 + 41599 x2 + 4x+ 16 13
101000 + 43789 (x− 4)(x− 1) 5
101000 + 46227 (x− 12)(x− 9) 4
101000 + 46339 x2 + 15x+ 4 2
101000 + 52423 (x− 11)(x− 9) 3
101000 + 55831 x2 + 9x+ 9 8
101000 + 57867 x2 + 12x+ 8 5
101000 + 59743 (x− 8)2 16
101000 + 61053 (x− 15)(x− 5) 3
101000 + 61353 x2 + 16x+ 16 1
101000 + 63729 x2 + 14x+ 10 3
101000 + 64047 x2 + 12x+ 5 5
101000 + 64749 x2 + 10 0
101000 + 68139 (x− 10)(x− 6) 16
101000 + 68367 x2 + 8x+ 2 9
101000 + 70897 (x− 16)(x− 14) 13
101000 + 72237 (x− 13)(x− 7) 3
101000 + 77611 (x− 6)(x− 4) 10
101000 + 78199 (x− 8)(x− 1) 9
101000 + 79237 x2 + 13x+ 16 4
101000 + 79767 x2 + 4x+ 9 13
101000 + 82767 x2 + 5x+ 12 12
101000 + 93559 x2 + 5 0
101000 + 95107 (x− 7)2 14
101000 + 100003 (x− 10)2 3
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` = 19

f12 = ∆ =
+∞∑
n=1

τ(n)qn = q − 24q2 + 252q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ(p) mod 19

101000 + 453 (x− 15)(x− 10) 6
101000 + 1357 (x− 17)2 15
101000 + 2713 (x− 11)(x− 4) 15
101000 + 4351 (x− 6)(x− 4) 10
101000 + 5733 (x− 16)(x− 1) 17
101000 + 7383 (x− 1)2 2
101000 + 10401 x2 + 11x+ 4 8
101000 + 11979 (x− 16)(x− 13) 10
101000 + 17557 x2 + 8x+ 14 11
101000 + 21567 (x− 11)2 3
101000 + 22273 (x− 13)(x− 1) 14
101000 + 24493 (x− 14)(x− 10) 5
101000 + 25947 x2 + 14x+ 15 5
101000 + 27057 (x− 10)(x− 9) 0
101000 + 29737 x2 + 12x+ 7 7
101000 + 41599 (x− 18)(x− 15) 14
101000 + 43789 (x− 13)(x− 11) 5
101000 + 46227 x2 + 5 0
101000 + 46339 x2 + x+ 11 18
101000 + 52423 x2 + 7x+ 7 12
101000 + 55831 (x− 16)(x− 13) 10
101000 + 57867 (x− 17)(x− 2) 0
101000 + 59743 x2 + 5x+ 9 14
101000 + 61053 x2 + 9x+ 3 10
101000 + 61353 (x− 14)(x− 10) 5
101000 + 63729 x2 + 15x+ 8 4
101000 + 64047 (x− 6)(x− 5) 11
101000 + 64749 (x− 13)2 7
101000 + 68139 x2 + 15x+ 13 4
101000 + 68367 (x− 14)(x− 5) 0
101000 + 70897 (x− 18)(x− 15) 14
101000 + 72237 (x− 10)(x− 5) 15
101000 + 77611 x2 + 13x+ 6 6
101000 + 78199 (x− 15)2 11
101000 + 79237 x2 + 12x+ 9 7
101000 + 79767 x2 + 13x+ 13 6
101000 + 82767 x2 + 3x+ 8 16
101000 + 93559 x2 + 4x+ 8 15
101000 + 95107 x2 + 13x+ 15 6
101000 + 100003 x2 + 5x+ 3 14

12



f16 = E4∆ =
+∞∑
n=1

τ16(n)qn = q + 216q2 − 3348q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ16(p) mod 19

101000 + 453 (x− 15)(x− 2) 17
101000 + 1357 (x− 18)(x− 12) 11
101000 + 2713 x2 + 6x+ 7 13
101000 + 4351 x2 + 9x+ 11 10
101000 + 5733 (x− 17)(x− 4) 2
101000 + 7383 x2 + 5x+ 1 14
101000 + 10401 x2 + 13x+ 7 6
101000 + 11979 (x− 16)(x− 13) 10
101000 + 17557 (x− 9)(x− 3) 12
101000 + 21567 x2 + 5x+ 1 14
101000 + 22273 (x− 17)(x− 13) 11
101000 + 24493 (x− 17)(x− 9) 7
101000 + 25947 (x− 18)(x− 7) 6
101000 + 27057 x2 + 5x+ 8 14
101000 + 29737 (x− 13)(x− 3) 16
101000 + 41599 x2 + 7x+ 7 12
101000 + 43789 x2 + 9x+ 12 10
101000 + 46227 x2 + 16x+ 11 3
101000 + 46339 (x− 17)(x− 9) 7
101000 + 52423 (x− 15)(x− 14) 10
101000 + 55831 (x− 14)(x− 4) 18
101000 + 57867 x2 + 18x+ 12 1
101000 + 59743 x2 + 7 0
101000 + 61053 (x− 17)(x− 15) 13
101000 + 61353 (x− 10)(x− 2) 12
101000 + 63729 x2 + 16x+ 18 3
101000 + 64047 (x− 10)(x− 2) 12
101000 + 64749 x2 + 10x+ 11 9
101000 + 68139 (x− 10)(x− 5) 15
101000 + 68367 (x− 18)(x− 7) 6
101000 + 70897 x2 + 6x+ 7 13
101000 + 72237 x2 + 6x+ 18 13
101000 + 77611 x2 + 13x+ 7 6
101000 + 78199 (x− 7)2 14
101000 + 79237 (x− 14)(x− 10) 5
101000 + 79767 (x− 12)(x− 1) 13
101000 + 82767 (x− 16)(x− 13) 10
101000 + 93559 x2 + 2x+ 18 17
101000 + 95107 x2 + 18x+ 12 1
101000 + 100003 (x− 14)(x− 6) 1

13



f18 = E6∆ =
+∞∑
n=1

τ18(n)qn = q − 528q2 − 4284q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ18(p) mod 19

101000 + 453 (x− 7)(x− 5) 12
101000 + 1357 (x− 14)(x− 2) 16
101000 + 2713 (x− 13)(x− 12) 6
101000 + 4351 (x− 15)(x− 10) 6
101000 + 5733 (x− 12)(x− 2) 14
101000 + 7383 x2 + 8x+ 1 11
101000 + 10401 (x− 17)(x− 5) 3
101000 + 11979 (x− 15)(x− 5) 1
101000 + 17557 x2 + x+ 2 18
101000 + 21567 x2 + 9x+ 7 10
101000 + 22273 x2 + 9x+ 15 10
101000 + 24493 (x− 13)(x− 2) 15
101000 + 25947 (x− 18)(x− 9) 8
101000 + 27057 x2 + x+ 2 18
101000 + 29737 x2 + 13x+ 7 6
101000 + 41599 x2 + 9 0
101000 + 43789 (x− 16)(x− 2) 18
101000 + 46227 x2 + 17x+ 17 2
101000 + 46339 x2 + x+ 11 18
101000 + 52423 (x− 7)(x− 1) 8
101000 + 55831 (x− 18)(x− 1) 0
101000 + 57867 (x− 16)(x− 3) 0
101000 + 59743 (x− 6)(x− 1) 7
101000 + 61053 x2 + 18x+ 14 1
101000 + 61353 x2 + 17x+ 7 2
101000 + 63729 x2 + 15x+ 8 4
101000 + 64047 (x− 7)2 14
101000 + 64749 (x− 7)(x− 5) 12
101000 + 68139 (x− 5)(x− 3) 8
101000 + 68367 (x− 9)(x− 8) 17
101000 + 70897 (x− 16)2 13
101000 + 72237 x2 + 14x+ 12 5
101000 + 77611 x2 + 9x+ 4 10
101000 + 78199 (x− 18)(x− 14) 13
101000 + 79237 (x− 15)(x− 8) 4
101000 + 79767 (x− 18)(x− 4) 3
101000 + 82767 (x− 16)(x− 10) 7
101000 + 93559 x2 + 4x+ 8 15
101000 + 95107 x2 + 10x+ 10 9
101000 + 100003 (x− 15)(x− 6) 2

14



` = 23

f16 = E4∆ =
+∞∑
n=1

τ16(n)qn = q + 216q2 − 3348q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ16(p) mod 23

101000 + 453 (x− 15)(x− 5) 20
101000 + 1357 (x− 19)(x− 15) 11
101000 + 2713 x2 + 11x+ 21 12
101000 + 4351 x2 + 7x+ 11 16
101000 + 5733 (x− 18)(x− 14) 9
101000 + 7383 (x− 13)(x− 6) 19
101000 + 10401 x2 + 4x+ 7 19
101000 + 11979 (x− 15)(x− 7) 22
101000 + 17557 x2 + 8x+ 1 15
101000 + 21567 x2 + 8x+ 6 15
101000 + 22273 (x− 17)(x− 5) 22
101000 + 24493 (x− 8)(x− 5) 13
101000 + 25947 (x− 21)(x− 13) 11
101000 + 27057 (x− 8)(x− 2) 10
101000 + 29737 x2 + 12x+ 17 11
101000 + 41599 (x− 20)(x− 7) 4
101000 + 43789 (x− 15)2 7
101000 + 46227 (x− 9)(x− 2) 11
101000 + 46339 (x− 22)(x− 18) 17
101000 + 52423 (x− 19)(x− 6) 2
101000 + 55831 x2 + 4x+ 12 19
101000 + 57867 x2 + 16x+ 21 7
101000 + 59743 (x− 7)(x− 6) 13
101000 + 61053 x2 + 21x+ 3 2
101000 + 61353 (x− 11)(x− 8) 19
101000 + 63729 x2 + 5x+ 13 18
101000 + 64047 (x− 22)(x− 21) 20
101000 + 64749 x2 + 16x+ 11 7
101000 + 68139 (x− 18)(x− 3) 21
101000 + 68367 x2 + 2x+ 3 21
101000 + 70897 x2 + 21x+ 3 2
101000 + 72237 x2 + 14x+ 5 9
101000 + 77611 x2 + 14x+ 16 9
101000 + 78199 x2 + 6x+ 21 17
101000 + 79237 x2 + 9x+ 4 14
101000 + 79767 x2 + 15x+ 20 8
101000 + 82767 (x− 8)(x− 1) 9
101000 + 93559 x2 + x+ 10 22
101000 + 95107 (x− 15)(x− 11) 3
101000 + 100003 (x− 14)(x− 13) 4

15



f18 = E6∆ =
+∞∑
n=1

τ18(n)qn = q − 528q2 − 4284q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ18(p) mod 23

101000 + 453 (x− 18)(x− 4) 22
101000 + 1357 x2 + 10x+ 4 13
101000 + 2713 x2 + 13x+ 10 10
101000 + 4351 (x− 6)(x− 5) 11
101000 + 5733 x2 + x+ 22 22
101000 + 7383 (x− 20)(x− 14) 11
101000 + 10401 (x− 7)(x− 4) 11
101000 + 11979 (x− 11)(x− 5) 16
101000 + 17557 x2 + 7x+ 1 16
101000 + 21567 (x− 15)(x− 14) 6
101000 + 22273 x2 + 22x+ 18 1
101000 + 24493 (x− 15)(x− 9) 1
101000 + 25947 (x− 7)(x− 3) 10
101000 + 27057 x2 + 5x+ 18 18
101000 + 29737 x2 + 5x+ 20 18
101000 + 41599 (x− 13)(x− 1) 14
101000 + 43789 x2 + 8x+ 6 15
101000 + 46227 x2 + 4x+ 6 19
101000 + 46339 (x− 18)(x− 15) 10
101000 + 52423 x2 + 15x+ 22 8
101000 + 55831 (x− 17)(x− 5) 22
101000 + 57867 x2 + 22x+ 10 1
101000 + 59743 x2 + 13x+ 15 10
101000 + 61053 (x− 20)(x− 7) 4
101000 + 61353 (x− 15)(x− 1) 16
101000 + 63729 x2 + 9 0
101000 + 64047 (x− 17)2 11
101000 + 64749 x2 + 22x+ 7 1
101000 + 68139 (x− 9)2 18
101000 + 68367 x2 + 8x+ 2 15
101000 + 70897 (x− 2)(x− 1) 3
101000 + 72237 (x− 17)(x− 1) 18
101000 + 77611 (x− 19)(x− 7) 3
101000 + 78199 (x− 17)(x− 6) 0
101000 + 79237 x2 + 4x+ 8 19
101000 + 79767 x2 + 11x+ 21 12
101000 + 82767 x2 + x+ 12 22
101000 + 93559 (x− 10)(x− 6) 16
101000 + 95107 x2 + 13x+ 8 10
101000 + 100003 (x− 14)(x− 4) 18

16



f20 = E8∆ =
+∞∑
n=1

τ20(n)qn = q + 456q2 + 50652q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ20(p) mod 23

101000 + 453 x2 + 5x+ 13 18
101000 + 1357 x2 + 22x+ 12 1
101000 + 2713 x2 + 11x+ 19 12
101000 + 4351 (x− 22)(x− 6) 5
101000 + 5733 x2 + 22x+ 22 1
101000 + 7383 (x− 15)(x− 10) 2
101000 + 10401 x2 + 13x+ 20 10
101000 + 11979 x2 + 10x+ 8 13
101000 + 17557 (x− 16)(x− 13) 6
101000 + 21567 (x− 18)(x− 2) 20
101000 + 22273 (x− 22)(x− 20) 19
101000 + 24493 (x− 11)(x− 3) 14
101000 + 25947 x2 + 18x+ 14 5
101000 + 27057 x2 + 16x+ 3 7
101000 + 29737 x2 + 22x+ 10 1
101000 + 41599 (x− 22)(x− 19) 18
101000 + 43789 x2 + 2 0
101000 + 46227 (x− 14)(x− 10) 1
101000 + 46339 (x− 18)(x− 5) 0
101000 + 52423 (x− 21)(x− 12) 10
101000 + 55831 (x− 21)(x− 20) 18
101000 + 57867 (x− 22)(x− 4) 3
101000 + 59743 (x− 11)(x− 9) 20
101000 + 61053 x2 + 9x+ 9 14
101000 + 61353 (x− 22)(x− 16) 15
101000 + 63729 x2 + 19x+ 8 4
101000 + 64047 (x− 18)(x− 13) 8
101000 + 64749 (x− 21)(x− 3) 1
101000 + 68139 (x− 18)(x− 1) 19
101000 + 68367 x2 + x+ 9 22
101000 + 70897 x2 + 21x+ 9 2
101000 + 72237 (x− 11)(x− 4) 15
101000 + 77611 (x− 15)(x− 14) 6
101000 + 78199 (x− 17)(x− 16) 10
101000 + 79237 x2 + 5x+ 16 18
101000 + 79767 x2 + 18x+ 14 5
101000 + 82767 (x− 11)(x− 10) 21
101000 + 93559 x2 + 6x+ 15 17
101000 + 95107 (x− 19)2 15
101000 + 100003 x2 + 15x+ 19 8

17



f22 = E10∆ =
+∞∑
n=1

τ22(n)qn = q − 288q2 − 128844q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ22(p) mod 23

101000 + 453 (x− 19)(x− 7) 3
101000 + 1357 x2 + 13 0
101000 + 2713 x2 + 8x+ 20 15
101000 + 4351 (x− 16)(x− 11) 4
101000 + 5733 x2 + 19x+ 22 4
101000 + 7383 (x− 19)(x− 14) 10
101000 + 10401 (x− 16)(x− 5) 21
101000 + 11979 (x− 17)(x− 15) 9
101000 + 17557 (x− 19)(x− 17) 13
101000 + 21567 (x− 19)(x− 7) 3
101000 + 22273 x2 + 14x+ 12 9
101000 + 24493 (x− 7)(x− 4) 11
101000 + 25947 x2 + 4x+ 17 19
101000 + 27057 x2 + 3x+ 12 20
101000 + 29737 x2 + 5x+ 5 18
101000 + 41599 (x− 7)2 14
101000 + 43789 x2 + 18x+ 16 5
101000 + 46227 x2 + 19x+ 16 4
101000 + 46339 x2 + 22x+ 7 1
101000 + 52423 (x− 22)(x− 1) 0
101000 + 55831 x2 + 12x+ 8 11
101000 + 57867 (x− 17)(x− 12) 6
101000 + 59743 (x− 21)(x− 16) 14
101000 + 61053 x2 + 4x+ 6 19
101000 + 61353 (x− 19)(x− 8) 4
101000 + 63729 (x− 5)2 10
101000 + 64047 (x− 12)(x− 6) 18
101000 + 64749 (x− 13)(x− 10) 0
101000 + 68139 (x− 21)2 19
101000 + 68367 (x− 19)(x− 10) 6
101000 + 70897 x2 + 14x+ 6 9
101000 + 72237 (x− 20)(x− 13) 10
101000 + 77611 (x− 4)(x− 3) 7
101000 + 78199 (x− 14)(x− 8) 22
101000 + 79237 x2 + 20x+ 9 3
101000 + 79767 x2 + 8x+ 17 15
101000 + 82767 x2 + 16x+ 4 7
101000 + 93559 (x− 14)(x− 13) 4
101000 + 95107 (x− 3)2 6
101000 + 100003 (x− 19)(x− 18) 14

18



` = 29

f12 = ∆ =
+∞∑
n=1

τ(n)qn = q − 24q2 + 252q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ(p) mod 29

101000 + 453 x2 + 8x+ 24 21
101000 + 1357 x2 + 21x+ 1 8
101000 + 2713 x2 + 18x+ 20 11
101000 + 4351 x2 + 3 0
101000 + 5733 (x− 20)(x− 2) 22
101000 + 7383 (x− 19)(x− 10) 0
101000 + 10401 (x− 7)(x− 2) 9
101000 + 11979 x2 + 22x+ 22 7
101000 + 17557 x2 + 27 0
101000 + 21567 (x− 23)(x− 3) 26
101000 + 22273 x2 + 15x+ 3 14
101000 + 24493 x2 + 25x+ 16 4
101000 + 25947 (x− 27)(x− 15) 13
101000 + 27057 x2 + 22x+ 23 7
101000 + 29737 (x− 23)(x− 10) 4
101000 + 41599 (x− 13)(x− 5) 18
101000 + 43789 (x− 18)(x− 15) 4
101000 + 46227 x2 + 7x+ 3 22
101000 + 46339 (x− 26)(x− 8) 5
101000 + 52423 (x− 17)(x− 16) 4
101000 + 55831 x2 + 21x+ 4 8
101000 + 57867 (x− 13)(x− 11) 24
101000 + 59743 x2 + 24x+ 2 5
101000 + 61053 x2 + 18x+ 21 11
101000 + 61353 (x− 24)(x− 1) 25
101000 + 63729 (x− 20)(x− 1) 21
101000 + 64047 x2 + 14x+ 6 15
101000 + 64749 x2 + 14x+ 28 15
101000 + 68139 (x− 12)(x− 2) 14
101000 + 68367 x2 + 26x+ 26 3
101000 + 70897 x2 + 12x+ 28 17
101000 + 72237 x2 + 27x+ 13 2
101000 + 77611 (x− 14)(x− 13) 27
101000 + 78199 (x− 17)(x− 14) 2
101000 + 79237 x2 + 28x+ 25 1
101000 + 79767 x2 + 13x+ 16 16
101000 + 82767 (x− 27)(x− 13) 11
101000 + 93559 x2 + 13x+ 17 16
101000 + 95107 (x− 25)(x− 24) 20
101000 + 100003 (x− 26)(x− 13) 10

19



f16 = E4∆ =
+∞∑
n=1

τ16(n)qn = q + 216q2 − 3348q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ16(p) mod 29

101000 + 453 x2 + 16x+ 25 13
101000 + 1357 x2 + 9x+ 1 20
101000 + 2713 (x− 23)(x− 1) 24
101000 + 4351 x2 + 18x+ 21 11
101000 + 5733 (x− 22)(x− 8) 1
101000 + 7383 x2 + x+ 24 28
101000 + 10401 (x− 17)(x− 7) 24
101000 + 11979 x2 + 26x+ 9 3
101000 + 17557 (x− 27)(x− 24) 22
101000 + 21567 (x− 16)(x− 11) 27
101000 + 22273 (x− 27)(x− 4) 2
101000 + 24493 (x− 25)(x− 23) 19
101000 + 25947 (x− 17)2 5
101000 + 27057 x2 + 22x+ 7 7
101000 + 29737 x2 + 10 0
101000 + 41599 x2 + 2x+ 20 27
101000 + 43789 x2 + 19x+ 6 10
101000 + 46227 (x− 24)(x− 19) 14
101000 + 46339 x2 + 17x+ 4 12
101000 + 52423 (x− 26)(x− 9) 6
101000 + 55831 (x− 17)(x− 11) 28
101000 + 57867 (x− 27)(x− 24) 22
101000 + 59743 x2 + 28x+ 19 1
101000 + 61053 (x− 21)(x− 20) 12
101000 + 61353 x2 + 13x+ 25 16
101000 + 63729 (x− 28)(x− 6) 5
101000 + 64047 (x− 23)(x− 6) 0
101000 + 64749 (x− 24)(x− 6) 1
101000 + 68139 (x− 24)2 19
101000 + 68367 (x− 26)(x− 7) 4
101000 + 70897 x2 + 15x+ 28 14
101000 + 72237 (x− 28)(x− 24) 23
101000 + 77611 x2 + 19x+ 15 10
101000 + 78199 (x− 10)(x− 8) 18
101000 + 79237 (x− 25)2 21
101000 + 79767 x2 + 17x+ 24 12
101000 + 82767 x2 + 6x+ 21 23
101000 + 93559 (x− 24)(x− 14) 9
101000 + 95107 x2 + 6x+ 23 23
101000 + 100003 (x− 26)(x− 6) 3

20



f18 = E6∆ =
+∞∑
n=1

τ18(n)qn = q − 528q2 − 4284q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ18(p) mod 29

101000 + 453 x2 + 13x+ 23 16
101000 + 1357 (x− 22)(x− 4) 26
101000 + 2713 x2 + 16x+ 16 13
101000 + 4351 (x− 23)(x− 8) 2
101000 + 5733 (x− 16)(x− 15) 2
101000 + 7383 (x− 13)(x− 6) 19
101000 + 10401 x2 + 27x+ 27 2
101000 + 11979 x2 + 10x+ 4 19
101000 + 17557 x2 + 19x+ 14 10
101000 + 21567 (x− 27)(x− 25) 23
101000 + 22273 (x− 27)(x− 24) 22
101000 + 24493 x2 + 6x+ 20 23
101000 + 25947 (x− 21)(x− 11) 3
101000 + 27057 x2 + 23x+ 24 6
101000 + 29737 (x− 23)(x− 17) 11
101000 + 41599 (x− 18)(x− 3) 21
101000 + 43789 x2 + 8x+ 13 21
101000 + 46227 (x− 14)(x− 9) 23
101000 + 46339 (x− 18)(x− 10) 28
101000 + 52423 (x− 16)(x− 15) 2
101000 + 55831 x2 + 22x+ 22 7
101000 + 57867 x2 + 13x+ 14 16
101000 + 59743 (x− 22)(x− 2) 24
101000 + 61053 x2 + 8x+ 18 21
101000 + 61353 (x− 11)(x− 10) 21
101000 + 63729 (x− 12)(x− 11) 23
101000 + 64047 (x− 23)(x− 4) 27
101000 + 64749 (x− 19)(x− 3) 22
101000 + 68139 x2 + 4x+ 23 25
101000 + 68367 (x− 15)(x− 9) 24
101000 + 70897 (x− 25)(x− 22) 18
101000 + 72237 (x− 18)(x− 15) 4
101000 + 77611 (x− 25)(x− 19) 15
101000 + 78199 (x− 19)(x− 14) 4
101000 + 79237 (x− 19)(x− 8) 27
101000 + 79767 (x− 17)(x− 8) 25
101000 + 82767 (x− 27)(x− 24) 22
101000 + 93559 (x− 11)(x− 9) 20
101000 + 95107 x2 + 24x+ 16 5
101000 + 100003 x2 + 7x+ 26 22

21



f20 = E8∆ =
+∞∑
n=1

τ20(n)qn = q + 456q2 + 50652q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ20(p) mod 29

101000 + 453 x2 + 23x+ 20 6
101000 + 1357 x2 + 25x+ 1 4
101000 + 2713 x2 + 25x+ 25 4
101000 + 4351 (x− 25)(x− 14) 10
101000 + 5733 x2 + 27x+ 3 2
101000 + 7383 x2 + 28x+ 7 1
101000 + 10401 (x− 22)(x− 15) 8
101000 + 11979 (x− 9)(x− 7) 16
101000 + 17557 x2 + 28x+ 8 1
101000 + 21567 (x− 17)(x− 7) 24
101000 + 22273 x2 + 14x+ 2 15
101000 + 24493 (x− 18)(x− 2) 20
101000 + 25947 x2 + 2x+ 28 27
101000 + 27057 (x− 19)(x− 10) 0
101000 + 29737 x2 + 8x+ 8 21
101000 + 41599 x2 + x+ 24 28
101000 + 43789 (x− 13)(x− 7) 20
101000 + 46227 (x− 10)(x− 6) 16
101000 + 46339 (x− 22)(x− 7) 0
101000 + 52423 x2 + 15x+ 3 14
101000 + 55831 (x− 19)(x− 11) 1
101000 + 57867 (x− 11)(x− 6) 17
101000 + 59743 (x− 18)(x− 6) 24
101000 + 61053 x2 + 2x+ 19 27
101000 + 61353 (x− 28)(x− 9) 8
101000 + 63729 x2 + 16x+ 25 13
101000 + 64047 x2 + 5x+ 13 24
101000 + 64749 x2 + 15x+ 28 14
101000 + 68139 (x− 25)(x− 24) 20
101000 + 68367 (x− 22)(x− 21) 14
101000 + 70897 (x− 7)(x− 4) 11
101000 + 72237 (x− 27)(x− 18) 16
101000 + 77611 (x− 17)(x− 4) 21
101000 + 78199 x2 + 8x+ 13 21
101000 + 79237 (x− 17)(x− 15) 3
101000 + 79767 (x− 24)(x− 16) 11
101000 + 82767 x2 + 15x+ 2 14
101000 + 93559 (x− 23)(x− 2) 25
101000 + 95107 x2 + 5x+ 25 24
101000 + 100003 x2 + 13x+ 14 16

22



f22 = E10∆ =
+∞∑
n=1

τ22(n)qn = q − 288q2 − 128844q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ22(p) mod 29

101000 + 453 (x− 17)(x− 12) 0
101000 + 1357 x2 + 8x+ 1 21
101000 + 2713 (x− 6)(x− 5) 11
101000 + 4351 (x− 20)(x− 18) 9
101000 + 5733 (x− 4)(x− 3) 7
101000 + 7383 (x− 17)(x− 12) 0
101000 + 10401 x2 + 4x+ 12 25
101000 + 11979 (x− 19)(x− 3) 22
101000 + 17557 x2 + 15x+ 17 14
101000 + 21567 x2 + x+ 12 28
101000 + 22273 (x− 28)(x− 17) 16
101000 + 24493 (x− 27)(x− 14) 12
101000 + 25947 (x− 18)(x− 8) 26
101000 + 27057 x2 + 9x+ 1 20
101000 + 29737 (x− 13)(x− 8) 21
101000 + 41599 (x− 10)(x− 3) 13
101000 + 43789 (x− 21)(x− 11) 3
101000 + 46227 (x− 20)(x− 18) 9
101000 + 46339 (x− 24)(x− 6) 1
101000 + 52423 x2 + 14x+ 12 15
101000 + 55831 (x− 16)(x− 9) 25
101000 + 57867 (x− 20)(x− 11) 2
101000 + 59743 (x− 4)(x− 3) 7
101000 + 61053 x2 + 11x+ 12 18
101000 + 61353 (x− 22)(x− 4) 26
101000 + 63729 (x− 1)2 2
101000 + 64047 (x− 21)(x− 11) 3
101000 + 64749 (x− 19)(x− 3) 22
101000 + 68139 x2 + 20x+ 1 9
101000 + 68367 (x− 18)(x− 9) 27
101000 + 70897 (x− 7)(x− 4) 11
101000 + 72237 x2 + 2x+ 28 27
101000 + 77611 (x− 15)(x− 5) 20
101000 + 78199 (x− 12)2 24
101000 + 79237 x2 + 24x+ 1 5
101000 + 79767 (x− 11)(x− 8) 19
101000 + 82767 x2 + 26x+ 12 3
101000 + 93559 (x− 20)(x− 18) 9
101000 + 95107 x2 + 8x+ 1 21
101000 + 100003 (x− 10)(x− 7) 17

23



f26 = E14∆ =
+∞∑
n=1

τ26(n)qn = q − 48q2 − 195804q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ26(p) mod 29

101000 + 453 (x− 16)2 3
101000 + 1357 x2 + 24x+ 1 5
101000 + 2713 x2 + 27x+ 20 2
101000 + 4351 x2 + 8x+ 26 21
101000 + 5733 x2 + 14x+ 18 15
101000 + 7383 (x− 9)(x− 5) 14
101000 + 10401 x2 + 4x+ 15 25
101000 + 11979 (x− 15)2 1
101000 + 17557 (x− 16)(x− 11) 27
101000 + 21567 (x− 27)(x− 20) 18
101000 + 22273 (x− 27)(x− 16) 14
101000 + 24493 x2 + 9x+ 16 20
101000 + 25947 x2 + 20x+ 28 9
101000 + 27057 (x− 9)2 18
101000 + 29737 (x− 2)(x− 1) 3
101000 + 41599 (x− 25)(x− 20) 16
101000 + 43789 (x− 9)(x− 1) 10
101000 + 46227 (x− 21)(x− 4) 25
101000 + 46339 (x− 28)(x− 24) 23
101000 + 52423 x2 + 27x+ 18 2
101000 + 55831 x2 + 11x+ 4 18
101000 + 57867 (x− 23)(x− 19) 13
101000 + 59743 x2 + 16x+ 27 13
101000 + 61053 x2 + 8x+ 8 21
101000 + 61353 (x− 24)(x− 1) 25
101000 + 63729 x2 + 27x+ 20 2
101000 + 64047 (x− 25)(x− 13) 9
101000 + 64749 (x− 23)(x− 5) 28
101000 + 68139 (x− 18)(x− 11) 0
101000 + 68367 (x− 24)(x− 11) 6
101000 + 70897 x2 + 27x+ 28 2
101000 + 72237 (x− 28)(x− 16) 15
101000 + 77611 x2 + 4x+ 21 25
101000 + 78199 (x− 21)2 13
101000 + 79237 (x− 27)(x− 2) 0
101000 + 79767 x2 + 24x+ 16 5
101000 + 82767 (x− 13)(x− 2) 15
101000 + 93559 (x− 16)(x− 8) 24
101000 + 95107 x2 + 7x+ 20 22
101000 + 100003 (x− 26)(x− 16) 13
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` = 31

f12 = ∆ =
+∞∑
n=1

τ(n)qn = q − 24q2 + 252q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ(p) mod 31

101000 + 453 (x− 30)(x− 20) 19
101000 + 1357 x2 + 18x+ 29 13
101000 + 2713 x2 + 27x+ 12 4
101000 + 4351 (x− 4)2 8
101000 + 5733 (x− 21)(x− 8) 29
101000 + 7383 (x− 13)(x− 11) 24
101000 + 10401 (x− 22)(x− 9) 0
101000 + 11979 (x− 7)(x− 4) 11
101000 + 17557 (x− 27)2 23
101000 + 21567 x2 + 20x+ 27 11
101000 + 22273 x2 + 9x+ 7 22
101000 + 24493 x2 + 27x+ 8 4
101000 + 25947 x2 + 19x+ 25 12
101000 + 27057 x2 + 8x+ 30 23
101000 + 29737 (x− 17)(x− 2) 19
101000 + 41599 x2 + x+ 2 30
101000 + 43789 (x− 12)(x− 4) 16
101000 + 46227 (x− 13)(x− 9) 22
101000 + 46339 x2 + 28x+ 30 3
101000 + 52423 (x− 24)(x− 6) 30
101000 + 55831 (x− 30)(x− 6) 5
101000 + 57867 (x− 23)(x− 7) 30
101000 + 59743 (x− 26)(x− 20) 15
101000 + 61053 x2 + 10x+ 10 21
101000 + 61353 (x− 30)(x− 17) 16
101000 + 63729 (x− 20)(x− 3) 23
101000 + 64047 x2 + 2x+ 26 29
101000 + 64749 x2 + 13x+ 6 18
101000 + 68139 x2 + 21x+ 26 10
101000 + 68367 x2 + 22x+ 22 9
101000 + 70897 x2 + 8x+ 25 23
101000 + 72237 (x− 29)(x− 5) 3
101000 + 77611 x2 + 20x+ 23 11
101000 + 78199 x2 + 24x+ 17 7
101000 + 79237 (x− 21)(x− 16) 6
101000 + 79767 (x− 21)(x− 11) 1
101000 + 82767 (x− 8)2 16
101000 + 93559 x2 + 8x+ 26 23
101000 + 95107 x2 + 9x+ 4 22
101000 + 100003 x2 + 30x+ 2 1
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f18 = E6∆ =
+∞∑
n=1

τ18(n)qn = q − 528q2 − 4284q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ18(p) mod 31

101000 + 453 x2 + 10x+ 13 21
101000 + 1357 (x− 25)(x− 11) 5
101000 + 2713 x2 + x+ 24 30
101000 + 4351 (x− 20)(x− 19) 8
101000 + 5733 x2 + 17x+ 22 14
101000 + 7383 x2 + 24x+ 7 7
101000 + 10401 x2 + 24x+ 24 7
101000 + 11979 (x− 13)2 26
101000 + 17557 (x− 22)(x− 6) 28
101000 + 21567 (x− 5)(x− 3) 8
101000 + 22273 x2 + 5x+ 28 26
101000 + 24493 (x− 22)(x− 17) 8
101000 + 25947 x2 + 25x+ 25 6
101000 + 27057 (x− 19)(x− 13) 1
101000 + 29737 x2 + 29x+ 17 2
101000 + 41599 (x− 7)(x− 5) 12
101000 + 43789 x2 + 10x+ 12 21
101000 + 46227 (x− 22)(x− 10) 1
101000 + 46339 x2 + 8x+ 30 23
101000 + 52423 (x− 17)(x− 12) 29
101000 + 55831 x2 + 9x+ 25 22
101000 + 57867 x2 + 25x+ 6 6
101000 + 59743 (x− 26)(x− 18) 13
101000 + 61053 x2 + 23x+ 20 8
101000 + 61353 (x− 16)(x− 7) 23
101000 + 63729 x2 + 21x+ 27 10
101000 + 64047 x2 + 20x+ 26 11
101000 + 64749 (x− 11)(x− 9) 20
101000 + 68139 (x− 30)(x− 5) 4
101000 + 68367 (x− 20)(x− 15) 4
101000 + 70897 (x− 30)(x− 6) 5
101000 + 72237 (x− 15)(x− 9) 24
101000 + 77611 (x− 17)(x− 9) 26
101000 + 78199 (x− 17)(x− 8) 25
101000 + 79237 (x− 27)(x− 9) 5
101000 + 79767 x2 + 2x+ 19 29
101000 + 82767 (x− 18)(x− 14) 1
101000 + 93559 (x− 15)(x− 10) 25
101000 + 95107 (x− 8)(x− 2) 10
101000 + 100003 (x− 2)2 4
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f20 = E8∆ =
+∞∑
n=1

τ20(n)qn = q + 456q2 + 50652q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ20(p) mod 31

101000 + 453 (x− 21)(x− 20) 10
101000 + 1357 x2 + 29x+ 15 2
101000 + 2713 (x− 25)(x− 3) 28
101000 + 4351 x2 + x+ 2 30
101000 + 5733 x2 + 21x+ 12 10
101000 + 7383 x2 + 30x+ 18 1
101000 + 10401 x2 + 10x+ 13 21
101000 + 11979 (x− 5)(x− 2) 7
101000 + 17557 (x− 23)2 15
101000 + 21567 (x− 16)(x− 15) 0
101000 + 22273 (x− 8)(x− 5) 13
101000 + 24493 (x− 28)(x− 9) 6
101000 + 25947 (x− 9)(x− 4) 13
101000 + 27057 (x− 6)(x− 5) 11
101000 + 29737 x2 + 16x+ 21 15
101000 + 41599 (x− 27)2 23
101000 + 43789 x2 + 6x+ 11 25
101000 + 46227 x2 + 21x+ 22 10
101000 + 46339 x2 + 24x+ 30 7
101000 + 52423 x2 + 12x+ 14 19
101000 + 55831 x2 + 7x+ 5 24
101000 + 57867 (x− 28)(x− 12) 9
101000 + 59743 (x− 29)(x− 20) 18
101000 + 61053 x2 + 26x+ 28 5
101000 + 61353 (x− 29)(x− 21) 19
101000 + 63729 x2 + 29x+ 15 2
101000 + 64047 x2 + 16x+ 6 15
101000 + 64749 (x− 23)(x− 20) 12
101000 + 68139 (x− 11)(x− 9) 20
101000 + 68367 x2 + 24x+ 24 7
101000 + 70897 x2 + 7x+ 5 24
101000 + 72237 (x− 16)(x− 6) 22
101000 + 77611 x2 + x+ 27 30
101000 + 78199 x2 + 16x+ 11 15
101000 + 79237 (x− 17)(x− 4) 21
101000 + 79767 x2 + 23x+ 20 8
101000 + 82767 (x− 25)(x− 18) 12
101000 + 93559 x2 + 18x+ 6 13
101000 + 95107 x2 + 26x+ 8 5
101000 + 100003 x2 + 9x+ 16 22
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f22 = E10∆ =
+∞∑
n=1

τ22(n)qn = q − 288q2 − 128844q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ22(p) mod 31

101000 + 453 (x− 27)(x− 1) 28
101000 + 1357 (x− 30)(x− 2) 1
101000 + 2713 x2 + 4x+ 29 27
101000 + 4351 (x− 22)(x− 12) 3
101000 + 5733 x2 + 28x+ 15 3
101000 + 7383 x2 + 12x+ 2 19
101000 + 10401 (x− 22)(x− 14) 5
101000 + 11979 x2 + 13x+ 16 18
101000 + 17557 x2 + 6x+ 16 25
101000 + 21567 (x− 27)(x− 1) 28
101000 + 22273 (x− 21)(x− 12) 2
101000 + 24493 (x− 22)(x− 6) 28
101000 + 25947 x2 + 23x+ 1 8
101000 + 27057 (x− 20)(x− 17) 6
101000 + 29737 (x− 11)(x− 7) 18
101000 + 41599 (x− 18)(x− 7) 25
101000 + 43789 (x− 17)(x− 5) 22
101000 + 46227 x2 + 16x+ 27 15
101000 + 46339 (x− 14)(x− 11) 25
101000 + 52423 x2 + 15x+ 4 16
101000 + 55831 x2 + 22x+ 1 9
101000 + 57867 (x− 20)(x− 17) 6
101000 + 59743 x2 + 25x+ 27 6
101000 + 61053 (x− 2)(x− 1) 3
101000 + 61353 (x− 16)2 1
101000 + 63729 x2 + 6x+ 29 25
101000 + 64047 (x− 24)(x− 9) 2
101000 + 64749 x2 + 5x+ 30 26
101000 + 68139 (x− 29)(x− 16) 14
101000 + 68367 x2 + 12x+ 23 19
101000 + 70897 (x− 13)(x− 12) 25
101000 + 72237 (x− 10)(x− 6) 16
101000 + 77611 (x− 17)(x− 5) 22
101000 + 78199 x2 + 17x+ 23 14
101000 + 79237 (x− 18)(x− 12) 30
101000 + 79767 (x− 25)(x− 9) 3
101000 + 82767 (x− 18)(x− 7) 25
101000 + 93559 x2 + 7x+ 30 24
101000 + 95107 x2 + 3x+ 4 28

28



f24 =
+∞∑
n=1

τ24(n)qn = q + 24(22 + α)q2 + 36(4731− 32α)q3 +O(q4)

Here we use slightly different notations: f24 is the newform of level 1 and of lowest
weight to have irrational coefficients, that is to say for which Kf 6= Q. Indeed in
this case Kf24 = Q(

√
144169) is the quadratic field with integer ring ZKf24 = Z[α],

α = 1+
√

144169
2

, and (prime) discriminant 144169. The prime 29 is inert in this field,
so we could not compute the representation modulo 29 attached to this form; on
the contrary, the prime 31 splits into (31) = l5l27, where l5 = (31, α − 5) and l27 =
(31, α−27). Instead of presenting the results for the Galois representations attached
to f24 modulo l5 and l27 separately, it is more interesting to present them together,
since we can then compute the coefficients τ24(p) mod 31Z[α] by putting together
the information coming from both representations and using Chinese remainders.
This is what we do in the table below, where we denote by L5 (resp. L27) the number
field cut off by the representation modulo l5 (resp. l27) attached to f24.
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f24 =
+∞∑
n=1

τ24(n)qn = q+24(22+α)q2+36(4731−32α)q3+O(q4), α =
1 +
√

144169

2

p Similarity class of
(
L5/Q
p

)
Similarity class of

(
L27/Q
p

)
τ24(p) mod 31Z[α]

101000 + 453 x2 + 26x+ 21 (x− 20)(x− 15) 1 + 7α
101000 + 1357 (x− 18)(x− 3) (x− 25)(x− 22) 1 + 4α
101000 + 2713 (x− 24)(x− 2) (x− 29)(x− 7) 4 + 23α
101000 + 4351 (x− 17)(x− 13) (x− 11)(x− 6) 9 + 29α
101000 + 5733 (x− 19)(x− 12) (x− 15)(x− 9) 3 + 18α
101000 + 7383 x2 + 4x+ 14 (x− 7)(x− 2) 17 + 2α
101000 + 10401 (x− 22)(x− 5) x2 + 24x+ 17 9 + 16α
101000 + 11979 x2 + 17x+ 7 x2 + 19x+ 7 6 + 14α
101000 + 17557 (x− 26)(x− 24) (x− 17)(x− 13) 1 + 16α
101000 + 21567 x2 + 6x+ 29 x2 + 2x+ 29 10 + 3α
101000 + 22273 x2 + 10x+ 19 (x− 16)(x− 7) 29 + 17α
101000 + 24493 (x− 22)(x− 12) (x− 25)(x− 18) 8 + 30α
101000 + 25947 (x− 15)(x− 12) (x− 24)(x− 23) 14 + 15α
101000 + 27057 x2 + 10x+ 30 (x− 26)(x− 25) 17 + 7α
101000 + 29737 x2 + 3x+ 24 x2 + 13x+ 24 19 + 8α
101000 + 41599 x2 + 11x+ 8 x2 + 27x+ 8 18 + 19α
101000 + 43789 x2 + 14x+ 3 x2 + 7x+ 3 14 + 13α
101000 + 46227 x2 + 15x+ 12 x2 + 4x+ 12 29 + 16α
101000 + 46339 (x− 24)(x− 9) x2 + 5x+ 30 5 + 18α
101000 + 52423 (x− 10)(x− 1) x2 + 16x+ 10 27 + 3α
101000 + 55831 x2 + 7x+ 25 (x− 28)(x− 2) 17 + 20α
101000 + 57867 x2 + 12x+ 6 x2 + 6x+ 6 12 + 20α
101000 + 59743 x2 + 16x+ 12 (x− 21)(x− 5) 28 + 16α
101000 + 61053 (x− 18)(x− 16) x2 + 15x+ 9 24 + 2α
101000 + 61353 (x− 26)(x− 13) x2 + 30x+ 28 11 + 18α
101000 + 63729 x2 + 4x+ 23 (x− 18)(x− 3) 3 + 11α
101000 + 64047 (x− 19)(x− 3) (x− 13)(x− 2) 25 + 18α
101000 + 64749 (x− 13)(x− 10) (x− 17)(x− 4) 15 + 14α
101000 + 68139 x2 + 2x+ 26 (x− 19)(x− 3) 1 + 18α
101000 + 68367 (x− 22)(x− 2) x2 + 21x+ 13 30 + 5α
101000 + 70897 x2 + 8x+ 25 (x− 26)2 15 + 14α
101000 + 72237 (x− 11)(x− 2) (x− 12)(x− 7) 6 + 20α
101000 + 77611 x2 + 5x+ 15 x2 + 28x+ 15 27 + 6α
101000 + 78199 (x− 30)(x− 28) (x− 25)(x− 15) 17 + 2α
101000 + 79237 x2 + 10x+ 26 (x− 27)(x− 9) 19 + 19α
101000 + 79767 (x− 15)(x− 6) (x− 7)(x− 4) 12 + 8α
101000 + 82767 (x− 13)(x− 3) (x− 24)(x− 21) 8 + 14α
101000 + 93559 (x− 15)(x− 10) x2 + 8x+ 26 17 + 14α
101000 + 95107 (x− 28)(x− 20) (x− 18)(x− 7) 18 + 6α
101000 + 100003 x2 + 21x+ 8 (x− 10)(x− 7) 7 + 13α
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f26 = E14∆ =
+∞∑
n=1

τ26(n)qn = q − 48q2 − 195804q3 +O(q4)

p Similarity class of
(
L/Q
p

)
τ26(p) mod 31

101000 + 453 (x− 3)(x− 2) 5
101000 + 1357 (x− 23)(x− 4) 27
101000 + 2713 x2 + 13x+ 26 18
101000 + 4351 (x− 13)(x− 12) 25
101000 + 5733 (x− 6)(x− 1) 7
101000 + 7383 x2 + 27x+ 5 4
101000 + 10401 x2 + 21x+ 26 10
101000 + 11979 (x− 27)(x− 22) 18
101000 + 17557 (x− 17)(x− 11) 28
101000 + 21567 (x− 27)(x− 8) 4
101000 + 22273 x2 + 2x+ 5 29
101000 + 24493 (x− 9)(x− 7) 16
101000 + 25947 (x− 20)(x− 8) 28
101000 + 27057 (x− 18)(x− 12) 30
101000 + 29737 (x− 25)(x− 6) 0
101000 + 41599 x2 + 23x+ 1 8
101000 + 43789 x2 + 8x+ 26 23
101000 + 46227 x2 + 10x+ 26 21
101000 + 46339 x2 + 22x+ 30 9
101000 + 52423 (x− 22)(x− 11) 2
101000 + 55831 x2 + 17x+ 5 14
101000 + 57867 (x− 28)(x− 12) 9
101000 + 59743 x2 + x+ 26 30
101000 + 61053 (x− 5)2 10
101000 + 61353 x2 + 2x+ 5 29
101000 + 63729 (x− 29)(x− 16) 14
101000 + 64047 (x− 3)(x− 2) 5
101000 + 64749 (x− 29)(x− 18) 16
101000 + 68139 x2 + 27x+ 6 4
101000 + 68367 (x− 6)(x− 1) 7
101000 + 70897 x2 + 24x+ 5 7
101000 + 72237 (x− 23)(x− 7) 30
101000 + 77611 x2 + 8x+ 30 23
101000 + 78199 (x− 30)(x− 5) 4
101000 + 79237 (x− 11)(x− 9) 20
101000 + 79767 x2 + 24x+ 5 7
101000 + 82767 x2 + 20x+ 1 11
101000 + 93559 x2 + 19x+ 6 12
101000 + 95107 (x− 29)(x− 15) 13
101000 + 100003 (x− 19)(x− 18) 6
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4 Certifying the polynomials

The results presented above rely on the identification by continued fractions of
rational numbers given in approximate form as floating-point numbers. In order to
certify these results, it is thus necessary to make sure that the number fields cut
out by the representations as well as the Galois action on them have been correctly
identified.

For this, a first possibility consists in proving bounds on the height of the ra-
tional numbers which the algorithm will have to identify, and then to certify that
the continued fraction identification process is correct, for instance by running the
computation with high enough precision in C and controlling the round-off errors all
along. Although it is indeed possible to bound the height of these rational numbers
by using Arakelov theory (cf. [CE11, theorem 11.7.6]), this approach gives unre-
alistic titanic bounds and thus seems ominously tedious, especially as it requires
controlling the round-off error in the linear algebra steps K. Khuri-Makdisi’s algo-
rithms to compute in the modular Jacobian (cf. [Mas13, section 3.3]). We have
therefore not attempted to follow it. Instead, we deemed it much better to first run
the computations in order to obtain unproven results, and to prove these results
afterwards.

We explain in this section how this to prove formally that the number field cut
out by the Galois representation ρf,l has been correctly identified, in the case of
a newform f of level N = 1. Unfortunately, we do not know at present how to
efficiently prove formally that the Galois action on the roots of the polynomials
computed by the algorithm is the expected one, so that we cannot formally prove
that the values of the coefficients ap mod l are correct either.

4.1 Sanity checks

Before attempting to prove the results, it is comforting to perform a few easy checks
so as to ensure that these results seem correct beyond reasonable doubt (cf the end
of section 1 in [Mas13]). Namely,

• Since we are working with a form of level N = 1, the number field L cut out
by the Galois representation ρf,l is ramified only at `. Therefore, we can check
that the discriminant of the polynomial F (X) ∈ Q[X] is of the form

±`nM2

for some M ∈ Q∗. Better,we can compute the maximal order of the field
K = Q[X]/F (X) whose Galois closure is L and check that its discriminant
is, up to sign, a power of `. Since a number field ramifies at the same primes
as its Galois closure, this proves that the decomposition field L of F (X) is
ramified only at `, as expected.

• Since Galois representations attached to modular forms are odd, the image
of complex conjugation by these representations is an involutive matrix in
GL2(Fl) of determinant −1, hence similar to [ 1 0

0 −1 ] if ` > 2. This means that
the polynomial F (X) of degree `2− 1 computed by the algorithm should have
exactly `− 1 roots in R, which can be checked numerically, and that the sign
of its discriminant should be (−1)`(`−1)/2, which can be checked exactly.
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• The fact that the resolvents ΓC(X) computed by the Dokchitsers’ method and
used to identify the image of Frobenius elements seem to have integer (and
not just complex) coefficients hints that Gal(L/Q) is indeed isomorphic to a
subgroup of GL2(F`), so that the number field L is indeed a number field cut
out by a Galois representation, and that the Galois action on Vf,l ⊂ J1(`)[`] is
linear.

• The fact that the polynomials F S(X) computed by regrouping the roots of
F (X) along their S-orbits for the various subgroups S ⊆ F∗` considered during
the polynomial reduction process (cf. section 2) seem to have rational coef-
ficients with common denominator dividing the one of F (X) also hints that
the coefficients of these polynomials have been correctly identified as rational
numbers, that Gal(L/Q) is indeed isomorphic to a subgroup of GL2(F`), and
that the Galois action on the root of F (X) is the expected one.

• Finally, we can check that the values ap mod l obtained by the algorithm for
a few small primes p are correct, by comparing them with the ones computed
by “classical” methods such as based on modular symbol-based ones.

4.2 Proving the polynomials

We shall now present a method to formally prove that the splitting fields the polyno-
mials computed by the algorithm are the number fields cut out by the corresponding
Galois representations. This method proceeds from the bottom up, in that it con-
sists in first proving the correctness of the projective Galois representation ρproj

f,l ,

then the correctness of the quotient Galois representation ρSf,l where S is gradually
refined from the whole of F∗l to the maximal subgroup of F∗l not containing −1. In
each case, we first prove that we are indeed dealing with a Galois representation of
the correct kind, which amounts to proving that the Galois group of the polynomial
computed by the algorithm is the correct one, and then we prove that the splitting
field of this polynomial is the correct one, that is to say the number field cut out by
the appropriate quotient ρSf,l of ρf,l.

We shall assume that it has been checked that the polynomials F proj(X) and
F S(X) computed by the algorithm and reduced as in section 2 are irreducible over
Q.

4.2.1 Proving the projective representation

We begin with the projective Galois representation ρproj
f,l , which ought to be defined

by the monic polynomial F proj(X) ∈ Z[X] of degree ` + 1 obtained by the polred

algorithm (cf. section 2). We denote the splitting field of F proj(X) in C by Lproj.

Proving the Galois group

The first thing to do is to make sure that this polynomial does define a projective
Galois representation, by proving that Gal(Lproj/Q) is isomorphic to a subgroup of
PGL2(F`). Since we are dealing with an non-exceptional case, in the sense that the
image of the linear representation ρf,l should contain SL2(F`), this subgroup should
be either PGL2(F`) or PSL2(F`); and since we are dealing with forms of level N = 1,
hence of trivial nebentypus ε, and of even weight, the determinant of ρf,l is an odd
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power of the mod ` cyclotomic character, and so there are matrices with non-square
determinant in its image, so that Gal(Lproj/Q) should actually be isomorphic to the
whole of PGL2(F`).

The roots ax, x ∈ P1F` of F proj(X) in C computed by the algorithm are by
construction indexed by P1F`. Consider the resolvent polynomial

Rproj
4 (X) =

∏
x1,x2,x3,x4∈P1F`
pairwise distinct

(
X − (λ1ax1 + λ2ax2 + λ3ax3 + λ4ax4)

)
∈ Z[X]

which monitors the Galois action on ordered quadruplets of roots of F proj(X), where
λ1, · · · , λ4 ∈ Z are fixed integer parameters chosen so that Rproj

4 (X) is squarefree.
In order to compute this resolvent formally, we express it in terms of composed

sums. recall that the composed sum of two polynomials f and g ∈ Q[X] is

f ⊕ g =
∏

f(α)=g(β)=0

(
X − (α + β)

)
,

where the product runs over the roots α of f and β of g in Q counted with multiplic-
ity. As explained in [BFSS06], composed sums can be computed with quasilinear
complexity as follows:

Define, for monic f ∈ Q[X], the exponential Newton sum generating series of f
by

H(f) =
+∞∑
n=0

νn(f)

n!
T n ∈ Q

[
[T ]
]
,

where the νn(f) are the Newton sums of f ,

νn(f) =
∑
f(α)=0

αn,

the sum running over the roots α of f in Q counted with multiplicity. Then for
B > deg f , the conversion between f and H(f) mod TB can be performed in Õ(B)
bit operations, by using fast power series arithmetic and the formulae

∞∑
n=0

νn(f)T n =
∑
f(α)=0

1

1− αT
=

rev(f ′)

rev(f)

in the one way, and

rev(f) = exp

(
−
∞∑
n=1

νn
n
T n

)
in the other way, where rev(f) = Xdeg ff(1/X) denotes the reverse of a polynomial
f . Since furthermore

H(f ⊕ g) = H(f)H(g)

for any two polynomials f and g in Q[X], this yields a quasilinear method to sym-
bolically compute composed sums, and hence the resolvent Rproj

4 (X).
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Once we have computed the resolvent Rproj
4 (X) symbolically and ensured that it

is squarefree, we compute numerically a complex approximation of the factor

Rx(X) =
∏

x1,x2,x3,x4∈P1F`
pairwise distinct
[x1,x2,x3,x4]=x

(
X − (λ1ax1 + λ2ax2 + λ3ax3 + λ4ax4)

)
∈ C[X]

for each x ∈ P1F`−{∞, 0, 1}, where [x1, x2, x3, x4] = x3−x1
x3−x2

x4−x2
x4−x1 ∈ P1F` denotes the

cross-ratio (a.k.a. anharmonic ratio) of the xi, and check that this approximation
seems to lie in Z[X]. We then check that the polynomials Rx(X) all divide Rproj

4 (X)
in Z[X]. This proves that the action of Gal(Lproj/Q) on the ordered quadruplets
of roots of F proj(X) preserves the cross-ratio, which implies that Gal(Lproj/Q) is a
subgroup of PGL2(F`) acting on the roots ax, x ∈ P1F` of F proj(X) in the same way
as PGL2(F`) acts on P1F`.

Correctness of the projective representation

Now that we have made sure that the Galois action on the roots of F proj(X)
does define a projective representation

ρproj : GQ // // Gal(Lproj/Q) �
� // PGL2(F`) ,

we prove that this representation is isomorphic to ρproj
f,l as expected. For this, we

use the following theorem from [Bos07]:

Theorem 1. Let π : GQ −→ PGL2(F`) be an projective mod ` Galois representation.

Let H ⊂ PGL2(F`) be the stabiliser of a point of P1F`, and let K = Qπ−1(H)
be the

corresponding number field. If the number field L cut out by π is not totally real and
if there exists an integer k such that

discK = ±`k+`−2,

then there exists a newform f ∈ Sk(1) and a prime l of Q above ` such that

π ∼ ρprojf,l .

Sketch. The idea is that the projective representation π can be lifted to a linear
representation

ρ : GQ −→ GL2(F`)
which, just like π, is irreducible and ramifies only at `. Furthermore, the image of
the complex conjugation (corresponding to some embedding of L into C) by ρ has
order at most 2, so is similar to either [ 1 0

0 1 ],
[ −1 0

0 −1

]
or [ 1 0

0 −1 ], but the first two are
impossible since they reduce to the identity in PGL2(F`) and L is not totally real,
which proves that ρ is odd. Serre’s modularity conjecture (cf. [KW09]) then applies
and shows that ρ is modular, say ρ ∼ ρf,l for some newform f ∈ Skρ(Nρ, ερ) and

some prime l of Q above `. Then, since ρ ramifies only at `, its Artin conductor is a
power of `, so ρ comes from a form f of level Nρ = 1; in particular, the nebentypus
ερ of f is trivial. Finally, if the lift ρ is chosen so that the weight kρ of f is minimal,
then [MT03, theorem 3] gives a formula for the `-adic valuation of the discriminant
of the Galois number field cut out by ρ, which by J. Bosman’s work boils down to

discK = ±`kρ+`−2.
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Thus, in order to prove that ρproj ∼ ρproj
f,l , all we have to do is check that not

all the roots of F proj(X) are real, which can be done by using Sturm’s method (cf.
[Lan02, chapter XI, theorem 2.7]), and that the discriminant of the rupture field
Kproj = Q[X]/F proj(X) is ±`k+`−2, which is a piece of cake for [Pari/GP].

Except in the case ` = 31, k = 24 (cf. page 29), this concludes in all the cases
which I have considered in section 3, since dimSk(1) = 1 so that there is only one
possibility for f , and the coefficients of f are rational so that the choice of the prime
l lying above ` does not matter. In the special case ` = 31, k = 24, we still know that
ρproj is equivalent to either ρproj

f24,l5
or its conjugate ρproj

f24,l27
. In order to tell which, we

pick a small prime p ∈ N which does not divide discF proj(X) (in particular p 6= `),
and such that τ24(p) ≡ 0 mod l5 but τ24(p) 6≡ 0 mod l27 (the opposite would do too).
Since an element of PGL2(F`) is of order 2 if and only if it has trace 0, looking at
the factorisation of F proj(X) mod p allows us to tell l5 and l27 apart: if F proj(X)
splits into linear and quadratic factors in Fp[X], then it is associated to ρproj

f24,l5
, else

it is associated to ρproj
f24,l27

.
In particular, this implies that the Galois group Gal(L0/Q) is isomorphic to

the whole of PGL2(F`), whereas we had only proved that it was isomorphic to a
transitive subgroup thereof until now.

4.2.2 Proof of the polynomial F S(X)

We now explain how to prove the correctness of the polynomial F S(X) defining the
quotient representation. Write ` − 1 = 2rs with s = |S| odd, and recall that we
considered in section 2 the filtration

F∗` = S0 ⊃
2
S1 ⊃

2
· · · ⊃

2
Sr = S

with [Si : Si+1] = 2 for all i, so that

Si = Im

(
F∗` −→ F∗`
x 7−→ x2i

)
,

and we computed polynomials Fi(X) ∈ Z[X] such that the Galois action on the
roots of Fi(X) is supposed to yield the quotient Galois representation

ρSif,l : GQ
ρf,l // GL2(F`) // // GL2(F`)/Si .

Let Ki = Q[X]/Fi(X) be the rupture field of Fi(X), and Li be its Galois closure,
which is thus supposed to be the number field cut out by ρSi . We have just proved
above that it is so for i = 0.

For each i < r, the extension Ki+1/Ki is quadratic by construction, generated by
the square root of some primitive element δi of Ki, which we assume to be integral.
Let `∗ = (−1)(`−1)/2`, so that Q(

√
`∗) is the unique quadratic number field which

ramifies only at `, and consider the following assertions:

(A1) The polynomials Fi(X) are irreducible in Q[X], and their decomposition fields
Li ramify only at `.

(A2) For each i, let ∆i(X) ∈ Z[X] be the monic minimal polynomial of δi over Q,
and let

Qi(X) =
ResY

(
∆i(Y ),∆i(XY )

)
(X − 1)2i(`+1)

∈ Z[X].
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Then Qi(X) is irreducible over Q and even over Q(
√
`∗), but Qi(X

2) splits
into two factors of equal degrees over Q(

√
`∗).

These assertions can be checked easily with [Pari/GP]. For (A1), it suffices to
check that the discriminant of the rupture field Ki of Fi(X) is of the form ±`n for
some n ∈ N. For (A2), note that if f =

∏n
i=1(X − αi), then

ResY
(
∆i(Y ),∆i(XY )

)
= (−1)nf(0)

∏
i,j

(
X − αi

αj

)
,

so that
ResY

(
∆i(Y ),∆i(XY )

)
(X − 1)n

= (−1)nf(0)
∏
i 6=j

(
X − αi

αj

)
is indeed a polynomial.

We shall see below that both (A1) and (A2) should hold if the polynomials Fi(X)
have been correctly computed by the algorithm. Conversely, we are now going to
prove the following result, which thus yields an efficient method to formally prove
that the polynomials Fi(X) have been correctly computed:

Theorem 2. Assume that the assertions (A1) and (A2) hold all i 6 r. Then for
all i 6 r, Li is the number field cut out by ρSif,l.

We thus assume henceforth that (A1) and (A2) hold. To begin with, we shall
prove that Gal(Li/Q) is isomorphic to GL2(F`)/Si for all i. Since Ki+1 = Ki(

√
δi),

we have
Li+1 = Li

(√
δσi , σ ∈ Gal(Li/Q)

)
.

We first claim that actually Li+1 = Li(
√
δi) is a quadratic extension of Li, that is

to say that
δσi
δi

is a square in Li for all σ ∈ Gal(Li/Q). To see this, note that since
PGL2(F`) has a quotient PGL2(F`)/PSL2(F`) of order 2, the field Li ⊃ L0 has a
quadratic subfield, which can only be Q(

√
`∗) since Li ramifies only at ` by (A1).

Consider the extension diagram

Li

Q
(
δi, δ

σ
i ,
√

δσi
δi

) ?

Q
(
δi, δ

σ
i ,
√
`∗
)

Q (δi, δ
σ
i )

2 2

Ki = Q(δi)

Q(
√
`∗)

Q
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Assume for now that the extensions marked with a 2 are indeed quadratic and
not trivial. If Li were the number field cut out by ρSif,l, then the corresponding
Galois subgroup diagram would be

1

? [ s 0
0 s′ ]/Si,

s,s′∈Si
ss′∈F∗2`

[ s 0
0 s′ ]/Si, s, s

′ ∈ Si
2 2

[ s ∗0 ∗ ]/Si, s ∈ Si

square det

GL2(F`)/S

and since the group {[
s 0
0 s′

]
/Si, s, s

′ ∈ Si
}
' F∗`/Si

is cyclic, it has only one subgroup of index 2, so that these two quadratic extensions
would agree and (A2) would hence be satisfied.

Now, back to the proof, letting n = 2i(`+ 1) = [Ki : Q], then

[Q(δi, δ
σ
i ) : Q] = [Q(δi, δ

σ
i ) : Q(δi)][Q(δi) : Q] 6 (n− 1)n,

whereas [
Q
(
δσi
δi

)
: Q
]

= degQi(X) = (n− 1)n

since Qi(X) is irreducible over Q by (A2), so that Q(δi, δ
σ
i ) = Q

(
δσi
δi

)
. Furthermore,

the extension Q
(
δσi
δi
,
√
`∗
)
/Q
(
δσi
δi

)
is not trivial since Qi(X) is irreducible over

Q(
√
`∗) by (A2). We may also assume that the extension Q

(√
δσi
δi

)
/Q
(
δσi
δi

)
is not

trivial, since the proof that
√

δσi
δi
∈ Li is over if it is. The two extensions marked

with a 2 in the extension tower above are thus non-trivial, hence quadratic, so that
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we have the extension diagram

Q
(√

δσi
δi
,
√
`∗
)

Li

Q
(√

δσi
δi

)
x

Q
(
δσi
δi
,
√
`∗
)

y

Q
(
δσi
δi

)
2

2

Q(
√
`∗)

z

Q

n(n−1)

2

where the labels denote the degrees. By looking at the bottom parallelogram, we
see that z = n(n− 1), so that x = y by looking at the top parallelogram. Now since
Qi(X

2) splits into two factors of degrees n(n− 1) over Q(
√
`∗) by (A2), we have[

Q

(√
δσi
δi
,
√
`∗

)
: Q(
√
`∗)

]
= n(n− 1),

so that y = 1, whence x = 1. Therefore

Q

(√
δσi
δi

)
= Q

(√
δσi
δi
,
√
`∗

)
= Q

(
δσi
δi
,
√
`∗
)
⊂ Li,

so that
√

δσi
δi
∈ Li as I claimed.

As a consequence, Li+1 = Li(
√
δi) and Gal(Li+1/Q) is an extension of Gal(Li/Q)

by Z/2Z, which is necessarily central since Aut(Z/2Z) is trivial.
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Recall now that given a group G and a G-module M , the extensions of G by M
such that the conjugation action of lifts of elements of G on M corresponds to the
G-module structure on M are classified by the cohomology group H2(G,M), the
class of the cocycle β : G×G −→M corresponding to the set M ×G endowed with
the group law

(m, g) · (m′, g′) =
(
m+ g ·m′ + β(g, g′), gg′

)
.

In particular, the following result is immediate:

Lemma 3. Consider a (necessarily central) extension

0 −→ Z/2Z −→ G̃ −→ G −→ 1

of a group G by Z/2Z. Let β : G × G −→ Z/2Z be a cocycle representing the
corresponding cohomology class, and let g ∈ G be an element of G of order 2. Then
the lifts of g in G̃ have order 2 if β(g, g) = 0, but have order 4 if β(g, g) = 1.

Furthermore (cf. [Kar87, theorem 2.1.19]), if M is a trivial G-module, there is a
split exact sequence of abelian groups

0 // Ext1
Z(Gab,M) �

� φ // H2(G,M)
ψ // Hom

(
M̂,H2(G,C∗)

)
oo // 0 (?)

where Ext1
Z(Gab,M) classifies the abelian extensions of the abelianised Gab of G by

M , M̂ = Hom(M,C∗) is the group of complex-valued characters on M , H2(G,C∗)
(with trivial G-action on C∗) is the so-called Schur multiplier of G, and ψ maps
the class of the cocycle β ∈ H2(G,M) to the transgression map (not to be confused
with a trace)

Traβ : M̂ −→ H2(G,C∗)
χ 7−→ χ ◦ β

associated to the class of β. Besides, the Schur multiplier H2(G,C∗) is trivial if

G is cyclic (cf. [Kar87, proposition 2.1.1.(ii)]), and for each central extension G̃ of

G by M , the subgroup M ∩ DG̃ of G̃ is isomorphic to the image of Traβ, where

β ∈ H2(G,M) is the cohomology class corresponding to G̃, and DG̃ denotes the

commutator subgroup of G̃ (cf. [Kar87, proposition 2.1.7]).
Applying this to the group G = PGL2(F`) and the trivial G-module M = Z/2iZ

yields the following result (cf. [Que95]):
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Theorem 4. Let i ∈ N.

(i) H2
(

PGL2(F`),Z/2iZ
)
' Z/2Z × Z/2Z, so that there are four central exten-

sions of PGL2(F`) by Z/2iZ.

(ii) These extensions are

• the trivial extension Z/2iZ × PGL2(F`), corresponding to the trivial co-
homology class β0 ∈ H2

(
PGL2(F`),Z/2iZ

)
,

• the group 2idetPGL2(F`), whose associated cohomology class βdet ∈ H2
(

PGL2(F`),Z/2iZ
)

is the inflation of the non-trivial element of

H2
(

PGL2(F`)ab,Z/2iZ
)
' Z/2Z

(in other words, βdet(g, g
′) is non-zero if and only if neither g nor g′ lie

in PSL2(F`)),

• the group 2i−PGL2(F`), with associated cohomology class β− ∈ H2
(

PGL2(F`),Z/2iZ
)
,

defined for i = 1 as

2−PGL2(F`) = SL2(F`) t
[√

ε 0

0 1/
√
ε

]
SL2(F`) ⊂ SL2(F`2)

where ε denotes a generator of F∗` , and which i > 2 corresponds the image
of the cohomology class of 2−PGL2(F`) by the map

H2
(

PGL2(F`),Z/2Z
)
−→ H2

(
PGL2(F`),Z/2iZ

)
induced by the embedding of Z/2Z into Z/2iZ,

• and the group 2i+PGL2(F`), whose associated cohomology class β+ is the
sum in H2

(
PGL2(F`),Z/2iZ

)
of βdet and of β−.

(iii) Let g ∈ PGL2(F`) be an element of order 2, and let β0, βdet, β− and β+ be
normalised cocycles (that is to say β(1, h) = β(h, 1) = 0 for all h ∈ PGL2(F`))
representing the cohomology classes of these four extensions. If i = 1, then
their value at (g, g) does not depend on the choice of these cocycles, and are

• β0(g, g) = 0 ∀g,

• βdet(g, g) =

{
0, g ∈ PSL2(F`),
1, g 6∈ PSL2(F`),

• β−(g, g) = 1 ∀g,

• β+(g, g) =

{
1, g ∈ PSL2(F`),
0, g 6∈ PSL2(F`).

(iv) For i > 2, the abelianisations of these extensions are

•
(
Z/2iZ× PGL2(F`)

)ab ' Z/2iZ× Z/2Z,

•
(
2idetPGL2(F`)

)ab ' Z/2i+1Z,

•
(
2i−PGL2(F`)

)ab ' Z/2i−1Z× Z/2Z,

•
(
2i+PGL2(F`)

)ab ' Z/2iZ.

41



Proof. We shall only give the idea of the proof here, and refer the reader to [Que95,
proposition 2.4 and lemma 3.2].

(i) On the one hand, the abelianised of PGL2(F`) is PGL2(F`)/PSL2(F`) ' Z/2Z,
so that

Ext1
Z(PGL2(F`)ab,Z/2iZ) ' Ext1

Z(Z/2Z,Z/2iZ) ' Z/2Z.

On the other hand, the Schur multiplier H2
(

PGL2(F`),C∗
)

is isomorphic to
Z/2Z (cf. [Que95, proposition 2.3]). The result then follows from the split
exact sequence (?).

(ii) Consider again the exact sequence (?). Then βdet lies in the image of φ since it is
inflated from PGL2(F`)ab. On the other hand, for i = 1, β− does not lie in Imφ,
for if it did, then the associated transgression map would be trivial, so that
the commutator subgroup of 2−PGL2(F`) would meet the kernel ± [ 1 0

0 1 ] of the
extension trivially, which is clearly not the case since

[ −1 0
0 −1

]
is a commutator

in SL2(F`) ⊂ 2−PGL2(F`). For i > 2, the commutative diagram

0 // Z/2Z //
� _

��

2−PGL2(F`) //
� _

��

PGL2(F`) //
� _

��

1

0 // Z/2iZ // 2i−PGL2(F`) // PGL2(F`) // 1

shows that Z/2iZ still intersects the commutator subgroup of 2i−PGL2(F`) non-
trivially, so that β− does not lie in Imφ either. The extensions 2idetPGL2(F`)
and 2i−PGL2(F`) thus represent different non-trivial cohomology classes in
H2
(

PGL2(F`),Z/2iZ
)
' Z/2Z× Z/2Z, hence the result.

(iii) It is a general fact (cf. [Que95, lemma 3.1] that the image at (g, g) of a nor-
malised cocycle representing an extension of a group G by Z/2Z only depends
on the cohomology class of this cocycle in H2(G,Z/2Z).

• The case of the trivial extension is obvious since the zero cohomology
class is represented by the zero cocycle.

• The case of βdet follows from its very definition.

• Since it is a subgroup of SL2(F`2), the group 2−PGL2(F`) has only one
element of order 2, namely the central element

[ −1 0
0 −1

]
. In particular,

no element g ∈ PGL2(F`) of order 2 remains of order 2 when lifted to
2−PGL2(F`), and the result follows from lemma 3.

• The case of β+ follows since we may take β+ = βdet + β−.

(iv) Again, the case of the trivial extension is clear. In the other cases, the re-
sult follows from the fact that the intersection of Z/2iZ with the commutator
subgroup of the extension is isomorphic to the image of transgression map

Traβ : Ẑ/2iZ −→ H2
(

PGL2(F`),C∗
)
' Z/2Z,

which is trivial in the case of βdet and non-trivial in the case of β− and β+.
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We shall now prove that Gal(Lr/Q) is isomorphic to GL2(F`)/Sr. We first deal
with the first extension L1/L0 in the quadratic tower Lr/ · · · /L0. The Galois group
Gal(L1/Q) is a (necessarily central) extension of Gal(L0/Q), which is isomorphic
by ρproj

f,l to PGL2(F`) since L0 is the number field cut out by ρf,l. Let β be a nor-
malised cocycle representing the cohomology class corresponding to this extension.
According to theorem 4(ii), Gal(L1/Q) is isomorphic either to Z/2Z × PGL2(F`),
2detPGL2(F`), 2−PGL2(F`) or 2+PGL2(F`), and β is correspondingly cohomologous
to β0, βdet, β− or β+.

If Gal(L1/Q) were the trivial extension Z/2Z × PGL2(F`), then L1 would have
a subextension Lab

1 with Galois group isomorphic to(
Z/2Z× PGL2(F`)

)ab ' Z/2Z× Z/2Z,

and hence three distinct quadratic subfields, which is impossible since L1 is ramified
only at ` by (A1).

Let now τ1 ∈ Gal(L1/Q) be the complex conjugation relative to some embedding
of L1 into C. It induces an element τ0 ∈ Gal(L0/Q), which is not the identity since
its image by ρproj

f,l is conjugate to g = [ 1 0
0 −1 ] ∈ PGL2(F`). In particular, τ1 is not

trivial either, so it has order 2. Therefore τ0 has a lift to Gal(L1/Q) of order 2, so
that β(τ0, τ0) = 0 by lemma 3. Theorem 4(iii) then only leaves one possibility: if
` ≡ 1 mod 4, then g ∈ PSL2(F`), so that β cannot be cohomologous to β− nor to β+

and so Gal(L1/Q) must be isomorphic to 2detPGL2(F`), whereas if ` ≡ −1 mod 4,
then g 6∈ PSL2(F`), so that β cannot be cohomologous to β− nor to βdet and so
Gal(L1/Q) must be isomorphic to 2+PGL2(F`).

Now let L′1 be the number field cut out by ρS1
f,l, which is supposed to be isomorphic

to L1. Then L′1 is also a quadratic extension of L0 and is also ramified only at `,
so that the same reasoning applies and shows that Gal(L′1/Q) is isomorphic to
2detPGL2(F`) if ` ≡ 1 mod 4 and to 2+PGL2(F`) if ` ≡ 1 mod 4. On the other hand,
it is isomorphic to Im ρS1

f,l ' GL2(F`)/S1 since the determinant of ρf,l is an odd power
of the mod ` cyclotomic character, so that in each case

Gal(L1/Q) ' Gal(L′1/Q) ' GL2(F`)/S1.

If ` ≡ −1 mod 4, then r = 1, so that the proof that Gal(Lr/Q) ' GL2(F`)/Sr
is over. We shall therefore concentrate on the case ` ≡ 1 mod 4 from now on. We
shall first prove by induction on i that Gal(Li/Q) is an extension of PGL2(F`) by
F∗`/Si ' Z/2iZ, then that this extension is central, and finally that it is the expected
one. Note that we have just proved above that it is so for i = 1.
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Let 1 6 i < r. By induction hypothesis, there is a commutative diagram

1

��

1

��

1

��
1 // Z/2Z j // q−1(Z/2iZ)

ι

��

q // Z/2iZ

ι

��

// 1

1 // Z/2Z j // Gal(Li+1/Q)
q //

p◦q

��

Gal(Li/Q) //

p

��

1

PGL2(F`)

����
1 1

whose middle row and right column are exact. A diagram chase then reveals that
the top row and the diagonal short sequence

1 −→ q−1(Z/2iZ)
ι−→ Gal(Li+1/Q)

p◦q−→ PGL2(F`) −→ 1

are exact, so that Gal(Li+1/Q) is an extension of PGL2(F`) by q−1(Z/2iZ), which
itself is an extension of Z/2iZ by Z/2Z, which is necessarily central since Aut(Z/2Z)
is trivial.

Now H2(Z/2iZ,C∗) = {0} since Z/2iZ is cyclic, so the extensions of of Z/2iZ by
Z/2Z are all abelian by the exact sequence (?), so that q−1(Z/2iZ) = Gal(Li+1/L0)
is isomorphic either to Z/2i+1Z or to Z/2iZ × Z/2Z. We shall now prove that the
latter is impossible.

Since ` ≡ 1 mod 4, S2
1 = F∗4` is a strict subgroup of S1 = F∗2` . The determinant

induces a surjective morphism

Gal(L1/Q)
ρ
S1
f,l

∼
// GL2(F`)/S1

det // // F∗`/S2
1 = F∗`/F∗4` ' Z/4Z,

so that L1 has a quartic subfield. This subfield is abelian, and it ramifies only at `
by (A1), so it is a subfield of Q(µ`∞). Since

Gal
(
Q(µ`∞)/Q

)
' Z∗` = F∗` × (1 + `Z`) ' Z/(`− 1)Z× Z`

has only one quotient isomorphic to Z/4Z (which does exist since ` ≡ 1 mod 4), this
quartic subfield is unique, and I shall denote a primitive element of it by λ. This
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λ thus lies in L1, but it cannot lie in L0 since the maximal abelian subextension of
L0 has Galois group PGL2(F`)ab ' Z/2Z (and hence is Q(

√
`∗)). Since Q(λ) is a

quadratic extension of Q(
√
`∗) ⊂ L0 and L1 is a quadratic extension of L0, we have

L1 = L0(λ). Now if Gal(Li+1/L0) were isomorphic to Z/2iZ × Z/2Z, then, letting
E be the subfield of Li+1 fixed by Z/2iZ× {0}, we would have the extension tower

Li+1

Li

{0}×Z/2Z
2

L1 = L0(λ)

2Z/2iZ×Z/2Z

E

Z/2iZ×{0}

L0

2
2 Z/2iZ×Z/2Z

Q(λ)

Q(
√
`∗)

2

Q

2

The extensions E/L0 and L1/L0 are both quadratic subextensions of Li+1/L0, but
they are distinct since they correspond respectively to the distinct subgroups Z/2iZ×
{0} and 2Z/2iZ× Z/2Z of Gal(Li+1/L0) = Z/2iZ× Z/2Z. On the other hand, the
field E is a quadratic extension of L0 which is ramified only at ` since Li+1 is by
(A1), so the same reasoning as above shows that its Galois group is Gal(E/Q) '
2detPGL2(F`) ' GL2(F`)/S1 since ` ≡ 1 mod 4, so that it has a quartic subfield,
which can only be Q(λ). But then E ⊇ L0(λ) = L1, hence E = L1 since they
are both quadratic extensions of L0, a contradiction. This shows that Gal(Li+1/L0)
cannot be isomorphic to Z/2iZ×Z/2Z, so must be isomorphic to Z/2i+1Z. It follows
that Gal(Li+1/Q) is an extension of Gal(L0/Q) ' PGL2(F`) by Gal(Li+1/L0) '
Z/2i+1Z, and the induction is complete.

We shall now prove by induction on i that this extension is central. Note that
it is so for i = 1 since Aut(Z/2Z) is trivial. Let i > 2, and assume on the contrary
that the extension

0 −→ Z/2iZ −→ Gal(Li/Q) −→ PGL2(F`) −→ 1

is not central. Since Aut(Z/2iZ) ' (Z/2iZ)∗ is abelian, the morphism PGL2(F`) −→
Aut(Z/2iZ) expressing the conjugation action of PGL2(F`) on Z/2iZ factors through
PGL2(F`)ab = PGL2(F`)/PSL2(F`) ' Z/2Z, so that PSL2(F`) acts trivially whereas
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there exists an involution φ of Z/2iZ such that g · x = φ(x) for all g 6∈ PSL2(F`)
and x ∈ Z/2iZ. By induction hypothesis, this involution induces the identity on
Z/2i−1Z, so it must be x 7→ (1 + 2i−1)x.

There is thus only one possible non-trivial action of PGL2(F`). In order to
compute H2

(
PGL2(F`),Z/2iZ

)
for this non-trivial action, we use the inflation-

restriction exact sequence

0 −→ H2(Z/2Z,Z/2iZ)
Inf−→ H2

(
PGL2(F`),Z/2iZ

) Res−→ H2
(

PSL2(F`),Z/2iZ
)
.
(†)

This is legitimate since, as PSL2(F`) acts trivially, we have

H1
(

PSL2(F`),Z/2iZ
)

= Hom
(

PSL2(F`),Z/2iZ
)

= 0

since PSL2(F`) is simple.
On the one hand, since Z/2Z = {1, ε} is cyclic, the groups Hq(Z/2Z,M) are the

cohomology groups of the complex

0 −→M
ε−1−→M

ε+1−→M
ε−1−→M

ε+1−→ · · ·

for any Z/2Z-module M (cf. [Lan02, chapter XX exercise 16]). In particular,

H2(Z/2Z,Z/2iZ) =
ker(ε− 1)

Im(ε+ 1)
=

(Z/2iZ)[2i−1]

(2 + 2i−1)(Z/2iZ)
'
{

Z/2Z, i = 2,
0, i > 3.

On the other hand, as PSL2(F`) acts trivially, the group H2
(

PSL2(F`),Z/2iZ
)

can be computed by using the split exact sequence (?). As PSL2(F`)ab = {1} since
PSL2(F`) is simple, and as the Schur multiplier is

H2
(

PSL2(F`),C∗
)
' Z/2Z

(Steinberg, cf. [Kar87, theorem 7.1.1.(ii)]), it results that

H2
(

PSL2(F`),Z/2iZ
)
' Z/2Z.

Let 2iPSL2(F`) denote the non-trivial extension. One has

2PSL2(F`) ' SL2(F`),

and the non-trivial element of H2
(

PSL2(F`),Z/2iZ
)

is the image of the non-trivial
element γSL2 ∈ H2

(
PSL2(F`),Z/2Z

)
corresponding to SL2(F`) by the map

H2
(

PSL2(F`),Z/2Z
)
−→ H2

(
PSL2(F`),Z/2iZ

)
induced by the embedding of Z/2Z into Z/2iZ.

Consider the inflation-restriction exact sequence (†), and let

β ∈ H2
(

PGL2(F`),Z/2iZ
)

be the cohomology class corresponding to the extension

0 −→ Z/2iZ −→ Gal(Li/Q) −→ PGL2(F`) −→ 1.

If γ = Res β ∈ H2
(

PSL2(F`),Z/2iZ
)

were trivial, then β = Inf α would be the
inflation of some α ∈ H2

(
Z/2Z,Z/2iZ

)
, so that Gal(Li/Q) would be isomorphic
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to the fibred product (a.k.a. pullback) Gα ×
Z/2Z

PGL2(F`), where Gα is the group

extension
0 −→ Z/2iZ −→ Gα −→ Z/2Z −→ 0

corresponding to α. Actually, if i > 3, then β = Inf α would be trivial since
H2
(
Z/2Z,Z/2iZ

)
= 0, so that Gal(Li/Q) would be isomorphic to the semi-direct

product
Z/2iZ o PGL2(F`),

whereas if i = 2, then H2
(
Z/2Z,Z/2iZ

)
' Z/2Z, so that Gal(L2/Q) would be iso-

morphic either to Z/4Z o PGL2(F`) or to Q8 ×
Z/2Z

PGL2(F`), where Q8, the quater-

nionic group {±1,±i,±j,±k}, is the extension

0 −→ Z/4Z −→ Q8 −→ Z/2Z −→ 0

corresponding to the non-trivial element of H2(Z/2Z,Z/4Z). However, since the
abelianisations (

Z/2iZ o PGL2(F`)
)ab

' Z/2i−1Z× Z/2Z

and (
Q8 ×

Z/2Z
PGL2(F`)

)ab ' Z/2Z× Z/2Z

have 2-rank 2, this is impossible, since Li ramifies only at ` by (A1) and there is
only one quadratic number field which ramifies only at `, namely Q(

√
`∗).

It follows that γ = Res β ∈ H2
(

PSL2(F`),Z/2iZ
)

cannot be trivial, so it must
be γSL2 ∈ H2

(
PSL2(F`),Z/2Z

)
followed by the embedding of Z/2Z into Z/2iZ. Let

g = [ 1 0
0 −1 ] ∈ PGL2(F`). As ` ≡ 1 mod 4, g lies in PSL2(F`), and since the only

element of order 2 of SL2(F`) is
[ −1 0

0 −1

]
, g cannot be lifted to an element of order

2 of SL2(F`), so that γSL2(g, g) 6= 0 by lemma 3. On the other hand, since g is the
image of the complex conjugation (with respect to some embedding of L0 into C)
by the projective Galois representation ρproj

f,l , it must lift to an element of order 2
of Gal(Li/Q), which is contradictory: in the extension Gal(Li/Q), seen as the set
Z/2iZ× PGL2(F`) endowed with the group law

(x1, g1) · (x2, g2) =
(
x1 + g1 · x2 + β(g1, g2), g1g2

)
,

we compute that

(x, g) · (x, g) =
(
x+ g · x+ β(g, g), g2

)
=
(
β(g, g), 1

)
as g ∈ PSL2(F`) acts trivially, so β(g, g) must be zero, but β(g, g) = γSL2(g, g) 6= 0
since g ∈ PSL2(F`).

It is therefore impossible that the extension

0 −→ Z/2iZ −→ Gal(Li/Q) −→ PGL2(F`) −→ 1

be not central, which completes the induction.

In particular, Gal(Lr/Q) is a central extension of Gal(L0/Q) ' PGL2(F`) by
Gal(Lr/L0) ' Z/2rZ, so that it is isomorphic either to Z/2rZ×PGL2(F`), 2rdetPGL2(F`),
2r−PGL2(F`) or 2r+PGL2(F`) by theorem 4(ii). Let Lab

r be the maximal subfield of
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Lr which is abelian over Q. Then its Galois group is the abelianised of Gal(Lr/Q),
which is thus respectively isomorphic to Z/2rZ×Z/2Z, Z/2r+1Z, Z/2r−1Z×Z/2Z or
Z/2rZ by theorem 4(iv). This allows to exclude Z/2rZ×PGL2(F`) and 2r−PGL2(F`)
since Lr, which ramifies only at ` by (A1), can only have one quadratic subfield.
Furthermore, since Lab

r is abelian and ramifies only at `, it is a subfield of Q(µ`∞),
so that its Galois group Gal(Lr/Q)ab is a quotient of

Gal
(
Q(µ`∞)/Q

)
' Z∗` ' Z/(`− 1)Z× Z`.

In particular, this quotient cannot be isomorphic to Z/2r+1Z since ` − 1 = 2rs,
s ∈ N odd, so Gal(Lr/Q) cannot be isomorphic to 2rdetPGL2(F`) either. It must
therefore be isomorphic to 2r+PGL2(F`). Besides, the same reasoning applies to
the number field cut out by the quotient Galois representation ρSrf,l, whose Galois

group is isomorphic to the image of ρSrf,l, which is the whole of GL2(F`)/Sr since the
determinant of ρf,l is an odd power of the mod ` cyclotomic character. Therefore,
Gal(Lr/Q) is isomorphic to GL2(F`)/Sr.

Remark 5. From there, we can go back down the quadratic tower Lr/ · · · /L0

and see that Gal(Li/Q) ' GL2(F`)/Si for all i. Besides, it is easy to see that the
abelianised of GL2(F`)/Si is F∗`/S2

i , the projection being induced by the determinant.
Since S2

i = Si+1 ( Si for i < r whereas S2
r = Sr as −1 6∈ Sr, theorem 4(iv) leads to

the unified formula

Gal(Li/Q) ' GL2(F`)/Si '


PGL2(F`), i = 0,
2idetPGL2(F`), 0 < i < r,
2r+PGL2(F`), i = r,

which is valid for ` ≡ 1 mod 4 and for ` ≡ −1 mod 4 as well, and which allows to
identify for each i the extension GL2(F`)/Si of PGL2(F`) amongst the ones listed in
theorem 4(ii).

It follows that there exists a quotient Galois representation

ρSr : GQ // // Gal(Lr/Q) ∼ // GL2(F`)/Sr

which cuts out the field Lr and whose projectivisation

GQ
ρSr // GL2(F`)/Sr // // PGL2(F`)

is isomorphic to ρproj
f,l . This representation ρSr is therefore a twist ρSrf,l ⊗ ψ of ρSrf,l by

a Galois character
ψ : GQ −→ F∗`/Sr.

The number field cut out by ψ is abelian and, since it is contained in Lr, it ramifies
only at ` by (A1), so it is a subfield of Q(µ`∞). Besides, its Galois group is isomorphic
to the image of ψ, whose order is prime to `, so that this field is a subfield of Q(µ`),
which is also contained Lab

r . Since Gal
(
Q(µ`)/Q

)
' Z/(` − 1)Z is cyclic and since

the order of Imψ ⊂ F∗`/Sr divides the order of Gal(Lab
r /Q) ' F∗`/Sr, the number

field cut out by ψ is contained in Lab
r . The kernel of the quotient representation

ρ ∼ ρSrf,l ⊗ ψ therefore agrees with the kernel of ρSrf,l, which completes the proof of
the fact that the decomposition field of the polynomial Fr(X) computed by the
algorithm is the number field cut out by ρSrf,l.
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Remark 6. Since the linear Galois representation ρf,l can be recovered from the
quotient Galois representation ρSrf,l and the mod ` cyclotomic character χ` as

ρf,l : GQ
ρSrf,l×χ

k−1
` // GL2(F`)/Sr × F∗`

φ−1
// GL2(F`)

where
φ : GL2(F`) −→ GL2(F`)/S × F∗`

g 7−→
(
π(g), det(g)

)
(cf. [Mas13, section 3.7.2]), the number field L cut out by the linear representation
ρf,l is the compositum of the number field Lr cut out by ρSrf,l and of the number field

E ⊆ Q(µ`) cut out by χk−1
` . This yields an easy method to compute a nice monic

polynomial in Z[X] whose decomposition field is L: using [Pari/GP], first compute
a polynomial defining the subcyclotomic field E by using the polsubcyclo function,
then apply the polcompositum function to Fr(X) and to this polynomial.

This is useful since the polynomial F (X) computed by the algorithm is usually
too big to be reduced, even by the methods presented in section 2.
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