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Abstract. We investigate a time harmonic acoustic scattering problem by a penetrable inclusion with compact support embedded in the free space. We consider cases where an observer can produce incident plane waves and measure the far field pattern of the resulting scattered field only in a finite set of directions. In this context, we say that a wavenumber is a non-scattering wavenumber if the associated relative scattering matrix has a non trivial kernel. Under certain assumptions on the physical coefficients of the inclusion, we show that the non-scattering wavenumbers form a (possibly empty) discrete set. Then, in a second step, for a given real wavenumber and a given domain $D$, we present a constructive technique to prove that there exist inclusions supported in $\overline{D}$ for which the corresponding relative scattering matrix is null. These inclusions have the important property to be impossible to detect from far field measurements. The approach leads to a numerical algorithm which is described at the end of the paper and which allows to provide examples of (approximated) invisible inclusions.
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1 Introduction

Consider a reference acoustic medium, say $\mathbb{R}^d$, $d = 2, 3$, presenting a defect (penetrable inclusion) localized in the bounded domain $D$. Generating incident plane waves and measuring the resulting far field pattern of the scattered fields (the only available information far from $D$), one can try to reconstruct the features of the defect in the reference medium. In particular, the classical inverse scattering problem is to determine the support of the inclusion. In view of this aim, many methods have been developed [40, 8], as for example, the Linear Sampling Method (LSM) [15, 19]. It seems that the LSM works, without modifications and a priori knowledge, only at wavenumbers which are not transmission eigenvalues. Transmission eigenvalues correspond to wavenumbers $k > 0$ such that there are incident fields, generalized combination of plane waves, which produce arbitrarily small scattered fields outside the inclusion. This, and the fact that nice questions of spectral theory appear in its study, explains why the interior transmission eigenvalue problems has been so intensely investigated for now more than 25 years (see [24, 17, 42] and the recent review paper [10]).

¹Here, the adjective “generalized” means that the incident field can be the combination of an infinite number of plane waves. In the literature, such a field is referred to as a Herglotz wave function.
All the aforementioned theory supposed that we can produce incident plane waves in all directions \( \theta_1 \in S^d \) and measure the far field pattern of the associated scattered fields for all \( \theta_0 \in S^d \), where \( S^d \) denotes the unit sphere in \( \mathbb{R}^d \). However, this is not quite realistic. Some works have been devoted to the study of the LSM in partial aperture (see [7] and [13, 14, 18] for the corresponding numerical experiments), that is when the observer knows only the restriction of the far field operator on a non empty open set of \( S^d \). Thanks to the analytic dependence with respect to the wavenumber, the theory can be developed as in the case of full aperture. But again, this is not completely satisfactory for applications because in practice, one cannot access to this continuum of information. Very often, for example in the numerical implementation of the LSM, one can produce incident plane waves and measure the far field pattern of the associated scattered fields only in a finite set of directions. To study such a configuration, let us consider given \( N \) distinct incident directions \( \theta_1, \ldots, \theta_N \in S^d \). We shall assume that the emitters and the receivers are located at the same positions so that measurements can be made only in the directions \( -\theta_1, \ldots, -\theta_N \) (backscattering directions). Then, the question of the injectivity of the far field operator amounts to the question of the injectivity of a relative scattering matrix of size \( N \times N \) denoted \( \mathcal{A}(k) \). In this context, we shall say that \( k > 0 \) is a non-scattering wavenumber if \( \mathcal{A}(k) \) is not injective, equivalently, if there is a non trivial incident field, combination of the plane waves of directions of propagation \( \theta_1, \ldots, \theta_N \), such that the far field pattern of the associated scattered field vanishes in the directions \( -\theta_1, \ldots, -\theta_N \). Let us emphasize that in this case, unlike in the continuous setting, the scattered field has no reason to be identically null outside the defect. The first objective of the present article is to find criteria on the physical parameters of the inclusion to guarantee that the non-scattering wavenumbers, defined by means of the relative scattering matrix, form a (possibly empty) discrete set. This kind of results seems an important first step to justify the practical implementation of reconstruction methods such as the LSM mentioned above.

On the other hand, all techniques are not equally sensitive to transmission eigenvalues. Thus, it has been shown in [28] that the Factorization Method (FM) [25] is stable at transmission eigenvalues. Again, this property has been demonstrated in the continuous framework. Can we hope to justify the FM in the setting with a finite set of emitters and receivers for all wavenumbers \( k > 0 \)? This is the second question we investigate in this work. More precisely, under certain assumptions on the directions \( \theta_1, \ldots, \theta_N \), we show that the answer is negative proving constructively that for any \( k > 0 \) and any domain \( D \), there are penetrable inclusions supported in \( D \) for which the matrix \( \mathcal{A}(k) \) is null (that is equivalent to say that \( \mathcal{A}(k) \) has a kernel of dimension \( N \)). Let us underline that we consider only non dissipative isotropic inclusions, the result being simpler to establish for dissipative or anisotropic inclusions. The above proposition indicates in particular that the data of the relative scattering matrix does not uniquely determine the position of the defect. Bearing in mind that \( \mathcal{A}(k) \) belongs to a space of finite dimension while there is an infinite number of degrees of freedom for the definition of the defect, this result is not completely surprising. However, we do not know any existing proof in the literature. Note that in the continuous setting, this construction is impossible. Indeed, the knowledge of the far field operator on \( \mathbb{S}^{d-1} \times \mathbb{S}^{d-1} \) uniquely determines the parameter of the inclusion (see [16, Theorem 10.5] and the references therein: [32, 44] in 3D, [6, 22] in 2D).

This text is organized as follows. In Section 2, we formulate the problem and introduce the notations. Section 3 is dedicated to the proof of discreteness of non-scattering wavenumbers in the setting with a finite set of emitters and receivers. We first give a sense to the relative scattering matrix for complex wavenumbers. Then, we establish some energy identities for purely imaginary wavenumbers \( k \). Using the analytic dependence on \( k \), these equalities allow us to prove that the real wavenumbers \( k \) for which \( \mathcal{A}(k) \) is not injective form a (possibly empty) discrete set. In the process, we also consider sound hard obstacles for which the analysis is slightly simpler. In Section 4, we adopt a different point of view. For a given wavenumber \( k > 0 \) and a given domain \( D \), we present a constructive technique to demonstrate that there are non trivial inclusions supported in \( D \) for which \( \mathcal{A}(k) \) is the null matrix. To implement the approach, which was developed in [33, 4] in a context related to waveguides problems, we need in particular to assume that the scattering directions are different from the incident directions. In the second part of Section 4, we show that it is much more complicated (it might be impossible but we are not able to prove it) to impose far field invisibility in the incident direction. Finally in the last part
of Section 4, we derive a numerical algorithm to provide examples of (approximated) invisible inclusions.

2 Setting

We assume that the propagation of acoustic waves in time harmonic regime in the reference medium $\mathbb{R}^d$, $d = 2, 3$, is governed by the Helmholtz equation $\Delta u + k^2 u = 0$. Here, $u$ denotes the pressure, $k > 0$ corresponds to the wavenumber proportional to the frequency of harmonic oscillations and $\Delta$ is the Laplace operator. The localized perturbation in the reference medium is modelled by some bounded open set $\mathcal{D} \subset \mathbb{R}^d$ with Lipschitz boundary $\Gamma := \partial \mathcal{D}$. To represent the physical properties of the penetrable inclusion $\mathcal{D}$, we introduce $A \in L^\infty(\mathbb{R}^d, \mathbb{R}^{d \times d})$ and $\rho \in L^\infty(\mathbb{R}^d, \mathbb{R})$, two parameters such that $A = \text{Id}$ and $\rho = 1$ in $\mathbb{R}^d \setminus \overline{\mathcal{D}}$. We assume that $A(x)$ is symmetric for all $x \in \mathcal{D}$, satisfies $A(x)\zeta \cdot \zeta \geq C|\zeta|^2$ for all $x \in \mathbb{R}^d$, $\zeta \in \mathbb{R}^d$ and that $\rho$ verifies $\rho(x) \geq C$ for all $x \in \mathbb{R}^d$, for some constant $C > 0$. The scattering of the incident plane wave $u_i := e^{ik\theta_i \cdot x}$, of direction of propagation $\theta_i \in S^{d-1}$, by $\mathcal{D}$, is described by the problem

\[
\begin{aligned}
\text{Find } u & \text{ such that } \\
-\text{div}(A \nabla u) &= k^2 \rho u \quad \text{in } \mathbb{R}^d, \\
u &= u_i + u_s \quad \text{in } \mathbb{R}^d, \\
\lim_{r \to +\infty} r^{\frac{d-1}{2}} \left( \frac{\partial u_s}{\partial r} - iku_s \right) &= 0.
\end{aligned}
\]

We emphasize that in (1), $u_i$ is given. On the other hand, the last line of (1), where $r = |x|$, is the Sommerfeld radiation condition which ensures that the scattered field $u_s$ is outgoing. It is known (see for example [16]) that for all $k > 0$, Problem (1) has a unique solution in $H^1(\mathcal{D})$, the Sobolev space of measurable functions whose $H^1$-norm is finite on each bounded subset of $\mathbb{R}^d$. We shall denote $u_{s}(\cdot, \theta_i)$ the associated scattered field. Using Green’s representation formula and computing explicitly the asymptotic behaviour of the Green’s function for the Helmholtz equation far from $\mathcal{D}$, one proves (see [16, Theorem 2.6]) the expansion

\[
u_s(x, \theta_i) = e^{ikr} r^{-\frac{d-1}{2}} \left( u_{s}^\infty(\theta_s, \theta_i) + O(1/r) \right),
\]

as $r \to +\infty$, uniformly in $\theta_s \in S^{d-1}$. Here $\theta_s$ is the direction of observation. The function $u_{s}^\infty(\cdot, \theta_i) : S^{d-1} \to \mathbb{C}$, is called the far field pattern associated with $u_i := e^{ik\theta_i \cdot x}$. In other words, at infinity, $u_s(\cdot, \theta_i)$ behaves at the first order like a cylindrical wave in 2D or like a spherical wave in 3D. The far field pattern is given by the following integral representation

\[
u_s^\infty(\theta_s, \theta_i) := c_d(\partial_\nu u_{s}^\infty(\cdot, \theta_i), e^{-ik\theta_i \cdot x})_\Gamma - c_d(\partial_\nu(e^{-ik\theta_i \cdot x}, u_s(\cdot, \theta_i)))_\Gamma.
\]

In this expression, $(\cdot, \cdot)_\Gamma$ stands for the duality pairing (without complex conjugation) between $H^{-1/2}(\Gamma)$ and $H^{1/2}(\Gamma)$. On the other hand, $\nu$ denotes the unit normal vector to $\Gamma$ orientated to the interior of $\mathcal{D}$ and $\partial_\nu u_{s}^\infty(\cdot, \theta_i)$ refers to the normal trace of $u_s(\cdot, \theta_i)|_\Omega$, with $\Omega := \mathbb{R}^d \setminus \overline{\mathcal{D}}$. Finally, the constant $c_d$ verifies $c_2 = e^{i\pi/4}/\sqrt{8\pi k}$ and $c_3 = 1/(4\pi)$. In particular when $A = \text{Id}$ in $\mathbb{R}^d$, we deduce from (3) that

\[
u_s^\infty(\theta_s, \theta_i) = c_d k^2 \int_{\mathcal{D}} (\rho - 1)(u_s^\infty(\cdot, \theta_i) + e^{ik\theta_i \cdot x}) e^{-ik\theta_s \cdot x} \, dx.
\]

As mentioned in the introduction, we shall assume in this article that we have a finite set of emitters and receivers located at the same positions so that we can produce incident plane waves in some given directions $\theta_1, \ldots, \theta_N \in S^{d-1}$ and measure the far field pattern of the resulting scattered field only in the directions $-\theta_1, \ldots, -\theta_N$. This corresponds to knowing all elements of the relative scattering matrix $\mathcal{S}(k) \in \mathbb{C}^{N \times N}$ such that

\[
\mathcal{S}_{mn}(k) = u_{s}^\infty(-\theta_m, \theta_n).
\]

In the next section, we prove that for given physical parameters $A$ and $\rho$, the values of $k > 0$ such that $\mathcal{S}(k)$ is not injective form a (possibly empty) discrete set. Then in Section 4, imposing $A = \text{Id}$ in $\mathbb{R}^d$, for a given $k > 0$ and a given domain $\mathcal{D}$, we construct a $\rho$ supported in $\overline{\mathcal{D}}$ such that $\mathcal{S}(k)$ is the null matrix.
We remind the reader that the wavenumber $k > 0$ is called non-scattering wavenumber if $\mathcal{A}(k)$ is not injective. Before working on the relative scattering matrix $\mathcal{A}(k)$, we investigate first the case where $\mathcal{D}$ is a sound hard obstacle (rather than a penetrable inclusion). This study is convenient for pedagogical purposes because the analysis for the sound hard obstacle is (slightly) simpler than the one for the penetrable inclusion. On the other hand, it yields a result which is interesting by itself. Indeed, while the discreteness of transmission eigenvalues for the sound hard obstacle in the continuous setting is obtained for free (they correspond to the eigenvalues for the Neumann Laplacian in $\mathcal{D}$), the equivalent result is more delicate to show in the discrete framework (note that transmission eigenvalues are then called non-scattering wavenumbers).

### 3.1 Sound hard obstacle

Denote $\Omega = \mathbb{R}^d \setminus \mathcal{D}$ and consider the following scattering problem

\[
\begin{align*}
\text{Find } u &\text{ such that } \\
-\Delta u &= k^2 u \quad \text{in } \Omega \\
u &= u_i + u_s \quad \text{in } \Omega \\
\partial_{\nu} u &= 0 \quad \text{on } \Gamma \\
\lim_{r \to +\infty} r^{d-1/2} \left( \frac{\partial u_s}{\partial r} - ik u_s \right) &= 0,
\end{align*}
\]

with $u_i = e^{ik\theta \cdot x}$. In (6), the third equation on the boundary $\Gamma$ models the sound hard obstacle. According e.g. to [30, Theorem 9.11], we know that Problem (6) has a unique solution in $H^1_{\text{loc}}(\mathbb{R}^d)$ for all $k > 0$. We call $u(\cdot, \theta_i)$ and $u_s(\cdot, \theta_i)$ the corresponding total and scattered fields. Formula (3), which is also valid for this problem, and a simple integration by parts on $\mathcal{D}$ provide the equalities

\[
u_s^\infty(\theta, \theta_i) = c_d(\partial_{\nu} u_s(\cdot, \theta_i), e^{-ik\theta \cdot x})_{\Gamma} - c_d(\partial_{\nu} (e^{-ik\theta \cdot x}), u_s(\cdot, \theta_i))_{\Gamma} = 0 = c_d(\partial_{\nu} u_i, e^{-ik\theta \cdot x})_{\Gamma} - c_d(\partial_{\nu} (e^{-ik\theta \cdot x}), u_i)_{\Gamma}.
\]

Summing the two equations of (7) and remembering that $\partial_{\nu}(u_i + u_s(\cdot, \theta_i)) = \partial_{\nu} u(\cdot, \theta_i) = 0$ on $\Gamma$, we deduce that

\[
u_s^\infty(\theta, \theta_i) = -c_d(\partial_{\nu} (e^{-ik\theta \cdot x}), u(\cdot, \theta_i))_{\Gamma}.
\]

We denote $\mathcal{B}(k) \in \mathbb{C}^{N \times N}$ the relative scattering matrix for this problem. It is defined elementwise via

\[\mathcal{B}_{mn}(k) = \nu_s^\infty(-\theta_m, \theta_n) = -c_d(\partial_{\nu} (e^{ik\theta_n \cdot x}), u(\cdot, \theta_n))_{\Gamma}.
\]

As for the case of the penetrable inclusion, we shall say that $k \in \mathbb{R}^*$ is a non-scattering wavenumber when the kernel of $\mathcal{B}(k)$ contains a non-zero element. In the sequel, we wish to prove that the set of non-scattering wavenumbers is either empty or discrete.
set of poles of \( R \). As a consequence, \( k \mapsto \det \mathcal{B}(k) \) is analytic on \( \Lambda \setminus \mathcal{P} \) and, according to the principle of isolated zeros, to show that the set of non-scattering wavenumbers is either empty or discrete, it is sufficient to exhibit some \( k \in \Lambda \setminus \mathcal{P} \) such that \( \mathcal{B}(k) \) is injective. We will prove that this is true when \( k \) is purely imaginary with \( 3m k > 0 \) (note that \( \{ k \in \mathbb{C} \mid 3m k > 0 \} \) is indeed included in \( \Lambda \setminus \mathcal{P} \)).

Set \( k = i \kappa \) with \( \kappa > 0 \). In this case, if the source terms in (10) are real valued, then the solution in \( H^1(\Omega) \) of Problem (10) is also real-valued. Since the functions \( x \mapsto e^{ik \theta_n \cdot x} \) are real valued, it is sufficient to prove that \( \mathcal{B}(ik) \) is invertible as a matrix of \( \mathbb{R}^{N \times N} \). Consider the incident field

\[
\mathcal{B}(ik) = \begin{pmatrix}
\alpha_1 e^{ik \theta_1 \cdot x} & \cdots & \alpha_N e^{ik \theta_N \cdot x}
\end{pmatrix} \in \mathbb{R}^N.
\]

We call \( u \) the unique solution to the problem

\[
\begin{aligned}
-\Delta u &= -\kappa^2 u \quad \text{in } \Omega \\
\partial_{\nu} u &= 0 \quad \text{on } \Gamma \\
u u &= u - u_i \quad \in H^1(\Omega).
\end{aligned}
\]

If \( u(\cdot, \theta_n) \) denotes the solution of (12) with \( u_i = e^{-\kappa \theta_n \cdot x} \), then by linearity, we have \( u = \sum_{n=1}^{N} \alpha_n u(\cdot, \theta_n) \).

Since \( u = u_s + u_i \) in \( \Omega \) and \( \partial_{\nu} u = 0 \) on \( \Gamma \), we have \( u_s = u - u_i \) and \( \partial_{\nu} u_s = -\partial_{\nu} u_i \) on \( \Gamma \). This allows us to write

\[
\begin{aligned}
\int_{\Omega} |\nabla u_s|^2 + \kappa^2 u_s^2 \, dx &= \int_{\Omega} |\nabla u_i|^2 + u_s \Delta u_s \, dx \\
&= \langle \partial_{\nu} u_s, u_s \rangle \Gamma = -\langle \partial_{\nu} u_i, (u - u_i) \rangle \Gamma \\
&= -\int_{D} |\nabla u_i|^2 + \kappa^2 u_i^2 \, dx - \langle \partial_{\nu} u_i, u \rangle \Gamma.
\end{aligned}
\]

The "\( \cdot \)" in front of the first term of the right-hand side of the above equation appears because \( \nu \) is orientated to the interior of \( \mathcal{D} \). On the other hand, using (9), which also holds for \( k \) such that \( 3m k > 0^2 \), we find

\[
\langle \partial_{\nu} u_i, u \rangle \Gamma = \sum_{m=1}^{N} \sum_{n=1}^{N} \alpha_m \alpha_n \langle \partial_{\nu} e^{-\kappa \theta_n \cdot x}, (u(\cdot, \theta_n)) \rangle \Gamma = -c_d^{-1} \alpha^\top \mathcal{B}(ik) \alpha,
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_N)^\top \). Gathering (13) and (14), we obtain the energy identity

\[
c_d^{-1} \alpha^\top \mathcal{B}(ik) \alpha = \int_{\Omega} |\nabla u_s|^2 + \kappa^2 u_s^2 \, dx + \int_{D} |\nabla u_i|^2 + \kappa^2 u_i^2 \, dx.
\]

Assume that \( \mathcal{D} \neq 0 \). If \( \alpha = (\alpha_1, \ldots, \alpha_N)^\top \) is an element of \( \text{ker} \mathcal{B}(ik) \), then, according to (15), the field \( u_i = \sum_{n=1}^{N} \alpha_n e^{-\kappa \theta_n \cdot x} \) must satisfy \( u_i = 0 \) on \( \mathcal{D} \). This implies that \( \alpha \) is the null vector and proves that \( \mathcal{B}(ik) \) is injective (or equivalently \( \det \mathcal{B}(ik) \neq 0 \)). Since the zeros of the analytic function \( k \mapsto \det \mathcal{B}(k) \) are isolated, we deduce the following result:

**Proposition 3.1. (Sound hard obstacle) –** The set of non-scattering wavenumbers for Problem (6) is either empty or discrete.

**Remark 3.1.** The case of the sound soft obstacle, for which we replace, in (6), the homogeneous Neumann boundary condition by a homogeneous Dirichlet boundary condition, can be treated in a similar way.

### 3.2 Penetrable inclusion

We come back to the problem of the penetrable inclusion (Problem (1)). As for \( \mathcal{B}(k) \), the map \( k \mapsto \mathcal{A}(k) \), where \( \mathcal{A}(k) \in \mathbb{C}^{N \times N} \) is the relative scattering matrix defined in (5), can be meromorphically continued

\footnote{Throughout the paper, the complex square root is chosen so that if \( \xi = re^{i\gamma} \) for \( r \geq 0 \) and \( \gamma \in [0; 2\pi) \), then \( \sqrt[2]{\xi} = \sqrt{r}e^{i\gamma/2} \). With this choice, there holds \( 3m \sqrt[2]{\xi} \geq 0 \) for all \( \xi \in \mathbb{C} \).}
to Λ, with Λ equal to C or to some Riemann surface according to the parity of the space dimension. Therefore, again, to prove that the set of non-scattering wavenumbers is either empty or discrete, it is sufficient to exhibit some \( k = i\kappa \), with \( \kappa > 0 \), such that \( \mathcal{A}(k) \) is injective. As explained above, it is sufficient to prove that \( \mathcal{A}(i\kappa) \) is invertible as an element of \( \mathbb{R}^{N \times N} \). Consider an incident field like in (11) (we use the same notation). We call \( u \) the unique solution to the problem

\[
- \nabla (\nabla u) = k^2 \rho \, u \quad \text{in } \mathbb{R}^d \quad u_s := u - u_i \in H^1(\Omega).
\]

As in the previous subsection, we wish to establish energy identities to show that \( \mathcal{A}(i\kappa) \in \mathbb{R}^{N \times N} \) is invertible. Using (7) and working as in (14), we derive

\[
c^{-1}_d \alpha^\top \mathcal{A}(i\kappa) \alpha = \langle \partial_\nu u^+_\nu, u \rangle_\Gamma - \langle \partial_\nu u^-\nu, u_s \rangle_\Gamma
\]

(16)

In the right hand side of (16), \( \partial_\nu u^+_\nu \) and \( \partial_\nu u^-\nu \) refer, respectively, to the normal trace of \( u_s|_\Omega \) and \( u_i|_\Omega \) on \( \Gamma \). We shall denote \( \partial_\nu u^-\nu \) the normal trace of \( u_i|_\partial \) on \( \Gamma \). We define similarly \( \partial_\nu u^+\nu \) and \( \partial_\nu u^+\nu \). Notice that on \( \Gamma \), we have \( A\partial_\nu u^-\nu = \partial_\nu u^+\nu \), \( \partial_\nu u^-\nu = \partial_\nu u^+\nu \) and \( \partial_\nu u^+\nu = \partial_\nu u^+\nu + \partial_\nu u^+\nu \). Since \( u_i = u - u_s \), we obtain

\[
\langle \partial_\nu u^+_\nu, u \rangle_\Gamma - \langle \partial_\nu u^-\nu, u_s \rangle_\Gamma = \langle \partial_\nu u^+_\nu, u \rangle_\Gamma - \langle \partial_\nu u^-\nu, u_i \rangle_\Gamma \quad \text{and} \quad \langle \partial_\nu u^+_\nu, u \rangle_\Gamma = \langle \partial_\nu u^-\nu, u_i \rangle_\Gamma
\]

(17)

In the following arguments, we shall write \( F|\nabla \varphi|^2 \) instead of \( F|\nabla \varphi \cdot \nabla \varphi \) when \( F \) is a matrix and \( \varphi \) is a function. Integrating by parts, we find from (16), (17)

\[
c^{-1}_d \alpha^\top \mathcal{A}(i\kappa) \alpha = \int_D A \nabla u \cdot (u - u_s) + \kappa^2 \rho \, u (u - u_s) \, dx + \int_D |\nabla u|^2 + \kappa^2 u^2 \, dx + \int_\Omega |\nabla u_s|^2 + \kappa^2 u_s^2 \, dx
\]

(18)

The above identity will allow us to conclude when \( \text{Id} - A \) is nonnegative definite and \( 1 - \rho \) is nonnegative. To handle the case where \( A - \text{Id} \) is nonnegative definite and \( \rho - 1 \) is nonnegative, now we prove a second energy identity. Starting like in (17), we write

\[
\langle \partial_\nu u^+_\nu, u \rangle_\Gamma - \langle \partial_\nu u^-\nu, u_s \rangle_\Gamma = \langle \partial_\nu u^+_\nu, u \rangle_\Gamma - \langle \partial_\nu u^-\nu, u_i \rangle_\Gamma \quad \text{and} \quad \langle \partial_\nu u^+_\nu, u \rangle_\Gamma = \langle \partial_\nu u^-\nu, u_i \rangle_\Gamma
\]

(19)

From this expression, using (16), we deduce

\[
c^{-1}_d \alpha^\top \mathcal{A}(i\kappa) \alpha = \int_D A |\nabla u|^2 + \kappa^2 u^2 \, dx + \int_D \nabla u_i \cdot (u + u_s) + \kappa^2 u_i (u + u_s) \, dx - \int_\Omega |\nabla u_s|^2 + \kappa^2 u_s^2 \, dx
\]

(20)

The previous analysis leads us to formulate the two assumptions:

**Assumption 3.1.** In \( D, \) \( \text{Id} - A \) is nonnegative definite and \( 1 - \rho \) is nonnegative. Moreover, there exists a constant \( C \) and a non empty open set \( \varpi \subset D \) on which there hold \( 0 < C|\zeta|^2 \leq (\text{Id} - A)\zeta \cdot \zeta \) for all \( \zeta \in \mathbb{R}^d \) or \( 0 < C \leq 1 - \rho \).

**Assumption 3.2.** In \( D, \) \( A - \text{Id} \) is nonnegative definite and \( \rho - 1 \) is nonnegative. Moreover, there exists a constant \( C \) and a non empty open set \( \varpi \subset D \) on which there hold \( 0 < C|\zeta|^2 \leq (A - \text{Id})\zeta \cdot \zeta \) for all \( \zeta \in \mathbb{R}^d \) or \( 0 < C \leq \rho - 1 \).
From relations (18) and (20), we obtain the following result.

**Proposition 3.2.** (Penetrable inclusion) – Assume that $A$ and $\rho$ verify Assumption 3.1 or Assumption 3.2. Then the set of non-scattering wavenumbers for Problem (1) is either empty or discrete.

Using Equalities (18) and (20), we can provide other criteria, analogous to the ones derived in the study of the continuous interior transmission eigenvalue problem (see [3, 26, 2]), which only involve the sign of $A - \text{Id}$ and $\rho - 1$ in $D \cap \mathcal{V}$ where $\mathcal{V}$ is a neighbourhood of $\Gamma = \partial D$. To derive such criteria, we first prove a lemma which is very close to [43, Proposition 2.1]. For $\delta > 0$, define $D_\delta := \{x \in D \mid \text{dist}(x, \partial D) < \delta\}$.

**Lemma 3.1.** Let $\tilde{A} \in L^\infty(\mathcal{D}, \mathbb{R}^{d \times d})$ and $\tilde{\rho} \in L^\infty(\mathcal{D}, \mathbb{R})$ be two parameters that satisfy $\tilde{A}(x) \zeta \cdot \zeta \geq C|\zeta|^2$ for all $x \in \mathcal{D}$, $\zeta \in \mathbb{R}^d$ and $\tilde{\rho}(x) \geq C$ for all $x \in \mathcal{D}$, for some constant $C > 0$. Assume that $\tilde{A}(x)$ is symmetric for all $x \in \mathcal{D}$. Consider some $\delta > 0$. If $v \in H^1(\mathcal{D})$ verifies

$$-\text{div}(\tilde{A} \nabla v) + \kappa^2 \tilde{\rho} v = 0,$$

then there exists a constant $c > 0$ independent of $\kappa$ such that, for $\kappa > 0$ large enough,

$$e^{\kappa \epsilon} \int_{\mathcal{D} \setminus \overline{D}_\delta} |\nabla v|^2 + \kappa^2 v^2 \, dx \leq \int_{D_\delta} v^2 \, dx. \quad (22)$$

**Remark 3.2.** In particular, the result of this lemma ensures that for large values of $\kappa$, functions satisfying (21) are more and more localized in a neighbourhood of $\Gamma$.

**Proof.** We adopt an approach which is used for example in [11, §3.2]. For $\delta > 0$, set $\Phi_\delta(x) = \min(\text{dist}(x, \partial \mathcal{D}), \delta)$. Introduce $c_1$, $c_2$ two positive constants such that $\tilde{A}(x) \zeta \cdot \zeta \leq c_1|\zeta|^2$ for all $x \in D_\delta$, $\zeta \in \mathbb{R}^d$ and $\tilde{\rho}(x) \geq c_2$ for all $x \in D_\delta$. Define the function $E$ such that $E(x) = e^{\kappa \epsilon \Phi_\delta(x)} - 1$ with $\epsilon = \sqrt{c_2/c_1}$ (this ad hoc value for $\epsilon$ will be needed in (26)). It is known that for a Lipschitz boundary $\partial \mathcal{D}$, $\Phi_\delta$ is an element of $L^\infty(D)$ such that $\nabla \Phi_\delta \in (L^\infty(D))^2$. Moreover, there holds $|\nabla \Phi_\delta| \leq 1$ on $\mathcal{D}$. Multiplying (21) by $E^2 v$, integrating by parts and noticing that $E^2 v = 0$ on $\partial \mathcal{D}$, we find

$$\int_{\mathcal{D}} \tilde{A} \nabla v \cdot \nabla(E^2 v) + \kappa^2 \tilde{\rho} (E^2 v)^2 \, dx = 0. \quad (23)$$

Writing

$$\tilde{A} \nabla v \cdot \nabla(E^2 v) = E^2 \tilde{A} \nabla v \cdot \nabla v + 2 E v \tilde{A} \nabla v \cdot \nabla E$$

and

$$\tilde{A} \nabla (E v) \cdot \nabla(E) = E^2 \tilde{A} \nabla v \cdot \nabla v + v^2 \tilde{A} \nabla v \cdot \nabla E + 2 E v \tilde{A} \nabla v \cdot \nabla E,$$

we deduce

$$\tilde{A} \nabla v \cdot \nabla(E^2) = \tilde{A} \nabla (E v) \cdot \nabla(E) - v^2 \tilde{A} \nabla v \cdot \nabla E.$$

Plugging this equality in (23), we get the identity

$$\int_{\mathcal{D}} \tilde{A} \nabla (E v) \cdot \nabla(E) + \kappa^2 \tilde{\rho} (E v)^2 \, dx = \int_{\mathcal{D}} v^2 \tilde{A} \nabla v \cdot \nabla E \, dx. \quad (24)$$

Since $E$ is constant on $\mathcal{D} \setminus \overline{D}_\delta$, from (24) we obtain

$$\int_{\mathcal{D} \setminus \overline{D}_\delta} \tilde{A} \nabla (E v) \cdot \nabla(E) + \kappa^2 \tilde{\rho} (E v)^2 \, dx \leq \int_{D_\delta} v^2 (\tilde{A} \nabla v \cdot \nabla E - \kappa^2 \tilde{\rho} E^2) \, dx. \quad (25)$$

With our particular choice for $\epsilon$, on $D_\delta$ we can write

$$(\tilde{A} \nabla E \cdot \nabla E - \kappa^2 \tilde{\rho} E^2) \leq \kappa^2 (\epsilon^2 c_1 e^{2\kappa \epsilon \Phi_\delta(x)} - c_2 (e^{\kappa \epsilon \Phi_\delta(x)} - 1)^2) \leq 2 c_2 \kappa^2 e^{\kappa \epsilon \delta}. \quad (26)$$

Using (26) in (25) yields

$$\frac{(e^{\kappa \epsilon \delta} - 1)^2}{2 c_2 \kappa^2 e^{\kappa \epsilon \delta}} \int_{\mathcal{D} \setminus \overline{D}_\delta} \tilde{A} \nabla v \cdot \nabla v + \kappa^2 \tilde{\rho} v^2 \, dx \leq \int_{D_\delta} v^2 \, dx,$$

which leads to (22) for $\kappa$ large enough. \qed
Now, we can use Lemma 3.1 to localize to $\Gamma$ the assumptions made on $A$ and $\rho$.

**Assumption 3.3.** There is a neighbourhood of $\Gamma$, denoted $\mathcal{V}$, such that $\text{Id} - A$ is nonnegative definite on $D \cap \mathcal{V}$. Moreover, there exists a constant $C$ such that there holds $0 < C \leq 1 - \rho$ on $D \cap \mathcal{V}$.

**Assumption 3.4.** There is a neighbourhood of $\Gamma$, denoted $\mathcal{V}$, such that $A - \text{Id}$ is nonnegative definite on $D \cap \mathcal{V}$. Moreover, there exists a constant $C$ such that there holds $0 < C \leq \rho - 1$ on $D \cap \mathcal{V}$.

**Proposition 3.3.** (Penetrable inclusion) – Assume that $A$ and $\rho$ verify Assumption 3.3 or Assumption 3.4. Then the set of non-scattering wavenumbers for Problem (1) is either empty or discrete.

**Proof.** Assume that $A$ and $\rho$ verify Assumption 3.3. Introduce $\delta > 0$ small enough so that the set $D_\delta = \{ x \in D \mid \text{dist}(x, \partial D) < \delta \}$ verifies $D_\delta \subset \mathcal{V}$. If $\alpha = (\alpha_1, \ldots, \alpha_N)^T$ is an element of ker $\mathcal{A}(i\kappa)$ then, according to (18), the field $u_i = \sum_{n=1}^N \alpha_n e^{-\kappa \theta_n x}$ and the associated scattered field $u_s$ must verify

$$0 = \int_{\mathbb{R}^d} A|\nabla u_s|^2 + \kappa^2 \rho u_s^2 dx + \int_D (\text{Id} - A)|\nabla u_s|^2 + \kappa^2 (1 - \rho) u_s^2 dx. \quad (27)$$

The boundedness of $A$, $\rho$ and Lemma 3.1 applied to $u_i$ (with $\tilde{A} = \text{Id}$ and $\tilde{\rho} = 1$) allow to write

$$\int_D (\text{Id} - A)|\nabla u_s|^2 + \kappa^2 (1 - \rho) u_s^2 dx \geq \int_{D_\delta} (\text{Id} - A)|\nabla u_s|^2 + \kappa^2 (1 - \rho) u_s^2 dx - c \int_{D_\delta} |\nabla u_s|^2 + \kappa^2 u_s^2 dx \quad (28)$$

$$\geq \int_{D_\delta} (\text{Id} - A)|\nabla u_s|^2 + \kappa^2 (1 - \rho) u_s^2 dx - \int_{D_\delta} u_s^2 dx ,$$

where $c > 0$ is a constant independent of $\kappa$ and $\alpha$ which may change from one line to another. Plugging (28) in (27) and using that $0 < C \leq 1 - \rho$ on $D_\delta$, we deduce

$$0 \geq c \kappa^2 \int_{D_\delta} u_s^2 dx$$

for $\kappa$ large enough. This implies $u_i = 0$ on $D_\delta$, which is possible if and only if $\alpha$ is the null vector. Therefore, $\mathcal{A}(i\kappa)$ is injective for $\kappa$ large enough and the analyticity of the map $k \mapsto \det \mathcal{A}(k)$ leads to the conclusion of the proposition. The case where $A$ and $\rho$ verify Assumption 3.4 can be treated similarly using Lemma 3.1 applied to $u$ with $A = A$ and $\tilde{\rho} = \rho$.

**Remark 3.3.** As mentioned previously, the technique to prove Proposition 3.3 is directly inspired by what has been done to consider the continuous interior transmission eigenvalue problem. However, in the discrete setting, Assumption 3.3 and Assumption 3.4 may probably be relaxed. Thus, one could imagine that imposing conditions on the physical parameters $A$ and $\rho$ only in some particular regions of $\Gamma$, associated with the directions of the incident waves, is enough to obtain the result of Proposition 3.3. This is obvious when there is only one incident direction. And when there are more and more incident directions, one would retrieve the conditions of Assumption 3.3 and Assumption 3.4. But obtaining such a criterion for a given finite number of incident directions is still an open problem.

### 3.3 Open questions

Around these questions, we can formulate a series of problems we do not know how to solve. Can we prove that the set of non-scattering wavenumbers is discrete or empty when the scattering directions are not equal to the opposite of the incident directions? Can we show that the non-scattering wavenumbers for Problem (6) (resp. (1)) do not accumulate at 0? Can we relax Assumptions 3.1, 3.2, 3.3 and 3.4? Do the non-scattering wavenumbers in this discrete setting (if they exist) converge to the transmission eigenvalues of the continuous framework when the number of incident and scattering directions tend to $+\infty$?
4 Far field invisibility

In this section, we change the point of view. Let us consider \( k > 0 \) a given wavenumber and \( \mathcal{D} \) a given domain. We want to construct an inclusion supported in \( \overline{\mathcal{D}} \) for which the relative scattering matrix \( \mathcal{A}(k) \) defined in (5) is null. We assume that the physical coefficient \( A \) verifies \( A = \text{Id} \) in \( \mathbb{R}^d \) so that the material of the inclusion is characterized only by the real valued parameter \( \rho \). Then, the scattering of the incident field \( u_i = \sum_{n=1}^{N} \alpha_n e^{ikn\theta_n \cdot x} \) is described by the problem

\[
\begin{align*}
-\Delta u &= k^2 \rho u & \text{in} \mathbb{R}^d, \\
u &= u_i + u_s & \text{in} \mathbb{R}^d, \\
\lim_{r \to +\infty} r^{-\frac{d-1}{2}} \left( \frac{\partial u_s}{\partial r} - ik u_s \right) &= 0.
\end{align*}
\]

We search for \( \rho \) under the form \( \rho = 1 + \varepsilon \mu \) where \( \varepsilon > 0 \) is a parameter small with respect to 1 and where \( \mu \in L^\infty(\mathbb{R}^d, \mathbb{R}) \) is a function supported in \( \overline{\mathcal{D}} \). We emphasize that the inclusion we wish to create is a small perturbation of the reference material. This is a key element of the approach we will follow. The technique we will use has been introduced in [33, 34, 36, 37, 12, 35] with the concept of “enforced stability for embedded eigenvalues”. In these works, the authors develop a method for constructing small regular and singular perturbations of a waveguide that preserve the multiplicity of the point spectrum on a given interval of the continuous spectrum. The approach has been adapted in [4] (see also [5] for an application to a water wave problem) to prove the existence of regular perturbations of a waveguide, for which several waves at given frequencies pass through without any distortion or with only a phase shift.

4.1 One incident direction and \( N \) scattering directions

To simplify the presentation of the method, we first assume that there is only one incident direction \( \theta_i \) (i.e. in (29), we take \( u_i = e^{ik\theta_i \cdot x} \) and \( N \) scattering directions \( \theta_1, \ldots, \theta_N \). For a given \( \varepsilon > 0 \), we denote \( u^\varepsilon \) the solution of Problem (29) with \( \rho = 1 + \varepsilon \mu \). We proceed to a formal asymptotic expansion of \( u^\varepsilon \).

This function admits the decomposition \( u^\varepsilon = u_0 + u^\varepsilon \) where \( u_0 \) corresponds to the field scattered by the inclusion. We take the simplest ansatz for a regular perturbation of a partial differential equation [23, 29]

\[
u^\varepsilon = 0 + \varepsilon \hat{u} + \varepsilon^2 \check{u} + \ldots,
\]

where the correction terms \( \hat{u}, \check{u} \) have to be determined and where the dots stand for higher order terms insignificant in our asymptotic analysis. Let us point out that we choose an ansatz for the scattered field which vanishes at the zero order because \( \rho = 1 + \varepsilon \mu \) is a perturbation of order \( \varepsilon \) of the parameter of the reference material (which does not produce any scattered field). Plugging the expression of \( u^\varepsilon \) and the expansion of \( u^\varepsilon \) in (29), we find that \( \hat{u} \) and \( \check{u} \) are uniquely determined as the solutions of the problems

\[
\begin{align*}
\text{Find } u \in H^1_{\text{loc}}(\mathbb{R}^d) & \text{ such that } \\
-\Delta u - k^2 \mu u &= k^2 \mu u_i & \text{in } \mathbb{R}^d, \\
\lim_{r \to +\infty} r^{-\frac{d-1}{2}} \left( \frac{\partial u}{\partial r} - ik u \right) &= 0.
\end{align*}
\]

From (4), we deduce that the far field pattern of \( u^\varepsilon \) in the direction of observation \( \theta_s \), denoted \( u^\varepsilon_{\infty}(\theta_s, \theta_i) \), admits the asymptotic expansion

\[
u^\varepsilon_{\infty}(\theta_s, \theta_i) = 0 + \varepsilon c_d k^2 \int_\mathcal{D} e^{-ik(\theta_i - \theta_s) \cdot x} d\mathcal{D} + \varepsilon^2 c_d k^2 \int_\mathcal{D} \mu \hat{u} e^{-ik\theta_i \cdot x} d\mathcal{D} + \ldots.
\]

Observing (31), we see it is easy to find functions \( \mu \) such that \( u^\varepsilon_{\infty}(\theta_n, \theta_i) \) vanishes at order \( \varepsilon \) for \( n = 1, \ldots, N \). However, this is not sufficient since we want to impose \( u^\varepsilon_{\infty}(\theta_n, \theta_i) = 0 \) (at any order in \( \varepsilon \)). To control the higher order terms in \( \varepsilon^2, \varepsilon^3 \ldots \) whose dependence with respect to \( \mu \) is less simple
than for the first term of the asymptotics, we will use the fixed point theorem. To obtain a fixed point formulation, we look for \( \mu \) under the form

\[
\mu = \mu_0 + \sum_{n=1}^{N} \tau_{1,n} \mu_{1,n} + \sum_{n=1}^{N} \tau_{2,n} \mu_{2,n}. \tag{32}
\]

In this expression, \( \tau_{1,n}, \tau_{2,n} \) are real parameters that we will tune to achieve invisibility in the directions \( \theta_1, \ldots, \theta_N \). We need \( 2N \) real parameters because we want to cancel \( N \) complex coefficients. Moreover, in (32) \( \mu_0, \mu_{1,n}, \mu_{2,n} \) are given real valued functions, supported in \( \mathcal{D} \), verifying

\[
\begin{align*}
\int_{\mathcal{D}} \mu_0 \cos(k(\theta_1 - \theta_{n'}) \cdot x)) \, dx &= 0, & \int_{\mathcal{D}} \mu_0 \sin(k(\theta_1 - \theta_{n'}) \cdot x)) \, dx &= 0, \\
\int_{\mathcal{D}} \mu_{1,n} \cos(k(\theta_1 - \theta_{n'}) \cdot x)) \, dx &= \delta_{nn'}, & \int_{\mathcal{D}} \mu_{1,n} \sin(k(\theta_1 - \theta_{n'}) \cdot x)) \, dx &= 0, \\
\int_{\mathcal{D}} \mu_{2,n} \cos(k(\theta_1 - \theta_{n'}) \cdot x)) \, dx &= 0, & \int_{\mathcal{D}} \mu_{2,n} \sin(k(\theta_1 - \theta_{n'}) \cdot x)) \, dx &= \delta_{nn'}
\end{align*}
\]  

(33)

for all \( n, n' = 1, \ldots, N \). In (33), \( \delta_{nn'} \) denotes the Kronecker delta such that \( \delta_{nn'} = 1 \) if \( n = n' \) and \( \delta_{nn'} = 0 \) else. At this stage, it is important to assume that there holds \( \theta_1 - \theta_{n'} \neq 0 \) for \( n' = 1, \ldots, N \) so that we can indeed find functions \( \mu_{2,n} \) which satisfy the last equation of (33). In §4.4, dedicated to numerical experiments, we will explain how to build explicit functions \( \mu_{1,n}, \mu_{2,n} \) verifying (33). With this particular choice for \( \mu \), plugging (32) in (31) and using (33), we obtain, for \( n = 1, \ldots, N \), the expansion

\[
\begin{align*}
u_{s,\infty}^\varepsilon(\theta_n, \theta_i) &= \varepsilon c_d k^2 (\tau_{1,n} + i\tau_{2,n}) + \varepsilon^2 c_d k^2 (F_{1,n}^\varepsilon(\tau) + iF_{2,n}^\varepsilon(\tau)), \tag{34}
\end{align*}
\]

where \( F_{1,n}^\varepsilon, F_{2,n}^\varepsilon \) denote some functions (whose precise definition can be found in (38)) of \( \varepsilon \) and \( \tau := (\tau_{1,1}, \ldots, \tau_{1,N}, \tau_{2,1}, \ldots, \tau_{2,N})^\top \). Now, to impose \( u_{s,\infty}^\varepsilon(\theta_n, \theta_i) = 0 \) for \( n = 1, \ldots, N \), we see from (34) that we have to solve the problem

\[
\text{Find } \tau \in \mathbb{R}^{2N} \text{ such that } \tau = F^\varepsilon(\tau), \tag{35}
\]

with

\[
F^\varepsilon(\tau) := -\varepsilon (F_{1,1}^\varepsilon(\tau), \ldots, F_{1,N}^\varepsilon(\tau), F_{2,1}^\varepsilon(\tau), \ldots, F_{2,N}^\varepsilon(\tau))^\top. \tag{36}
\]

Lemma 4.1 hereafter ensures that for any given parameter \( \gamma > 0 \), the map \( F^\varepsilon \) is a contraction of \( \mathbb{B}_\gamma := \{ \tau \in \mathbb{R}^{2N} \mid \| \tau \| \leq \gamma \} \) for \( \varepsilon \) small enough. Therefore, the Banach fixed-point theorem guarantees the existence of some \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0; \varepsilon_0] \), Problem (35) has a unique solution in \( \mathbb{B}_\gamma \).

It is important to observe that because of the orthogonality conditions (33), we are sure that the constructed function \( \mu \) defined by (32) verifies \( \mu \neq 0 \) when \( \mu_0 \neq 0 \). As a consequence, we indeed defined a non trivial perturbation of the reference medium, supported in \( \mathcal{D} \), which is such that the far field pattern of the scattered field associated with the incident plane wave \( u_i = e^{ik\theta_i \cdot x} \), vanishes in the directions \( \theta_1, \ldots, \theta_N \).

Let us summarize this result in the following statement.

**Proposition 4.1.** Let \( k > 0 \) be a given wavenumber and \( \mathcal{D} \) refer to a given Lipschitz domain. Consider \( \theta_1, \theta_1, \ldots, \theta_N \) \( N + 1 \) elements of \( \mathbb{S}^{d-1} \) such that \( \theta_n \neq \theta_1 \) for \( n = 1, \ldots, N \). Define the incident plane wave \( u_i := e^{ik\theta_i \cdot x} \). Then, there exists a non trivial parameter \( \rho \), with \( \rho > 1 \) supported in \( \mathcal{D} \), such that the far field pattern of the scattered field defined by (29) vanishes in the directions \( \theta_1, \ldots, \theta_N \).

In the following lemma, we show some properties of the operator \( F^\varepsilon \) that we used in the previous analysis.

**Lemma 4.1.** Let \( \gamma > 0 \) be a given parameter. Then, there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0; \varepsilon_0] \), the map \( F^\varepsilon \) is a contraction of \( \mathbb{B}_\gamma = \{ \tau \in \mathbb{R}^{2N} \mid \| \tau \| \leq \gamma \} \).
Proof. We assume that $\gamma > 0$ is given. Decomposing $u_\varepsilon^s$ as $u_\varepsilon^s = 0 + \varepsilon \hat{u} + \varepsilon^2 \hat{u}_\varepsilon$, where $\hat{u}$ is defined in (30), we obtain that $\hat{u}_\varepsilon$ must be the solution of the problem

$$
\begin{align*}
\Delta \hat{u}_\varepsilon - k^2 \rho \hat{u}_\varepsilon &= k^2 \mu \hat{u} \quad \text{in } \mathbb{R}^d, \\
\lim_{r \to +\infty} r^{\frac{d-1}{2}} \left( \frac{\partial \hat{u}_\varepsilon}{\partial r} - i k \hat{u}_\varepsilon \right) &= 0.
\end{align*}
$$

(37)

Therefore, using (4), we find that the functions $F_{1,n}^\varepsilon, F_{2,n}^\varepsilon$ introduced in (34) verify

$$
F_{1,n}^\varepsilon(\tau) = \Re \left( \int_D \mu (\hat{u} + \varepsilon \hat{u}_\varepsilon) e^{-ik\theta_n \cdot x} \, dx \right) \quad \text{and} \quad F_{2,n}^\varepsilon(\tau) = \Im \left( \int_D \mu (\hat{u} + \varepsilon \hat{u}_\varepsilon) e^{-ik\theta_n \cdot x} \, dx \right).
$$

(38)

General results of perturbations theory for linear operators (see [23, Chap. 7], [21, Chap. 4]) yield, for $\varepsilon$ small enough, the continuity estimate

$$
||\hat{u} - \hat{u}_\varepsilon||_D + ||\hat{u}_\varepsilon - \hat{u}^\varepsilon||_D \leq C |\tau - \tau'|, \quad \forall \tau, \tau' \in \mathbb{B}_\gamma.
$$

(39)

Here, $C > 0$ is a constant (which can change from one line to another) independent of $\varepsilon$ while $\hat{u}', \hat{u}_\varepsilon'$ denote respectively the solutions of (30), (37) with $\tau$ replaced by $\tau'$ in the definition of $\mu$ (32). Using (39) in (38), we deduce $|F_{1,n}^\varepsilon(\tau) - F_{1,n}^\varepsilon(\tau')| + |F_{2,n}^\varepsilon(\tau) - F_{2,n}^\varepsilon(\tau')| \leq C |\tau - \tau'|$. This result and definition (36) then imply

$$
|F^\varepsilon(\tau) - F^\varepsilon(\tau')| \leq C \varepsilon |\tau - \tau'|, \quad \forall \tau, \tau' \in \mathbb{B}_\gamma.
$$

(40)

Taking $\tau' = 0$ in (40) and remarking that $|F^\varepsilon(0)| \leq C \varepsilon$ (use (38) and the conditions (33) imposed on $\mu_0$ to show the latter inequality), we find $|F^\varepsilon(\tau)| \leq C \varepsilon$ for all $\tau \in \mathbb{B}_\gamma$. With (40), this finally allows to conclude that the map $F^\varepsilon$ is a contraction of $\mathbb{B}_\gamma$ for $\varepsilon$ small enough.

Let us denote $\tau^{\text{sol}} \in \mathbb{B}_\gamma$, the unique solution of Problem (35). The end of the previous proof ensures that there exists a constant $c_0 > 0$ independent of $\varepsilon$ such that

$$
|\tau^{\text{sol}}| = |F^\varepsilon(\tau^{\text{sol}})| \leq c_0 \varepsilon, \quad \forall \varepsilon \in (0; \varepsilon_0].
$$

(41)

Estimate (41) tells us that the function $\mu$ is equal to $\mu_0$ at first order.

### 4.2 Backscattering measurements

We come back to the study of the relative scattering matrix $\mathcal{A}(k) \in \mathbb{C}^{N \times N}$ associated with (29). We remind the reader that in the definition of $\mathcal{A}(k)$, we assumed that the scattering directions are $-\theta_1, \ldots, -\theta_N$ where $\theta_1, \ldots, \theta_N$ denote the incident directions. We wish to construct an inclusion of material for which $\mathcal{A}(k) = 0_{N \times N}$. It is well-known (see [16, Theorem 8.8]) that the far field pattern introduced in (2) satisfies the reciprocity relation

$$
u_\infty^s(\theta_s, \theta_1) = u_\infty^s(-\theta_1, -\theta_s), \quad \forall \theta_s, \theta_1 \in S^{d-1}.
$$

From the definition of $\mathcal{A}(k)$ (see (5)) and this property, we deduce that

$$
\mathcal{A}_{mn}(k) = u_\infty^s(-\theta_m, \theta_n) = u_\infty^s(-\theta_n, \theta_m) = \mathcal{A}_{nm}(k).
$$

Therefore, the matrix $\mathcal{A}(k)$ is symmetric and we need to cancel only $N(N + 1)/2$ complex terms. Following the approach of the previous section, we search for $\rho$ under the form $\rho = 1 + \varepsilon \mu$ with

$$
\mu = \mu_0 + \sum_{n=1}^{N} \sum_{m=1}^{n} \tau_{1,m,n} \mu_{1,m,n} + \sum_{n=1}^{N} \sum_{m=1}^{n} \tau_{2,m,n} \mu_{2,m,n}.
$$

(42)
In this expression, \( \tau_{1,m,n} \), \( \tau_{1,m,n} \) denote some real parameters to fix while \( \mu_0, \mu_{1,m,n}, \mu_{2,m,n} \) refer to given real valued functions, supported in \( \mathcal{D} \), verifying

\[
\begin{align*}
\int_{\mathcal{D}} \mu_0 \cos(k(\theta_{n'} + \theta_{m'}) \cdot x)) \, dx &= 0, \\
\int_{\mathcal{D}} \mu_0 \sin(k(\theta_{n'} + \theta_{m'}) \cdot x)) \, dx &= 0, \\
\int_{\mathcal{D}} \mu_{1,m,n} \cos(k(\theta_{n'} + \theta_{m'}) \cdot x)) \, dx &= \begin{cases} 
1 & \text{if } (m,n) = (m',n') \text{ or } (m,n) = (n',m') \\
0 & \text{else}, 
\end{cases} \\
\int_{\mathcal{D}} \mu_{1,m,n} \sin(k(\theta_{n'} + \theta_{m'}) \cdot x)) \, dx &= 0, \\
\int_{\mathcal{D}} \mu_{2,m,n} \cos(k(\theta_{n'} + \theta_{m'}) \cdot x)) \, dx &= 0, \\
\int_{\mathcal{D}} \mu_{2,m,n} \sin(k(\theta_{n'} + \theta_{m'}) \cdot x)) \, dx &= \begin{cases} 
1 & \text{if } (m,n) = (m',n') \text{ or } (m,n) = (n',m') \\
0 & \text{else}.
\end{cases}
\end{align*}
\]

(43)

The existence of such functions \( \mu_0, \mu_{1,m,n}, \mu_{2,m,n} \) can be shown working as in §4.4 provided that the \( N(N+1)/2 \) elements of the family \( \{\theta_{n'} + \theta_{m'}\}_{1 \leq m' \leq n', 1 \leq m \leq N} \) are all non null and all different. With such a \( \mu \), using (4) and working as in (34), we obtain, for \( m,n = 1, \ldots, N \), the expansion

\[
u_{\infty}^s (-\theta_m, \theta_n) = \varepsilon c_d k^2 (\tau_{1,m,n} + i \tau_{2,m,n}) + \varepsilon^2 c_d k^2 (G^s_{1,m,n}(\tau) + i G^s_{2,m,n}(\tau)).
\]

(44)

Here, \( G^s_{1,m,n}, G^s_{2,m,n} \) denote some functions, defined as in (38), of \( \varepsilon \) and \( \tau := (\tau_1, \tau_2) \), where \( \tau_1 = (\tau_{1,m,n})_{N \times N}, \tau_2 = (\tau_{2,m,n})_{N \times N} \). According to (44), to impose \( \nu_{\infty}^s (-\theta_m, \theta_n) = 0 \) for \( m,n = 1, \ldots, N \), it just remains to solve the problem

\[
\text{Find } \tau \in S^N \times S^N \text{ such that } \tau = G^s(\tau),
\]

(45)

where \( S^N \) denotes the space of symmetric matrices. In this expression, the map \( \tau \mapsto G^s \) is defined via

\[
G^s(\tau) := -\varepsilon (G^s_1(\tau), G^s_2(\tau)),
\]

(46)

where \( G^s_1(\tau), G^s_2(\tau) \) stand for the \( N \times N \) symmetric matrices made of the terms \( G^s_{1,m,n}(\tau), G^s_{1,m,n}(\tau) \) respectively. A simple adaptation of the proof of Lemma 4.1 allows to demonstrate that for any \( \gamma > 0 \), there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0; \varepsilon_0] \), the map \( G^s \) is a contraction of \( \{\tau \in S^N \times S^N \mid \|\tau\| \leq \gamma\} \).

This final result leads to the following statement.

**Proposition 4.2.** Let \( k > 0 \) be a given wavenumber and \( \mathcal{D} \) refer to a given Lipschitz domain. Consider \( \theta_1, \ldots, \theta_N \) \( N \) vectors of \( \mathbb{S}^{d-1} \) such that the \( N(N+1)/2 \) elements of the family \( \{\theta_{n'} + \theta_{m'}\}_{1 \leq m' \leq n', 1 \leq m \leq N} \) are all non null and all different. Then, there exists a non trivial parameter \( \rho \), with \( \rho - 1 \) supported in \( \mathcal{D} \), such that the relative scattering matrix \( \mathcal{A}(k) \) associated with (29) verifies \( \mathcal{A}(k) = 0 \). As a consequence, for such inclusions, for any incident field combination of the plane waves \( e^{ik\theta_1 \cdot x}, \ldots, e^{ik\theta_N \cdot x} \), the far field pattern of the scattered field vanishes in the directions \( -\theta_1, \ldots, -\theta_N \).

**Remark 4.1.** In dimension two, the assumptions of this proposition can be slightly simplified. Indeed, we can see that if \( \theta_1, \ldots, \theta_N \) denote \( N \) vectors of \( \mathbb{S}^1 \), then the elements of the family \( \{\theta_{n'} + \theta_{m'}\}_{1 \leq m' \leq n', 1 \leq m \leq N} \) are all different as soon as they are all non null.

**Remark 4.2.** We have focused our attention only on the case where the propagation of acoustic waves is governed by the equation \( \Delta u + k^2 \rho u = 0 \). Let us mention that we can play similarly with the coefficients \( A \) or \( (A, \rho) \) to obtain the same kind of results when the acoustic field verifies \( \text{div}(A \nabla u) + k^2 u = 0 \) or \( \text{div}(A \nabla u) + k^2 \rho u = 0 \).
4.3 The case of the scattering direction coinciding with the incident direction

In the previous constructions (see e.g. (33)), we needed to assume that there holds \( \theta_s \neq \theta_i \) to control, in the imaginary part of \( u^\infty(\theta_s, \theta_i) \), the terms of orders \( \varepsilon^2, \varepsilon^3, \ldots \) by the term of order \( \varepsilon \). When \( \theta_s = \theta_i \), (see Figure 1), the approach we proposed cannot be implemented. To cope with this problem, one could consider a complex valued parameter \( \rho \) or an anisotropic material characterized by some matrix valued coefficient \( A \). But imagine that we want to use non dissipative isotropic materials with \( A = \text{Id} \) only. For a given wavenumber \( k > 0 \), can we find a real valued parameter \( \rho \) for the inclusion \( \mathcal{D} \) such that the far field pattern associated with the incident plane wave \( u_i := e^{ik\theta_i \cdot x} \), vanishes in the direction \( \theta_i \)? In the sequel, we shall assume there is only one scattering direction (\( N = 1 \)).

![Figure 1: Scattering problem with \( \theta_s = \theta_i \).](image)

According to (4), we know that the far field pattern in the direction \( \theta_s \) of the scattered field solution of the problem

\[
\begin{align*}
-\Delta u & = k^2 \rho u & \text{in } \mathbb{R}^d, \\
u & = u_i + u_s & \text{in } \mathbb{R}^d, \\
\lim_{r \to +\infty} r^{d-2} \left( \frac{\partial u_s}{\partial r} - iku_s \right) & = 0,
\end{align*}
\]

is given by

\[
u^\infty(\theta_s, \theta_i) = c_d k^2 \int_{\mathcal{D}} (\rho - 1) u e^{-ik\theta_i \cdot x} \, dx.
\]

When \( \theta_s = \theta_i \), we find, using the relation \(-\Delta u_s - k^2 \rho u_s = k^2 (\rho - 1) u_i \),

\[
u^\infty(\theta_i, \theta_i) = c_d k^2 \int_{\mathcal{D}} (\rho - 1) (u_i + u_s) \, dx
\]

\[
= c_d k^2 \int_{\mathcal{D}} (\rho - 1) |u_i|^2 \, dx - c_d \int_{\mathcal{D}} u_s \Delta u_s + k^2 \rho u_s \, dx
\]

\[
= c_d k^2 \int_{\mathcal{D}} (\rho - 1) |u_i|^2 \, dx + c_d \int_{\mathcal{D}} |\nabla u_s|^2 - k^2 |u_s|^2 \, dx + c_d \int_{\partial \mathcal{D}} \frac{\partial u_s}{\partial \nu} \, d\mathbf{S}.
\]

Let us work on the last term of the right hand side of the previous equation as in the proof of [16, Theorem 2.5]. We take \( R \) large enough such that \( \mathcal{D} \) is contained in the ball \( B_R := \{ x \in \mathbb{R}^d \mid |x| < R \} \) and apply Green formula in \( B_R \setminus \mathcal{D} \) to obtain

\[
\langle \frac{\partial u_s}{\partial \nu}, u_s \rangle_{\mathcal{D}} = -\langle \frac{\partial u_s}{\partial \nu}, u_s \rangle_{\partial B_R} + \int_{B_R \setminus \mathcal{D}} |\nabla u_s|^2 - k^2 |u_s|^2 \, dx.
\]

On \( \partial B_R \), \( \nu \) refers to the unit outward normal to \( B_R \). But \( u_s \) satisfy the radiation condition of (47) and admits the decomposition (2). Therefore, there holds

\[
\forall m \in \mathbb{R}, \quad \Re \langle \frac{\partial u_s}{\partial \nu}, u_s \rangle_{\mathcal{D}} = k \int_{\mathbb{S}^{d-1}} |u^\infty(\theta, \theta_i)|^2 \, d\theta.
\]

Using (50) in (49), we conclude

\[
\Re \langle \frac{c_d^{-1} u^\infty(\theta_i, \theta_i)}, u_s \rangle = k \int_{\mathbb{S}^{d-1}} |u^\infty(\theta, \theta_i)|^2 \, d\theta.
\]

According to the Rellich’s lemma (see, e.g., [8, Theorem 4.1] in dimension 2 and [16, Theorem 2.14] in dimension 3), this proves the

**Proposition 4.3.** Let \( u_s \) refer to the scattered field, defined by Problem (47), associated with the incident plane wave \( u_i := e^{i k \theta_i \cdot x} \). Then the far field pattern of \( u_s \) vanishes in the direction \( \theta_i \) if and only if there holds \( u_s = 0 \) in \( \mathbb{R}^d \setminus \mathcal{D} \).
This shows that it is much more complicated to impose far field invisibility in the direction \( \theta_i \) than in other directions. In particular, if \( k > 0 \) and \( \rho \) are such that the the far field pattern of \( u_s \) vanishes in the direction \( \theta_i \), according to Proposition 4.3, we must have \( u_s = u - u_i = 0 \) and \( \partial_\nu u_s = \partial_\nu (u - u_i) = 0 \) on \( \Gamma \). This implies that the pair \((u, u_i) = (u_i + u_s, u_i)\) verify

\[
\begin{align*}
\Delta u + k^2 \rho u &= 0 \quad \text{in } \mathcal{D}, \\
\Delta u_i + k^2 u_i &= 0 \quad \text{in } \mathcal{D}, \\
u - u_i &= 0 \quad \text{on } \Gamma, \\
\partial_\nu (u - u_i) &= 0 \quad \text{on } \Gamma.
\end{align*}
\]

This is nothing else than a transmission eigenvalue problem with a strong hypothesis on \( u_i \). Compared to the classical transmission eigenvalue problem where the restriction of the incident field to \( \mathcal{D} \) belongs to \( L^2(\mathcal{D}) \), here we additionally impose \( u_i = e^{ik\theta_i \cdot x} \). As a consequence, for a given \( \rho \) which verifies \( 0 < c \leq \rho \leq C < 1 \) in a neighbourhood of \( \Gamma \) or \( 1 < c \leq \rho \) in a neighbourhood of \( \Gamma \), we know according to [43] (see also [27, 41] in the case of a smooth \( \rho \)) that the set of wavenumbers for which (51) has a non trivial solution is either empty or discrete. However, we cannot use the results of existence of transmission eigenvalues (see [39, 9]) to conclude to the existence of non trivial solutions to (51) because here, we impose a very restrictive condition for \( u_i \). More interesting for our configuration are the recent results of [1, 38, 20]. In these articles, situations where the support of \( \rho - 1 \) has corners or edges are considered. In this context, the authors provide sufficient criteria on \( \rho \) which ensure that all non trivial incident Herglotz functions (i.e. all non trivial generalized combinations of plane waves), for all wavenumbers \( k > 0 \), produce non trivial scattered field. For such coefficients \( \rho \), the only solution of (51) is null. For more general \( \rho \), for example such that the support of \( \rho - 1 \) is smooth, even assuming \( u_i = e^{ik\theta_i \cdot x} \), we do not know any result showing that (51) has only the trivial solution. Nevertheless, in any case, and this is the important message of this discussion, it seems particularly delicate to impose far field invisibility in the direction \( \theta_i \).

### 4.4 Numerical experiments

We want to implement numerically the approach developed in §4.1. For a given wavenumber \( k > 0 \), we consider the 2D scattering problem

\[
\begin{align*}
\text{Find } u &\in H^1_{\text{loc}}(\mathbb{R}^2) \text{ such that } \\
-\Delta u &= k^2 \rho u \quad \text{in } \mathbb{R}^2, \\
u &= u_i + u_s \quad \text{in } \mathbb{R}^2, \\
\lim_{r \to +\infty} \sqrt{r} \left( \frac{\partial u_s}{\partial r} - iku_s \right) &= 0,
\end{align*}
\]

with \( u_i = e^{ik\theta_i \cdot x} \) (one incident direction \( \theta_i = (\cos(\psi_i), \sin(\psi_i)) \)). Our goal is to build \( \rho \) such that the far field pattern of \( u_s \) vanishes in the three scattering directions \( \theta_1 = (\cos(\psi_1), \sin(\psi_1)) \), \( \theta_2 = (\cos(\psi_2), \sin(\psi_2)) \) and \( \theta_3 = (\cos(\psi_3), \sin(\psi_3)) \). In other words, we take \( N = 3 \). Consider \( \mathcal{D} \) a given Lipschitz domain. Following (32), we search for \( \rho \) of the form \( \rho = 1 + \varepsilon \mu \), where \( \mu \) is a function supported in \( \overline{\mathcal{D}} \) such that

\[
\mu = \mu_0 + \sum_{n=1}^3 \tau_{1,n} \mu_{1,n} + \sum_{n=1}^3 \tau_{2,n} \mu_{2,n}.
\]

To define functions \( \mu_{1,n}, \mu_{2,n} \) that satisfy the conditions of (33), we start by computing the matrix

\[
\mathbb{B} = \begin{pmatrix}
\mathbb{B}^{11} & \mathbb{B}^{12} \\
\mathbb{B}^{21} & \mathbb{B}^{22}
\end{pmatrix}
\]
where $\mathbb{B}^{21} = (\mathbb{B}^{12})^\top$ and
\[
\begin{align*}
\mathbb{B}^{11} &= (\mathbb{B}_{n,n'})_{3 \times 3}^{11} & \mathbb{B}^{11}_{n,n'} &= \int_D \cos(k(\theta_1 - \theta_n) \cdot x) \cos(k(\theta_1 - \theta_{n'}) \cdot x) \, dx \\
\mathbb{B}^{12} &= (\mathbb{B}_{n,n'})_{3 \times 3}^{12} & \mathbb{B}^{12}_{n,n'} &= \int_D \sin(k(\theta_1 - \theta_n) \cdot x) \cos(k(\theta_1 - \theta_{n'}) \cdot x) \, dx \\
\mathbb{B}^{22} &= (\mathbb{B}_{n,n'})_{3 \times 3}^{22} & \mathbb{B}^{22}_{n,n'} &= \int_D \sin(k(\theta_1 - \theta_n) \cdot x) \sin(k(\theta_1 - \theta_{n'}) \cdot x) \, dx.
\end{align*}
\]
Observe that $\{\cos(k(\theta_1 - \theta_n) \cdot x)), \ldots, \cos(k(\theta_1 - \theta_{3}) \cdot x)), \sin(k(\theta_1 - \theta_n) \cdot x)), \ldots, \sin(k(\theta_1 - \theta_{3}) \cdot x))\}$ is a family of linearly independent functions on $D$ (when there is no $\theta_i = \theta_n$ for $n = 1, \ldots, 3$), we can prove that $B$ is invertible. We denote $\mathbb{D}$ its inverse. Finally, we take
\[
\begin{align*}
\mu_{1,n} &= \sum_{n'=1}^{3} \mathbb{D}_{n',n} \cos(k(\theta_1 - \theta_{n'}) \cdot x) + \sum_{n'=1}^{3} \mathbb{D}_{3+n',n} \sin(k(\theta_1 - \theta_{n'}) \cdot x) \\
\mu_{2,n} &= \sum_{n'=1}^{3} \mathbb{D}_{n',3+n} \cos(k(\theta_1 - \theta_{n'}) \cdot x) + \sum_{n'=1}^{3} \mathbb{D}_{3+n',3+n} \sin(k(\theta_1 - \theta_{n'}) \cdot x).
\end{align*}
\]
Then, we construct a $\mu_0$ that verifies the six orthogonality conditions of (33) taking
\[
\mu_0 = \mu_0^\# - \sum_{n=1}^{3} \int_D \mu_{1,n} \mu_0^\# \, dx \mu_{1,n} - \sum_{n=1}^{3} \int_D \mu_{2,n} \mu_0^\# \, dx \mu_{2,n}
\]
where $\mu_0^\#$ is an arbitrary function such that $\mu_0^\# \notin \text{span}\{\mu_{1,1}, \ldots, \mu_{1,3}, \mu_{2,1}, \ldots, \mu_{2,3}\}$. Here, we choose $\mu_0^\#$ such that $\mu_0^\#(x) = 1 + x + y$.

For the numerical experiments, we take $\psi_1 = 0^\circ$, $\psi_1 = 90^\circ$, $\psi_2 = 180^\circ$ (backscattering direction), $\psi_3 = 225^\circ$ and $D = B_1$ (so that the inclusion is contained in the unit disk). The wavenumber $k$ is set to $k = 4$. Now, we describe the procedure to solve the fixed point problem (35) by induction.

We denote $\tau^j = (\tau_{1,1}^j, \ldots, \tau_{1,3}^j, \tau_{2,1}^j, \ldots, \tau_{2,3}^j)^\top$ (resp. $\mu^j$) the value of $\tau = (\tau_{1,1}, \ldots, \tau_{1,3}, \tau_{2,1}, \ldots, \tau_{2,3})^\top$ (resp. $\mu$) at iteration $j \geq 0$ (we remind the reader that $\tau_{1,n}, \tau_{2,n}$ are the parameters appearing in (53)). Using formulas (34), (35), for $j \geq 0$, $n = 1, \ldots, 3$, we define
\[
\begin{align*}
\tau_{1,n}^{j+1} &= \tau_{1,n}^j - \text{Re} \left( \varepsilon cd k^2)^{-1} u_\varepsilon^{j+\infty}(\theta_n, \theta_i) \right) \\
\tau_{2,n}^{j+1} &= \tau_{2,n}^j - \text{Im} \left( \varepsilon cd k^2)^{-1} u_\varepsilon^{j+\infty}(\theta_n, \theta_i) \right).
\end{align*}
\]
In the above definition, $u_\varepsilon^{j+\infty}(\theta_n, \theta_i)$ denotes the far field pattern in the direction $\theta_n$ of the function $u_\varepsilon^{j}$ satisfying the problem
\[
\begin{align*}
\text{Find } u_\varepsilon^{j} \in H^1_{\text{loc}}(\mathbb{R}^2) \text{ such that } \\
-\Delta u_\varepsilon^{j} - k^2(1 + \varepsilon \mu^j) u_\varepsilon^{j} = k^2 \varepsilon \mu^j u_i \quad \text{in } \mathbb{R}^2, \\
\lim_{r \to +\infty} \sqrt{r} \left( \frac{\partial u_\varepsilon^{j}}{\partial r} - i k u_\varepsilon^{j} \right) = 0.
\end{align*}
\]
According to formula (48), we know that
\[
\begin{align*}
u^j \infty(\theta_n, \theta_i) = c_d k^2 \int_D \varepsilon \mu^j (u_i + u_\varepsilon^{j}) e^{-ik\theta_n} \, dx.
\end{align*}
\]
We approximate the solution of Problem (56) with a P2 finite element method set on the ball $B_8$ (8 is the radius). On $\partial B_8$, a truncated Dirichlet-to-Neumann map with 13 harmonics serves as a transparent boundary condition. We choose $\tau^0 = (0, \ldots, 0)$. For the simulations of Figures 2–5, we stop the procedure when $\sum_{n=1}^{3} (\tau_{1,n}^{j+\infty} - \tau_{1,n}^j) + (\tau_{2,n}^{j+\infty} - \tau_{2,n}^j) \leq 10^{-13}$ (corresponding to 37 iterations) and we take $\varepsilon = 0.15$. To obtain the results of Figures 6–7, we perform 10 iterations and we try several values of $\varepsilon$. For the computations, we use the FreeFem++$^3$ software while we display the results with Matlab$^4$ and Paraview$^5$.

---

Figure 2: Coefficient $\rho$. Interestingly, the fixed point procedure converges though the coefficient $\rho$ is not a very small perturbation of the parameter (uniformly equal to one) of the reference medium. The domain represented here is equal to $B_8$ and the inclusion $\mathcal{D}$ is located in $B_1$.

Figure 3: Restriction of the coefficient $\rho$ to $\mathcal{D}$. In this particular case, with our choice for the functions defining $\mu$, we have $\rho|_\mathcal{D} \in C^\infty(\mathcal{D})$. The domain represented here is $B_1$.

Figure 4: Absolute value of the approximation of the scattered field $u^s_\varepsilon$ at the end of the fixed point procedure in logarithmic scale. As desired, we see it is very small far from $\mathcal{D}$ in the directions corresponding to the angles $90^\circ$, $180^\circ$ and $225^\circ$. The domain represented here is equal to $B_8$ and the inclusion $\mathcal{D}$ is located in $B_1$. 
Figure 5: The dashed curve represents the approximated far field pattern at iteration 0 (taking $\rho = 1 + \varepsilon \mu^0 = 1 + \varepsilon \mu_0$). The solid curve corresponds to the approximated far field pattern computed for the parameter $\rho$ obtained at the end of the fixed point procedure. The dotted lines indicate the directions where we want $u_\infty^\varepsilon$ to vanish. From these results, and in accordance with estimate (41), we infer that the term $\mu_0$ in the expression of $\mu$ (see (53)) determines the shape of $u_\infty^\varepsilon$. But, we also notice that the fixed point procedure allows to correct significantly $u_\infty^\varepsilon$ in the directions $\theta_1$, $\theta_2$ and $\theta_3$. 
Figure 6: Curves \( \ln \sum_{n=1}^{3} |u_{\varepsilon j}^{n}(\theta_n, \theta_i)| \) (see the definition of the term \( u_{\varepsilon j}^{n}(\theta_n, \theta_i) \) in (57)) with respect to the number of iterations \( j \) for several values of \( \varepsilon \). According to (55) and (40), we know that there holds \( \ln \sum_{n=1}^{3} |u_{\varepsilon j}^{n}(\theta_n, \theta_i)| \leq j \ln \varepsilon + C \), where \( C \) is a constant independent of \( \varepsilon \). The results we obtain are in agreement with this estimate. This shows that the convergence of the fixed point procedure gets quicker as \( \varepsilon \) goes to zero. But in this case, the perturbation of the reference medium becomes smaller and smaller, as indicated by the results of Figure 7.

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( \min \rho )</th>
<th>( \max \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.818267</td>
<td>1.61006</td>
</tr>
<tr>
<td>0.2</td>
<td>0.870935</td>
<td>1.49338</td>
</tr>
<tr>
<td>0.15</td>
<td>0.915802</td>
<td>1.37484</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9436</td>
<td>1.25374</td>
</tr>
<tr>
<td>0.05</td>
<td>0.968809</td>
<td>1.1291</td>
</tr>
</tbody>
</table>

Figure 7: Minima and maxima of the parameter \( \rho \) obtained after 10 iterations for several values of \( \varepsilon \).
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