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A framework for the event-triggered stabilization of
nonlinear systems

Romain Postoyan, Paulo Tabuada,Senior Member, IEEE,Dragan Nešić,Fellow, IEEE,and A. Anta

Abstract—Event-triggered control consists of closing the feed-
back loop whenever a predefined state-dependent criterion is
satisfied. This paradigm is especially well suited for embedded
systems and networked control systems since it is able to reduce
the amount of communication and computation resources needed
for control, compared to the traditional periodic implementation.
In this paper, we propose a framework for the event-triggered
stabilization of nonlinear systems using hybrid systems tools,
that is general enough to encompass most of the existing event-
triggered control techniques, which we revisit and generalize.
We also derive two new event-triggering conditions which may
further enlarge the inter-event times compared to the available
policies in the literature as illustrated by two physical examples.
These novel techniques exemplify the relevance of introducing
additional variables for the design of the triggering law. The
proposed approach as well as the new event-triggering strategies
are flexible and we believe that they can be used to address other
event-based control problems.

Index Terms—Event-triggered control, hybrid systems,
sampled-data, networked control systems, nonlinear systems.

I. I NTRODUCTION

Today’s control systems are frequently implemented over
networks since these offer many advantages in terms of
flexibility and cost. In this setup, the controllers communicate
with the sensors and the actuators through the network, not in
a continuous fashion but rather at discrete time instants when
the channel is available for the control system. Traditionally,
the time interval between two successive transmissions is
constrained to be less than a fixed constantT , which is
called themaximum allowable transmission interval(MATI)
(see, e.g., [17], [19], [32]). In order to achieve a desired
performance,T is generally chosen assmall as technology
and network load permit. This strategy, although easy to
implement, represents a conservative solution that may un-
necessarily overload the communication channel. Indeed, one
would expect that the transmission instants should not satisfy

R. Postoyan is with the Université de Lorraine, CRAN,
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a prefixed bound but rather be based on the current state of the
system, the channel occupancy and the desired performance.
Drawing intuition from this idea, event-triggered controlhas
been developed to reduce the need for communication while
guaranteeing satisfactory levels of performance. It involves
closing the loop whenever a predefined state-dependent trig-
gering condition is satisfied,e.g., [1], [2], [3], [11], [28],
[34]. This technique reduces the usage of the communication
bandwidth and of the CPU and provides a high degree of
robustness since the state is continuously monitored.

In this paper, we propose a framework for the event-
triggered stabilization of nonlinear systems using hybridsys-
tems tools, and we use it to develop new event-triggering
schemes and to revisit and generalize the techniques in [13],
[16], [20], [28], [34]. We model event-triggered control nonlin-
ear systems as hybrid systems using the formalism of [8] (see
also [5], [6] where linear systems are considered). We show
that set stability conveniently describes the desired stability
properties of these systems. This property is established using
a novel Lyapunov theorem which extends the results in [8] to
the case where the Lyapunov function is locally Lipschitz (and
not necessarily continuously differentiable), which is essential
in event-triggered control where Lyapunov functions are often
given by the maximum of continuously differentiable functions
(which are locally Lipschitz), as we show. In addition, the
Lyapunov theorem relies on a different condition on the flow
set which weakens the corresponding one in Theorem 3.18
in [8]. We provide sufficient conditions for guaranteeing the
existence of a uniform minimum amount of time between
control updates. Although this is not necessary to guarantee
stability, this is crucial in practice as the communication
hardware cannot generate transmissions which are arbitrarily
close in time. We also explain how to redesign the triggering
condition to enforce the existence of such a minimum amount
of time between two transmissions when the aforementioned
conditions are not met because of the behaviour of the so-
lutions near the attractor. Similar results have been derived
in different contexts and for specific classes of systems and
triggering conditions in [5], [29].

The proposed approach is flexible and offers the possibility
to introduce additional variables to construct the triggering
condition. We emphasize the potential of these extra variables
through two new strategies which may further reduce the
usage of the communication resources compared to existing
techniques. In the first strategy, we use a threshold variable to
close the loop, which allows generating longer transmission
intervals than in [28], [34] as illustrated on a jet engine
compressor example. This technique is especially well-suited
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for real-time scheduling as we can tune the threshold dynamics
according to the available resources. The second strategy
is inspired by [19] where a time-triggered implementation
is studied. The idea here is to make the dynamics of the
clock variable used in [19] state-dependent in order to adapt
transmissions to the system state. This strategy is compared
with [28] on a van der Pol oscillator. We also show that the
approach is general enough to capture many of the event-
triggering laws available in the literature [13], [16], [20], [28],
[34]. By doing so, we revisit and generalize these techniques
by relaxing the conditions on which they rely and by allowing
general holding functions. Indeed, the results of the paper
not only apply to zero-order-holds but to various holding
functions such as the model-based one proposed in [15] for
linear systems. In addition, the proposed new techniques can
be used as starting points to address other event-based control
problems, such as the stabilization of systems with distributed
sensors and actuators ([24]), or the coordination of cyber-
physical systems for instance ([21]). Note that a related study
has been independently proposed in [26] where strategies
similar to those in [6] and [31] are investigated. Contrary to
[26], we ensure the existence of a uniform inter-execution
time for all our strategies, which is essential in practice
as explained above; furthermore we develop different event-
triggering policies and we revisit existing techniques.

The remainder of the paper is organized as follows.
Preliminaries are stated in SectionII . Event-triggered control
systems are modeled as hybrid systems in SectionIII . The
analytical tools used to prove stability as well as the existence
of a minimum amount of time between any two transmissions
are stated in SectionIV. In Section V, we propose new
triggering rules and we show how several existing event-
triggering policies can be addressed with the proposed
approach. The event-triggering techniques are compared
on illustrative examples in SectionVI and conclusions are
proposed in SectionVII . The proofs are given in the Appendix.

II. PRELIMINARIES

Let R := (−∞,∞), R≥0 := [0,∞), R>0 := (0,∞),
Z≥0 := {0, 1, 2, . . .}, Z>0 := {1, 2, . . .}. A function γ :
R≥0 → R≥0 is of classK if it is continuous, zero at zero and
strictly increasing, and it is of classK∞ if in addition it is
unbounded. The notationI denotes the identity mapping from
R≥0 to R≥0. Let (x, y) ∈ R

n+m, (x, y) stand for[xT, yT]T.
The distance of a vectorx to a setA ⊂ R

n is denoted by
|x|A := inf{|x− y| : y ∈ A}.

The notationf−1(M) for a function f : R
n → R

m

and a setM ⊂ R
m stands for{x : f(x) ∈ M}. When

f : R
n → R, f−1

≤ (m) := {x : f(x) ≤ m} and
f−1
≥ (m) := {x : f(x) ≥ m} for m ∈ R. The notation
| · | stands for the Euclidean norm. We useU◦(x; v) to
denote the generalized directional derivative of Clarke ofa
locally Lipschitz functionU at x in the direction v, i.e.
U◦(x; v) := lim suph→0+, y→x(U(y + hv)− U(y))/h, which
reduces to the standard directional derivative〈∇U(x), v〉 when
U is continuously differentiable; see [4] for more detail. We

will use the following result which corresponds to Proposition
1.1 in [18].

Lemma 1:Consider two continuously differentiable func-
tions U1 : R

n → R and U2 : R
n → R. Let A :=

{x : U1(x) > U2(x)}, B := {x : U1(x) < U2(x)} and
Γ := {x : U1(x) = U2(x)}. For anyv ∈ R

n, the functionU :
x 7→ max{U1(x), U2(x)} satisfiesU◦(x; v) = 〈∇U1(x), v〉
for all x ∈ A, U◦(x; v) = 〈∇U2(x), v〉 for all x ∈ B, and
U◦(x; v) = max{〈∇U1(x), v〉 , 〈∇U2(x), v〉} for all x ∈ Γ.
�

The lemma below will be useful for lower bounding
Lyapunov functions. Its proof follows from the fact that
α(s1 + s2) ≤ α(2s1) + α(2s2) for anyα ∈ K∞, s1, s2 ≥ 0.

Lemma 2:For any α1, α2 ∈ K∞, α1(s1) + α2(s2) ≥
α(s1 + s2) for any s1, s2 ≥ 0 where α : s 7→
min{α1(s/2), α2(s/2)} ∈ K∞. �

The following technical lemma is an extension of Lemma
4.3 in [12], which is convenient when designing Lyapunov
functions to investigate set stability.

Lemma 3:Let O ⊆ R
n and A ⊂ O be non-empty and

compact sets and letV : O → R≥0 be a continuous function
which is equal to zero only onA. There existα1, α2 ∈ K∞

such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ O. (1)

WhenO is non-empty, closed and unbounded andV tends to
infinity as |x|A → ∞, (1) holds. �

We recall the definition of the tangent cone to a set at a
given point and state a useful lemma.

Definition 1: [8] The tangent cone to a setS ⊂ R
n at a

pointx ∈ R
n, denotedTS(x), is the set of all vectorsw ∈ R

n

for which there existxi ∈ S, τi > 0 with xi → x, τi → 0 as
i→ ∞ such thatw = limi→∞(xi − x)/τi. �

Lemma 4:Let f : R
n → R

n be continuous,C = {q :
V (x) ≥ W (x)} and D = {q : V (x) ≤ W (x)} for
some continuously differentiable functionsV and W from
R

n to R. For anyx ∈ C ∩ D, f(x) ∈ TC(x) implies that
〈∇V (x), f(x)〉 ≥ 〈∇W (x), f(x)〉. �

III. SYSTEM MODELS

We will write event-triggered control systems as hybrid
systems using the formalism of [8], like in [5], [6], [26]. Thus,
we consider systems of the form

q̇ = F (q) for q ∈ C, q+ = G(q) for q ∈ D, (2)

whereq ∈ R
nq is the state andnq ∈ Z>0. The setsC ⊂ R

nq

andD ⊂ R
nq are closed and respectively denote the flow and

the jump sets. The vector fieldsF andG are assumed to be
continuous onC andD, respectively. The continuity ofF and
G together with the closedness of the setsC andD ensure
that the system is ‘well-posed’, see Chapter 6 in [8].

In event-triggered control, the transmissions occur whenever
a state-dependent criterion is satisfied. The hybrid model
(2) is well-equipped to describe these systems. Indeed, a
transmission can be modeled as a jump of (2) that occurs
whenever the event-triggering condition is violated, which
corresponds to the fact that the state of system (2) enters in
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the jump setD. When q ∈ C, the system flows and, when
q ∈ C ∩D, the system can either jump or flow, the latter only
if flowing keepsq in C.

In this paper, the model (2) is obtained by following an
emulation-like approach (see,e.g., [17], [19], [28], [32]), i.e.
a controller is first assumed to be designed without considering
the resource limitations, afterwards, we take into accountthe
effects induced by the latter and we derive an appropriate
event-triggering condition to ensure stability for the obtained
system.

Suppose that there is no resource constraints and consider
the plant

ẋp = fp(xp, u), (3)

where xp ∈ R
np is the plant state andu ∈ R

nu is the
control input, for which a stabilizing dynamic state-feedback
controller is designed

ẋc = fc(xc, xp), u = gc(xc, xp), (4)

wherexc ∈ R
nc is the controller state. Note that when the

controller is static, (4) reduces tou = gc(xp). We now take
into account the digital nature of the communication medium.
At each transmission instant1, the controller receives the plant
measurements, updates its knowledge of it, sends the control
input and the actuators update the signal sent to the plant. As
a consequence, the plant and the controller no longer have
access tou andxp, respectively. Instead, they only know the
corresponding sampled versions,i.e. û andx̂p, which are reset
to the actual values ofu andxp at each transmission instant,
i.e.

x̂+p = xp, û+ = u. (5)

Between two transmissions,û and x̂p are generated by given
holding functions which are respectively implemented at the
actuators and at the controller

˙̂xp = f̂p(xp, xc, x̂p, û), ˙̂u = f̂u(xp, xc, x̂p, û). (6)

The use of zero-order-hold devices lead tof̂p = 0 and f̂u =
0. This formulation also allows to consider the model-based
technique in [15], as we show in SectionV-C. We allow f̂p
andf̂u to depend onxp, xc, x̂p, û for the sake of generality to
capture the cases where they depend on a part of these vector
variables. We introduce the sampling-induced error to model
the impact of the sampling

e :=

(
x̂p − xp
û− u

)
(7)

which is reset to0 at each jump in view of (5). We assume that
the dynamics of the controller (4) is sufficiently fast compared
to the transmissions rate so that we can ignore its sampling due
to its implementation on a digital platform (as in [19], [32] for
instance). To define the event-triggering law, we may introduce
auxiliary variables which we denote by a single vector variable
η ∈ R

nη . Indeed, it is common in the hybrid literature to
use additional variables like clocks to ensure or analyze the

1We suppose that this process occurs in a synchronized mannerand we
ignore the effects of the induced delays, noting that they may be analyzed by
following similar lines as in [28].

stability, see [8]. We will see for instance in SectionV-E that
we need to introduce a threshold variable to revisit the workin
[34]. The η-system has for dynamicṡη = h(x, e, η) between
two successive transmission instants andη+ = ℓ(x, e, η) at
each transmission instant whereh and ℓ are designed by the
user.

In that way, we obtain system (2) with

q =



x
e
η


 F (q) =




f(x, e)
g(x, e)
h(x, e, η)


 G(q) =




x
0

ℓ(x, e, η)




(8)
wherex = (xp, xc), F andG are assumed to be continuous and

f(x, e) =
(
fp(xp, gc(xc, xp + exp

) + eu), fc(xc, xp + exp
)
)

,

g(x, e) =
(
f̂p(xp, xc, xp + exp

, gc(xc, xp + exp
) + eu) −

fp(xp, gc(xc, xp+exp
)+eu), f̂u(xp, xc, xp+exp

, gc(xc, xp+

exp
) + eu)−

∂gc
∂xc

(xc, xp + exp
)fc(xc, xp + exp

)
)

with exp
=

x̂p − xp andeu = û− u.
The main problem in event-triggered control is to define

the triggering condition,i.e. the flow and jump setsC andD
in (2), (and the dynamics ofη if needed) in order to reduce
the resource usage,i.e. the amount of jumps, while ensuring
asymptotic stability properties together with the existence of
a uniform minimum inter-execution time.

Remark 1:The assumptions allow for triggering rules that
depend both onx ande. However, the specific choice of trig-
gering rule needs to be done according to the implementation
scenario. In the case of dynamic controllers, a triggering rule
depending onxc requires continuous communication between
the sensors and the controller. This is difficult to achieve in
practice since sensors do not have, in general, access to the
state of the controller. We have chosen to present the problem
in a general setting because it allows to recover as particular
cases the stabilization using a static controller (as in [13], [16],
[20], [28], [34] for example) and the cases where only the
plant states (i.e. e = x̂p − xp) or the inputs (i.e. e = û − u)
are sampled. �

IV. A NALYTICAL TOOLS

By writing general event-triggered control systems as hybrid
systems using the formalism of [8], we can use a wide range
of tools to study system (2). In this paper, we focus on set
stability, which is a natural property when investigating event-
triggered control systems as we show in the forthcoming
section. We present a new Lyapunov theorem to guarantee
set stability, which extends the corresponding statementsin
[8]. This result is used in SectionV to analyse the stability
of various event-triggered control systems. We conclude this
section with sufficient conditions for the existence of a uniform
amount of time between any two transmissions.

A. Definitions

We recall some definitions related to the hybrid frame-
work of [8]. A subsetE ⊂ R≥0 × Z≥0 is a hybrid time
domain if for all (T, J) ∈ E, E ∩ ([0, T ] × {0, . . . , J}) =⋃
i∈{0,1,...,I−1}

([ti, ti+1], i) for some finite sequence of times
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0 = t0 ≤ t1 ≤ . . . ≤ tI . A function φ : E → R
nq is

a hybrid arc if E is a hybrid time domain and if for each
j ∈ Z≥0, t 7→ φ(t, j) is locally absolutely continuous on
Ij := {t : (t, j) ∈ E}. The hybrid arcφ : domφ→ R

nq is a
solution to (2) if: (i) φ(0, 0) ∈ C ∪D; (ii) for any j ∈ Z≥0,
φ(t, j) ∈ C and d

dt
φ(t, j) = F (φ(t, j)) for almost allt ∈ Ij ;

(iii) for every (t, j) ∈ domφ such that(t, j + 1) ∈ domφ,
φ(t, j) ∈ D and φ(t, j + 1) = G(φ(t, j)). A solution φ
is maximal when it cannot be extended, and iscomplete
when domφ is unbounded. We recall the following invariance
definition for hybrid systems, see Definition 6.25 in [8].

Definition 2: A set S ⊂ R
nq is strongly forward pre-

invariant if for every solutionφ to (2), φ(t, j) ∈ S for
some (t, j) ∈ domφ implies that φ(t′, j′) ∈ S for any
(t′, j′) ∈ domφ with t+ j ≤ t′ + j′. �

We introduce the definition below to characterize hy-
brid systems that generate solutions which have a uniform
semiglobal minimum amount of time between two jumps,
except, possibly, on a given set of the state space (the attractor
in this study).

Definition 3: The solutions to (2) have a uniform
semiglobal dwell-time outsideA whereA ⊆ R

nq is strongly
forward pre-invariant for system (2), if for any ∆ ≥ 0, there
exists τ(∆) > 0 such that for any solutionφ to (2) with
|φ(0, 0)|A ≤ ∆ and any(s, i), (t, j) ∈ domφ with s+i ≤ t+j,

φ(t, j) /∈ A ⇒ j − i ≤ (t− s)/τ(∆) + 1. (9)

The solutions to (2) havea uniform semiglobal dwell-timeif
for any ∆ ≥ 0, there existsτ(∆) > 0 such that for any
solutionφ to (2) with |φ(0, 0)| ≤ ∆ and for any(s, i), (t, j) ∈
domφ with s+ i ≤ t+ j, j − i ≤ (t− s)/τ(∆) + 1. �

We will see in the following sections that it is natural to
work with set stability when studying event-triggered control
systems. We consider the definition below which comes from
Definition 3.6 in [8].

Definition 4: The closed setA ⊂ R
nq is uniformly glob-

ally pre-asymptotically stable (UGpAS)for system (2) if the
following holds.

(i) [Uniform global stability] There existsα ∈ K∞ such that
for any solutionφ to (2), |φ(t, j)|A ≤ α(|φ(0, 0)|A) for
all (t, j) ∈ domφ.

(ii) [ Uniform global pre-attractivity] For eachε, r > 0, there
existsT > 0 such that for any solutionφ to (2) with
|φ(0, 0)|A ≤ r, (t, j) ∈ domφ and t + j ≥ T imply
|φ(t, j)|A ≤ ε.

We say thatA is uniformly globally asymptotically stable
(UGAS)when, in addition, the maximal solutions to (2) are
complete. �

B. Lyapunov conditions

As mentioned above, we resort to a locally Lipschitz
Lyapunov functionR to prove that a given closed setA
is UG(p)AS for system (2). This function R is typically
composed of a known Lyapunov function for the closed-loop
system when ignoring the sampling and extra terms which
involve the variables induced by the sampling,i.e. the errore
and the potential additional variableη. Explicit constructions

of R are presented in SectionV. We use the following result
to conclude stability ofA which states thatR is required: (i)
to be positive definite and radially unbounded with respect to
A; (ii) to decrease on flows as long asF (q) belongs to the
tangent cone ofC at q ∈ C (denotedTC(q)) and asq /∈ A;
(iii) not to increase at jumps. The item (ii) is motivated by
the fact that, whenF (q) does not belong toTC(q) (which
can only happen at the boundary ofC), a solution which
would reach this point cannot keep flowing as it would leave
the setC and a jump will immediately occur or the solution
will stop to exist. Hence, it is not necessary to requireR to
decrease at such points. The stability ofA is then deduced
by assuming that there exists a minimum amount of time
between two jumps. This last condition is sufficient but not
necessary to obtain the desired stability result, nevertheless
it is fundamental when dealing with event-triggered control
as the hardware always has a certain latency which prevents
the occurrence of arbitrarily close in time transmissions.The
theorem below formalizes these ideas.

Theorem 1:Consider system (2) and let A be a non-
empty closed subset ofRnq . Suppose that there existsR :
C ∪D ∪G(D) → R≥0 which is locally Lipschitz on an open
set containingC, such that the following conditions hold.

(i) There existαR, αR ∈ K∞ such that for anyq ∈ C ∪
D ∪G(D)

αR(|q|A) ≤ R(q) ≤ αR(|q|A). (10)

(ii) There exists a continuous positive definite functionαR :
R≥0 → R≥0 such that

R◦(q;F (q)) ≤ −αR(R(q))
for all q ∈ C such thatF (q) ∈ TC(q).

(11)
(iii) For all q ∈ D

R(G(q)) ≤ R(q). (12)

(iv) Solutions to (2) have a uniform semiglobal dwell-time
outsideA.

Then the setA is UGpAS. When, in additionA is compact,
G(D) ⊂ C ∪D andF (q) ∈ TC(q) for any q ∈ C\D, the set
A is UGAS. �

Compared to Proposition 3.27 in [7], the Lyapunov function
is not required to be continuously differentiable on an openset
containingC but only locally Lipschitz on this set. We will
see in SectionV that the analysis of event-triggered control
systems often leads to such Lyapunov functions. Moreover,R
is not required to strictly decrease on the whole setC\A (see
item (ii) of Theorem1), but only on a subset ofC\A where
F (q) belongs toTC(q). This condition appears to be crucial
in the analyses carried out in SectionV. Finally, no condition
is imposed on the persistency of flows in the attractorA.

In all the strategies investigated in this paper (except the
one in SectionV-E), the attractor is compact. In this case, the
facts thatA is UG(p)AS and that system (2) is well-posed (see
Chapter 6 in [8]) ensure that this stability property is robust to
small uncertainties on the measurements, the plant dynamics,
and the jump instants, see for more detail Theorem 7.21 in
[8].
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It has to be noted that the only region of the state space
where the existence of a uniform semiglobal dwell-time may
not be guaranteed is in the attractorA. While it may be
difficult to ensure that all solutions to (2) which lie inA have
a uniform semiglobal dwell-time,A is typically a subset ofC
as it is the case for all the event-triggering schemes studied in
this paper (except in SectionV-D where the solutions to the
corresponding hybrid system have a uniform semiglobal dwell-
time on the whole state space). In that way, for a given initial
condition in A, there always exists a solution starting from
this point which never jumps. This means that in practice, ifa
solution to system (2) reachesA, we can turn off the triggering
mechanism. Further insight about the existence of dwell-time
outside the setA is given in the following subsection.

C. Existence of uniform semiglobal dwell-times

The following proposition lists a set of requirements for
the existence of uniform semiglobal dwell times outside the
attractorA. These conditions are used in SectionV to verify
the existence of such times.

Proposition 1: Consider system (2) and suppose the follow-
ing holds.

(i) Items (i)-(iii) of Theorem1 hold.
(ii) For any ∆ ≥ 0 there existsψ : S(∆) → R≥0, where

S(∆) is an open set containingR−1
≤ (∆)\A, which is

locally Lipschitz and verifies the following:

(ii-a) there existsa ≥ 0 such thatψ(G(q)) ≤ a for any
q ∈ S(∆) ∩D with G(q) ∈ S(∆);

(ii-b) there existsb > a such that for anyq ∈ S(∆),
ψ(q) < b implies q ∈ C\D;

(ii-c) there exists a continuous non-decreasing function
λ : R≥0 → R≥0 such that for almost allq ∈ S(∆),
〈∇ψ(q), F (q)〉 ≤ λ(ψ(q)).

Then the solutions to (2) have a uniform semiglobal dwell-
time outsideA. In addition, when item (i) holds withA
compact and item (ii) is verified withS(∆) an open set
containing R−1

≤ (∆), the solutions to (2) have a uniform
semiglobal dwell-time. �

The conditions of Proposition1 can be interpreted as fol-
lows. Item (i) simply states that all the conditions of Theorem
1 are verified except item (iv) which is established using
Proposition1. The functionψ in item (ii) of Proposition1
is used to guarantee that there exists a uniform minimum
amount of time between two successive jumps outsideA. By
estimating the time it takes forψ to grow froma to b using
the growth condition in item (ii-c), we are able to obtain the
desired result. Note thatψ does not need to be defined onA
since the purpose of Proposition1 is to ensure the existence
of uniform semiglobal dwell-time outsideA.

For some systems, it may happen that the conditions of
Proposition1 are not met because of the behaviour of the
solutions to (2) near the setA (as discussed later in Remark
6 for example). In this case, we can modify the triggering
condition (i.e. the setsC and D) to guarantee a weaker
asymptotic stability property for system (2) than the one
ensured by Theorem1. Suppose that we can prove that the

solutions to (2) have a uniform semiglobal dwell-time outside
Â whereÂ := R−1

≤ (ε) for someε > 0. We modify the flow
and the jumps sets for system (2) as follows

Ĉ = C ∪R−1
≤ (ε), D̂ = D ∩R−1

≥ (ε). (13)

In that way, we obtain the result below.
Proposition 2: Consider system (2) with the flow and jump

sets defined as in (13) with ε > 0 and suppose the following
holds.

(i) Items (i)-(iii) of Theorem1 hold with R continuously
differentiable, andA compact.

(ii) Solutions to (2) have a uniform semiglobal dwell-time
outsideÂ.

Then the setÂ is UGpAS. When, in additionG(D) ⊂ C ∪D
and F (q) ∈ T

Ĉ
(q) for any q ∈ Ĉ\D̂, the setÂ is UGAS.

Furthermore, in this case, when item (ii) of Theorem1 holds
for all q ∈ Ĉ with F (q) ∈ T

Ĉ
(q), the maximal solutions

converge in finite hybrid time toÂ, i.e. for any maximal
solution φ there exists(t⋆, j⋆) ∈ domφ such that for all
(t, j) ∈ domφ with t⋆ + j⋆ ≤ t+ j, φ(t, j) ∈ Â. �

Noting that Theorem1 ensures the UG(p)AS ofA = R−1(0),
we see that Proposition2 guarantees the same stability prop-
erty for the larger setR−1

≤ (ε) provided that we inflate the flow
set and restrict the jump set as in (13). We emphasize that
Proposition2 still applies whenR is the maximum of a finite
number of continuously differentiable functions (as it is the
case in SectionsV-A, V-C, V-D for instance). Proposition2 can
be used to relax the conditions which are imposed in Sections
V to ensure that solutions have a uniform semiglobal dwell-
time outside the attractorA. We will only explicitly mention
this relaxation for the event-triggering scheme in SectionV-C;
similar conclusions can be drawn for the other techniques for
which A is compact.

V. M AIN RESULTS

In this section, we first present two new triggering rules. We
then revisit and generalize the strategies in [13], [16], [20],
[28], [34].

A. Using a threshold variable

We assume that the systeṁx = f(x, e) (see SectionIII )
is input-to-state stable (ISS) with respect to the sampling-
induced errors, like in [28]. This is equivalent to the following
assumption (see Theorem 1 in [27]).

Assumption 1:There exist a continuously differentiable
Lyapunov functionV : Rnx → R and αV , αV , α, γ ∈ K∞

such that for allx ∈ R
nx

αV (|x|) ≤ V (x) ≤ αV (|x|), (14)

and for all (x, e) ∈ R
nx+ne

〈∇V (x), f(x, e)〉 ≤ −α(V (x)) + γ(|e|). (15)

�

From (15), we deduce thatσ◦α(V (x)) ≥ γ(|e|) with σ ∈ K∞

andσ(s) < s for s > 0, implies

〈∇V (x), f(x, e)〉 ≤ −(I− σ) ◦ α(V (x)). (16)
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We rewrite the conditionσ ◦ α(V (x)) ≥ γ(|e|) as

V (x) ≥ α−1 ◦ σ−1 ◦ γ(|e|) =:W (e). (17)

In [28], transmissions occur whenW (e) ≥ V (x) (see Section
V-C). Here, the triggering condition is derived by defining a
threshold on the Lyapunov functionV (x) andW (e). The idea
is similar to what is done in [34], as we will see in SectionV-E,
where a threshold is applied toV (x) only. Here, we tolerate
V (x) to become larger than the threshold (which is not the
case in [34]) which may have the effect of enlarging the inter-
execution time as illustrated in SectionVI-A . We define the
threshold variableη ∈ R≥0 as the solution of the following
differential equation on flows

η̇ = −δ(η), (18)

where δ is any locally Lipschitz class-K function, and at
jumps,

η+ = W (e). (19)

A natural choice of triggering rule isW (e) ≥ η. Nevertheless,
in the case whereW (e) ≤ V (x), V decreases according to
(16) and therefore we do not need to close the loop. This
suggests considering the following triggering condition instead

W (e) ≥ max{η, V (x)}. (20)

The problem is modeled as follows

ẋ = f(x, e)
ė = g(x, e)
η̇ = −δ(η)



 q ∈ C,

x+ = x
e+ = 0
η+ = W (e)



 q ∈ D, (21)

whereq = (x, e, η), and

C =
{
q : max{V (x), η} ≥W (e), η ≥ 0

}

D =
{
q : max{V (x), η} ≤W (e), η ≥ 0

}
.

(22)

To guarantee the existence of a uniform semiglobal minimum
interval of time between two transmissions outside the origin,
the following conditions are assumed to hold like in [28].

Assumption 2:For any compact setS ⊂ R
nx+ne , there

existL1, L2, L3 ∈ R≥0 such that for all(x, e) ∈ S

|f(x, e)| ≤ L1(|x| + |e|), α−1
V ◦W (e) ≤ L2|e|,

|g(x, e)| ≤ L3(|x| + |e|).
(23)

�

The following theorem ensures the stability of system (21).
Its proof is an application of Theorem1 with R(q) =
max{V (x),W (e), η}.

Theorem 2:Consider system (21), (22), let A = {q :
(x, e, η) = 0}, and suppose Assumptions1-2 hold with
W continuously differentiable. The solutions to (21) have a
uniform semiglobal dwell-time outsideA andA is UGAS.�

Remark 2: In Theorem2, W is required to be continu-
ously differentiable. When it is not the case, we can always
upper-bound it by a class-K∞ function which is continuously
differentiable onR>0 (see Lemma B.1.2. in [9]) and define
the triggering condition using this upper-bound instead of
W (e). When the differentiability ofW (or its upper-bound)
is not guaranteed at the origin, the triggering condition can be
modified as in (13) to ensure a uniform practical asymptotic

stability property for the origin of the obtained system in view
of Proposition2. �

Remark 3: In [26], an event-triggering technique is pro-
posed which combines the ideas of [28] and [31]. It essentially
consists in allowingV to grow as long as it remains below
its value at the last jump multiplies by a constantλ ∈ (0, 1),
which leads to a piecewise constant threshold as opposed to
the continuously decreasing threshold presented above.�

B. Using a clock variable

In [19], sampled-data systems with time-triggered execution
are modeled as a hybrid system similar to (2) by introducing
a clock variableτ . The flow and the jump sets are defined as
τ being smaller or not than a given fixed boundT known
as the MATI. This constantT corresponds to the time it
takes for the solution of the ordinary differential equation
ζ̇ = −2Lζ − γ(ζ2 + 1) to decrease fromρ−1 to ρ, where
L andγ are some constants (see (5) in [19]) andρ ∈ (0, 1) is
arbitrarily small. In this subsection, we modify the strategy in
[19] by making the ordinary differential equation that defines
ζ state-dependent. This allows us to consider a larger class of
systems and to potentially enlarge the inter-execution intervals
compared to [19] as the clock velocity depends on the current
state of the system (see Remark4 below). We make the
following assumption.

Assumption 3:There exist locally Lipschitz functionsV :
R

nx → R, W : R
ne → R and continuous functionsH :

R
nx → R≥0, L,G : Rnx+ne → R≥0, αV , αV , αW , αW ∈

K∞, ̺ ∈ K such that the following conditions holds:




αW (|e|) ≤ W (e) ≤ αW (|e|) ∀e ∈ R
ne

〈∇W (e), g(x, e)〉 ≤ L(x, e)W (e) +H(x)
a.a.e ∈ R

ne , ∀x ∈ R
nx

αV (|x|) ≤ V (x) ≤ αV (|x|) ∀x ∈ R
nx

〈∇V (x), f(x, e)〉 ≤ −̺(|x|)− ̺(|e|)−H2(x)
+G(x, e)W (e)2 a.a.x ∈ R

nx , ∀e ∈ R
ne .

(24)
�

In [19], L andG are supposed to be constant that implies
that systemẋ = f(x, e) is L2-gain stable fromW to H .
Making L and G state-dependent allows us to enlarge the
studied class of systems and to eventually obtain less conserva-
tive upper bounds in the second and the fourth inequalities of
Assumption3 that will help to enlarge the inter-event intervals.
Note that Assumption3 does not necessarily imply that the
system ẋ = f(x, e) is ISS with respect toe. An example
of nonlinear systems which verifies Assumption3 is given in
SectionVI-B. Model (2) becomes here

ẋ = f(x, e)
ė = g(x, e)
η̇ = −2ηL(x, e)− η2 −G(x, e)



 q ∈ C

x+ = x
e+ = 0
η+ = c



 q ∈ D,

(25)

where q = (x, e, η), 0 < c < c are design parameters and
η plays the role ofζ mentioned above and is called a clock
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variable. The setsC andD are

C =
{
q : η ∈ [c, c]

}
D =

{
q : η = c

}
. (26)

Note that, instead of lettingη to decrease fromρ−1 to ρ
like in [19], we consider any constants0 < c < c. This
gives more flexibility and may help generating larger inter-
execution intervals. The following theorem ensures the stabil-
ity of system (25) and the existence of uniform semiglobal
dwell-times. It follows from Theorem1 using the Lyapunov
functionR(q) = V (x) + ηW (e)2.

Theorem 3:Consider system (25), (26) and suppose As-
sumption 3 holds. The solutions to (25) have a uniform
semiglobal dwell-time and the setA = {q : (x, e) =
0 andη ∈ [c, c]} is UGAS . �

Remark 4:Suppose thatL(x, e) ≤ L andG(x, e) ≤ G for
any (x, e) ∈ R

nx+ne and someL ≥ 0, G ≥ 1. Then, the
event-triggering condition in (26) will generate longer inter-
transmission intervals than the corresponding time-triggered
one in [19] with L = L and γ2 = G in (9), (10) in [19],
respectively. Indeed, transmissions are triggered in [19] when
the solution toζ̇ = −2Lζ − γ(ζ2 + 1) with ζ(0) = ρ−1 is
equal toρ for someρ ∈ (0, 1). By selectingc = ρ−1 and
c = ρ, we deduce from the comparison principle thatζ will
be equal toρ−1 beforeη becomes equal toc, which results
in smaller inter-transmission intervals for the time-triggering
rule. �

C. Strategy in [28]

The systemẋ = f(x, e) is assumed to be input-to-state
stable (ISS) with respect to the sampling-induced errors. The
model (2) is here

ẋ = f(x, e)
ė = g(x, e)

}
q ∈ C,

x+ = x
e+ = 0

}
q ∈ D, (27)

whereq = (x, e). From (16), (17), we have thatV (x) ≥W (e)
implies

〈∇V (x), f(x, e)〉 ≤ −(I− σ) ◦ α(V (x)), (28)

The triggering rule in [28] corresponds toW (e) ≥ V (x) and
leads to the following flow and jump sets for (27)

C =
{
q : W (e) ≤ V (x)

}
, D =

{
q : W (e) ≥ V (x)

}
.

(29)
The following result is derived by applying Theorem1 with
R(q) = max{V (x),W (e)}. The proof is omitted as it follows
similar lines as the proof of Theorem2.

Theorem 4:Consider system (27), (29), let A = {q :
(x, e) = 0} and suppose Assumptions1-2 hold with W
is continuously differentiable2. The solutions to (27) have a
uniform semiglobal dwell-time outsideA andA is UGAS.�

When the controller is implemented using zero-order-hold
devices as in [28], g(x, e) = −f(x, e) in (27) and the third
condition of Assumption2 coincides with the first one in (23).
Theorem1 can also be used to analyse the implementation
of the controller using the model-based technique proposed
in [15]. In this setup, the control input applied to the plant is

2See Remark2.

based on an estimate of the plant state between two successive
transmissions, which is generated using a copy of the plant dy-
namics. Assume the control law applied to the plant dynamics
ẋp = fp(xp, u) is static, i.e. u = gc(x̂p). In this case,˙̂xp =
fp(x̂p, gc(x̂p)) on flows and̂x+p = xp at jumps. Recalling that
x = xp and e = x̂p − xp in this case, we obtain the model
(27) with f(x, e) = fp(xp, gc(x̂p)) = fp(xp, gc(xp + e)) and
g(x, e) = fp(x̂p, gc(x̂p))−fp(xp, gc(x̂p)) = fp(xp+e, gc(xp+
e))− fp(xp, gc(xp + e)). The conclusions of Theorem4 then
apply whenfp and gc are locally Lipschitz and are equal to
zero at the origin. We make this observation about the model-
based approach explicit for this event-triggering technique, but
it can also be done for the other strategies studied in this paper.

Remark 5:The conditionW (e) ≤ V (x) is selected to
ensure thatV always decreases. We could thus have de-
fined the setsC and D for system (27) as in [6], [26]:
C =

{
q : 〈∇V (x), f(x, e)〉 ≤ −(I − σ) ◦ α(V (x))

}
,

D =
{
q : 〈∇V (x), f(x, e)〉 ≥ −(I − σ) ◦ α(V (x))

}
. The

conclusions of Theorem4 immediately apply in this case.�
Remark 6:We explain how Proposition2 can be used

to relax the assumptions of Theorem4 at the price of a
weaker stability property. Instead of the first inequality in (23),
suppose that for anyµ > 0 and any compactS ⊂ R

nx+ne ,
there existsL1 ∈ R≥0 such that for any(x, e) ∈ S, |f(x, e)| ≤
L1(|x|+ |e|)+µ. This is the case for instance whenf is equal
to zero at the origin and is locally Lipschitz everywhere except
at zero. We can apply Proposition2 to conclude that the set
R−1

≤ (ε) is UGAS, whereε = αR(θµ) for any θ > 0 and
αR comes from the satisfaction of item (i) of Theorem1 for
R(q) = max{V (x),W (e)}. Indeed, letµ = θ−1α−1

R (ε) > 0,
S ⊂ R

nx+ne be compact and fixL1 ∈ R≥0. Let (x, e) ∈
S∩R−1

≥ (ε), |f(x, e)| ≤ L1(|x|+ |e|)+θ−1α−1
R (ε) ≤ L1(|x|+

|e|)+θ−1α−1
R (R(q)) ≤ L1(|x|+ |e|)+θ−1α−1

R (αR(|(x, e)|)).
Hence |f(x, e)| ≤ L1(|x| + |e|) + θ−1|(x, e)| ≤ (L1 +

θ−1)(|x| + |e|). We use Proposition1 with ψ(q) = |e|
|x| when

M |e| ≤ |x| and ψ(q) = M−1 otherwise for someM > 0
(which is well-defined and locally Lipschitz on an open set
containingR−1

≤ (∆)\R−1
≤ (ε)) like in the proof of Theorem2,

to derive that the solutions to (27) with the flow and jump
sets modified as in (13) have a uniform semiglobal dwell-time
outsideR−1

≤ (ε). We then apply Proposition2 to obtain the
desired result. It is interesting to note that the setR−1

≤ (ε) can
be rendered as small as desired by decreasingϑ in this case
(at the price of shorter minimum inter-transmission times). �

D. Strategies in [13], [ 16], [ 20]

We suppose that Assumption1 is satisfied. The idea is to
constrain the errore to remain less than a given constant. In
that way, transmissions are triggered whenever the condition
below is satisfied

γ(|e|) ≥ ρ (30)

where ρ > 0 is a design parameter andγ is defined in
Assumption1. We obtain the following hybrid model

ẋ = f(x, e)
ė = g(x, e)

}
q ∈ C,

x+ = x
e+ = 0

}
q ∈ D,

(31)
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whereq = (x, e) and

C =
{
q : γ(|e|) ≤ ρ

}
D =

{
q : γ(|e|) ≥ ρ

}
. (32)

The following result is an application of Theorem1 with
R(q) = max{V (x)−α−1(2ρ), 0}+max{γ(|e|)−ρ, 0} where
α comes from Assumption1.

Theorem 5:Consider system (31), (32) and suppose As-
sumption1 holds ande 7→ γ(|e|) is continuously differen-
tiable. The solutions to (31) have a uniform semiglobal dwell-
time and the setA = {q : V (x) ≤ α−1(2ρ) andγ(|e|) ≤ ρ}
is UGAS. �

E. Strategy in [34]

The main idea of [34] is to construct the event-triggering
condition such that a known Lyapunov functionV for the
closed-loop system in the absence of sampling remains below
a designed threshold which decreases to the origin. In that way,
the convergence of the plant state to the origin is immediately
guaranteed and the functionV is not forced to decrease all the
time contrary to [28], which may reduce the need for control
updates. We revisit this idea by introducing a variable to model
the threshold.

We assume that the controller is designed to ensure As-
sumption1. The threshold variable is denoted byη ∈ R≥0

and it has the following dynamics on flows

η̇ = −δ(η) (33)

whereδ is a designed continuous and positive definite function
such thatδ(s) ≤ σ ◦ α(s) for any s ≥ 0, with α is defined
in Assumption1 and σ is any class-K∞ function such that
σ(s) < s for any s > 0. The selection ofδ depends on
the desired performances in terms of the convergence of the
Lyapunov functionV . The dynamics in (33) generalizes the
corresponding one in [34] as the threshold is only required to
asymptotically (and not necessarily exponentially) decrease to
the origin. At jumps,η takes the value ofV (x), i.e.

η+ = V (x). (34)

Following [34], the triggering condition is designed such that
V (x) is always belowη (except potentially at the initial time
instant) which leads to the hybrid model below

ẋ = f(x, e)
ė = g(x, e)
η̇ = −δ(η)



 q ∈ C,

x+ = x
e+ = 0
η+ = V (x)



 q ∈ D,

(35)
whereq = (x, e, η) and

C =
{
q : V (x) ≤ η, η ≥ 0

}
,

D =
{
q : V (x) ≥ η, η ≥ 0, 〈∇V (x), f(x, e)〉 ≥ −α(V (x))

}
.

(36)
The condition〈∇V (x), f(x, e)〉 ≥ −α(V (x)) is needed in the
definition ofD to avoid the Zeno behaviour. Indeed, after a
jump η = V (x) but it is not necessary to jump again since
V (x) will decrease faster thanη in view of Assumption1
and the wayδ is designed in (33). The theorem below is an
application of Theorem1 with R(q) = max{V (x), η}.

Theorem 6:Consider system (35), (36), let A = {q :
(x, η) = 0}, and suppose Assumptions1-2 hold. The solutions

to (35) have a uniform semiglobal dwell-time outside the
origin andA is UGpAS. �

Remark 7:The satisfaction of Assumption 2.1-2.2 in [34]
implies the satisfaction3 of Assumptions1-2 (when using
zero-order-hold devices) but the opposite is not true. Hence
Theorem6 relies on weaker conditions than Theorem 3.3 in
[34] (when task delays are ignored); see SectionVI-A for an
example where the Lyapunov functionV is quadratic which
is not allowed by [34]. �

Remark 8:Similar results can be obtained for the policy
proposed in [33], see Section V.A in [23]. �

VI. I LLUSTRATIVE EXAMPLES

We compare the event-triggering techniques presented in
SectionsV-A-V-B with those in SectionsV-C andV-E on two
physical examples.

A. Jet engine compressor

We borrow the model from [14]: ẋ1 = −x2 −
3
2x

2
1 −

1
2x

3
1,

ẋ2 = u, wherex1 represents the mass flow,x2 is the pressure
rise andu is the throttle mass flow. In this model the origin
has been translated to the desired equilibrium point, and
the objective is to steer(x1, x2) to zero. The control law
u = 4x1 − 4x2 − 9

2x
2
1 − 3

2x
3
1 is designed to stabilize the

origin. This controller is then implemented using zero-order-
hold devices and is connected to the two sensors measuring
x1 andx2 through a network. The objective is to stabilize the
system while limiting the number of control inputs in order
to reduce the usage of the communication channel (and not
necessarily of the processor time) as well the actuator energy
consumption. Thus, it is more convenient to work with the
sampling-induced error on the control inputu, i.e. e = û− u,
which means that we compute all the timeu and trigger
transmission according to the selected event-triggering policy.
The system under sampling-induced constraints is

ẋ1 = −x2 −
3
2x

2
1 −

1
2x

3
1, ẋ2 = u+ e. (37)

We want to compare the results given by the strategy presented
in SectionV-A and those obtained with [28] and [34]. We
first need to verify that the required conditions are satisfied.
Assumption1 holds with4 V (x) = 1

2x
2
1 + 1

2 (x2 − 3x1)
2,

αV (s) = 0.045s2, αV (s) = 5.455s2, α(s) = 2s, γ(s) =
5.2591s6+3.5797s4−0.0032626s3+4.6086s2 for s ≥ 0. We
have obtained4 W (e) = 1.62−1e2 with σ(s) = 0.9s for s ≥ 0
which is directly computed to ensure (16). Assumption2 holds
asf andα−1 ◦W are locally Lipschitz and are equal to zero
at the origin. As a consequence, the conditions of Theorems2,
4 and6 are verified (asW is continuously differentiable). We
can therefore apply the three corresponding event-triggering
policies. It has to be noted that we cannot apply the technique
in [34] as the conditions (7) and (9) in [34] are not satisfied.

3Assumption1 generalizes Assumption 2.1 in [34]. Equation (6) in [34]
corresponds to the first inequality in (23) and (7)-(9) in [34] ensure the second
inequality in (23) holds; noting that̄α ◦ α−1

2
(s) ≥ ās for s ≥ 0 is used in

the proof of Theorem 3.3 in [34] instead of (9) in [34], which guarantees that
the corresponding functionα−1 in (15) is locally Lipschitz.

4SOSTools ([25]) was used to computeα, γ andW .
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We therefore consider the results in SectionV-E. We take the
same scalar fieldδ for the strategies of SectionsV-A andV-E,
namelyδ(s) = σ ◦ α(s) = 1.8s for s ≥ 0.

We consider 100 initial conditions for thex-system, which
are uniformly distributed on the circle centered at the origin
and of radius10. We compare the average inter-transmission
times generated by each event-triggering condition for a simu-
lation time of100 seconds in TableI and for the time it takes
for V (x) to become less than0.01V (x(0, 0)), which we denote
T ⋆, in Table II . We see that the strategy in SectionV-A can
lead to less transmissions and that playing withη(0, 0) allows
to trade performance (i.e. timeT ∗ in this case) for the number
of transmissions.

It has to be emphasized that the results obtained in this
section depend on the considered Lyapunov functionV and on
the parameters of the event-triggering mechanisms. Moreover,
each of the presented event-triggering techniques ensuresa
different asymptotic stability property. That is the reason why
we cannot assess whether one method is better than another
in general. Nevertheless, we have seen that the proposed
technique in SectionV-A exhibits great potential for real-time
scheduling, since its parameters can be designed accordingto
the available resources. For instance, functionsδ in (18) with
slow increasing slopes could be chosen in case of overload in
the network or in the processor executing the controller for
example.

B. van der Pol oscillator

We consider the forced van der Pol oscillator:ẋ1 = x2,
ẋ2 = (1−x21)x2−x1+u, wherex = (x1, x2) ∈ R

2 is the state
andu is the control input. The controlleru = −x2−(1−x21)x2
is designed to exponentially stabilize the origin of the system.
We envision the scenario where a network is used to close
the feedback loop. As in SectionVI-A , we consider the error
induced on the control inpute = û − u, we thus obtain the
system below

ẋ1 = x2, ẋ2 = −x1 − x2 + e. (38)

We either use the event-triggering policy of SectionV-B
or the one5 in [28]. We first need to verify that the re-
quired conditions are satisfied. For the technique in Section
V-B, Assumption3 is ensured with6 V (x) = 1.3815x61 +
1.4349x51x2 + 3.6869x41x

2
2 + 1.928x31x

3
2 + 4.7197x21x

4
2 +

0.83432x21+4.054x1x
5
2−1.9823x1x2+2.2712x62+3.4733x22,

αV (s) = 0.5s2, αV (s) = 10(s2 + s6), W (e) = |e|,
αW (s) = αW (s) = s, L(x, e) = |x21 − 2|, H(x) =
| − x31 − x21x2 + 2x1x

2
2 + 2x1 + 2x2|, G(x, e) = 8.001 and

̺(s) = 0.001s for s ≥ 0. In that way, the conditions of
Theorem3 are verified. We have heuristically selectedc small,
c = 0.001, and we take different values forc in order to study
its impact on the amount of transmissions.

5We do not compare the results with those given by the event-triggering
technique in SectionV-E, because different Lyapunov functions will be
designed to verify Assumptions1 and 3, adding to this the flexibility of the
triggering condition in SectionV-E in terms of the choice of the dynamics of
η and its initial condition render fair comparisons difficult.

6SOSTools ([25]) was used to computeV , W , L, G, ̺, γ, α .

[28] SectionV-B
c = 1 c = 10 c = 1000

0.0350 0.0622 0.0727 0.0847

TABLE III
AVERAGE INTER-TRANSMISSION TIME FOR50 INITIAL CONDITIONS FOR

A SIMULATION TIME OF 5S.

To verify Assumption1, we choose not to use the same
Lyapunov function as above because it would typically lead
to conservative estimates ofα and γ in (15), which would
give rise to many transmissions. Instead, we takeV to be
V (x) = 0.0058679x21 + 0.0040791x1x2 + 0.0063684x22 for
the strategy in [28] which ensures Assumption1 with α(s) =
0.5s, γ(s) = 0.01s2 for s ≥ 0. The functionW in (17) is
different from the one used in Assumption3: W (e) = 2.222e2

for σ(s) = 0.9s for s ≥ 0. In that way, the conditions of
Theorem4 are verified.

The obtained average inter-transmissions times for each
strategies are summarized in TableIII , where 50 initial condi-
tions for thex-system have been taken uniformly on the circle
of the center the origin and of radius10. We notice that the
policy in SectionV-B may allow to reduce the usage of the
network by adjusting the parameterc. It has to be noted that
we could not compare these results with the time-triggered
setup of [19] as we were not able to show that the required
conditions hold.

VII. C ONCLUSION

We have investigated the event-triggered stabilization of
nonlinear systems using the hybrid formalism of [8]. This
approach allows to capture in a unified manner many event-
triggering conditions available in the literature [13], [16], [20],
[28], [34]. Moreover, two new policies have been presented
which both make use of additional variables. They have
been shown to potentially reduce the amount of transmissions
compared to [28], [34] on two physical examples. All the
studied strategies are guaranteed to ensure the existence of
a uniform minimum amount of time between any two jumps.

The envisioned setup requires the continuous evaluation of
the triggering condition. In practice, the triggering mechanism
is typically implemented on a digital platform, hence the
transmission criterion is only periodically evaluated, leading
to a periodic event-triggered control paradigm, see,e.g., [1],
[10]. The results of this paper can be combined with those in
[22] to derive triggering strategies which take into account the
hardware sampling. On the other hand, throughout the paper,
we have focused on the so-called one packet transmission
problem as all the states are sent together in a single packet.
This generally implies the collocation of all sensors and, for
multiple-input control systems, collocation of all actuators as
well. The extension of this work to distributed event-triggered
control would be an interesting direction to follow. Preliminary
results are presented in [24].
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SectionV-A [28] SectionV-E
η(0, 0) = V (x(0, 0)) η(0, 0) = max

|x|≤10

V (x) η(0, 0) = 104

0.5472 0.5645 0.6199 0.5030 0.4750

TABLE I
AVERAGE INTER-TRANSMISSION TIME FOR A SIMULATION TIME OF100S.

SectionV-A [28] SectionV-E
η(0, 0) = V (x(0, 0)) η(0, 0) = max

|x|≤10

V (x) η(0, 0) = 104

T ∗ 1.7563 1.9805 2.0103 1.8549 1.0572
Number of transmissions 32.02 19.87 7.68 34.32 12.37

TABLE II
AVERAGE VALUES OFT ∗ AND OF THE NUMBER OF TRANSMISSIONS.

VIII. A PPENDIX

Proof of Lemma 3. We only consider the case whereO
is non-empty, closed and unbounded. The proof follows
similar lines when O is non-empty and compact. Let
ψ : s 7→ inf

|x|A≥s, x∈O
V (x) which is well-defined onR≥0.

Indeed, the set{x ∈ O : |x|A ≥ s} is non-empty and closed
for any s ≥ 0 (as A is a compact subset of the unbounded
set O), furthermoreV is non-negative and continuous. The
function ψ is positive definite, non-decreasing and grows
unbounded ass → ∞ in view of the assumptions onV .
Furthermore, for anyx ∈ O, ψ(|x|A) ≤ V (x). The functionψ
is a priori neither continuous nor strictly increasing, however
we can always constructα1 ∈ K∞ such thatα1(s) ≤ ψ(s)
for any s ≥ 0. Let χ : s 7→ sup

|x|A≤s, x∈O

V (x). Like above,

this function is well-defined onR≥0, non-decreasing, grows
unbounded and such thatV (x) ≤ χ(|x|A) for any x ∈ O.
We need to ensure thatχ is continuous at0 in order to
be able to upper-bound it by a class-K∞ function α2. Let
ε > 0, there existsδ ≥ 0 such that|x − y| ≤ δ implies
|V (x) − V (y)| ≤ ε by continuity of V . Let η ∈ [0, δ],
χ(η) = sup

|x|A≤η, x∈O

V (x) = V (y) for some y ∈ O with

|y|A ≤ η, asV is continuous and the set{x ∈ O : |x|A ≤ η}
is compact. BecauseA is closed, there existsz ∈ A
such that|y − z| = |y|A ≤ η ≤ δ. By continuity of V ,
V (y) − V (z) = V (y) − 0 ≤ ε. Henceχ(η) ≤ ε for any
η ∈ [0, δ] which proves the continuity ofχ at 0. As a
consequence, we can always constructα2 ∈ K∞ which
upper-boundsχ. �

Proof of Lemma 4. Let x ∈ C ∩ D with f(x) ∈ TC(x).
According to the definition of the tangent cone (see Definition
1), there exist sequences{xi}i∈Z≥0

and{τi}i∈Z≥0
with xi ∈

C andτi > 0 for any i ∈ Z≥0 andxi → x, τi → 0 asi→ ∞,
such thatf(x) = limi→∞(xi − x)/τi. On the other hand,

〈∇V (x), f(x)〉 − 〈∇W (x), f(x)〉

= limh→0
V (x+hf(x))−V (x)−W (x+hf(x))+W (x)

h
(39)

which simplifies to, asV (x) =W (x) sincex ∈ C ∩D,

〈∇V (x), f(x)〉 − 〈∇W (x), f(x)〉

= limh→0
V (x+hf(x))−W (x+hf(x))

h
.

(40)

We proceed by contradiction and suppose that
limh→0

V (x+hf(x))−W (x+hf(x))
h

< 0. Since τi > 0 and
τi → 0 as i→ ∞,

limh→0
V (x+hf(x))−W (x+hf(x))

h

= limi→∞
V (x+τif(x))−W (x+τif(x))

τi

= limi→∞

(
V (x+τif(x))−W (x+τif(x))

τi

+V (xi)−W (xi)
τi

− V (xi)−W (xi)
τi

)

= limi→∞
V (xi)−W (xi)

τi

+ limi→∞
V (x+τif(x))−V (xi)

τi

− limi→∞
W (x+τif(x))−W (xi)

τi

(41)

wherexi, i ∈ Z≥0 are defined above. SinceV is continuously
differentiable, it is locally Lipschitz. Consequently, there exists
L ≥ 0 such that

limi→∞

∣∣∣V (x+τif(x))−V (xi)
τi

∣∣∣ ≤ limi→∞ L |x−xi+τif(x)|
τi

= limi→∞ L
∣∣∣x−xi

τi
+ f(x)

∣∣∣
= 0

(42)
since f(x) = limi→∞(xi − x)/τi. By applying the same
arguments onlimi→∞

W (x+τif(x))−W (xi)
τi

, we derive from
(41) that

〈∇V (x), f(x)〉 − 〈∇W (x), f(x)〉 = limi→∞
V (xi)−W (xi)

τi
.

(43)
Sincexi ∈ C for any i ∈ Z≥0, V (xi) ≥W (xi). Hence

0 ≤ limi→∞
V (xi)−W (xi)

τi

≤ limh→0
V (x+hf(x))−W (x+hf(x))

h

(44)

which contradicts limh→0
V (x+hf(x))−W (x+hf(x))

h
< 0.

Hence 〈∇V (x), f(x)〉 ≥ 〈∇W (x), f(x)〉 in view of (40)
which concludes the proof. �

We need the lemma below in the proof of Theorem1.
Lemma 5:Let φ be a solution to (2), it holds that

d
dt
φ(t, j) ∈ {F (φ(t, j))} ∩ TC(φ(t, j)) for all j ∈ Z≥0 and

almost allt ∈ Ij , whereIj = {t : (t, j) ∈ domφ}. �

Proof. The proof follows the same lines as the proof of the
necessity of (a) in Lemma 5.26 in [8], which we recall. Sinceφ
is a solution to (2) andC is closed,φ(t, j) ∈ C for all j ∈ Z≥0

and t ∈ Ij . Furthermore d
dt
φ(t, j) exists and belongs to
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{F (φ(t, j))} for all j ∈ Z≥0 and almost allt ∈ Ij according
to (6.1) in [8] (note that system (2) satisfies Assumption 6.5
in [8]). Hence for anyj ∈ Z≥0 and almost allt ∈ Ij , for
any sequence{ti}i∈Z>0

with ti > 0, ti → 0 as i → ∞, and
t + ti ∈ Ij , d

dt
φ(t, j) = limi→∞(φ(t + ti, j) − φ(t, j))/ti.

By definition of the tangent cone (see Definition1), as
φ(t + ti, j) ∈ C for any i ∈ Z>0 (as t + ti ∈ Ij),
limi→∞(φ(t + ti, j) − φ(t, j))/ti ∈ TC(φ(t, j)). Hence, we
have proved thatd

dt
φ(t, j) ∈ {F (φ(t, j))} ∩ TC(φ(t, j)) for

all j ∈ Z≥0 and almost allt ∈ Ij . �

Proof of Theorem1. Let φ be a solution to (2), (t, j) ∈ domφ
and0 = t0 ≤ t1 ≤ . . . ≤ tj+1 = t satisfy

domφ ∩ ([0, t]× {0, . . . , j}) =
⋃

i∈{0,...,j}

[ti, ti+1]× {i}.

(45)
For eachi ∈ {0, . . . , j} and almost alls ∈ [ti, ti+1], φ(s, i) ∈
C and d

ds
φ(s, i) ∈ {F (φ(s, i))} ∩ TC(φ(s, i)) (according to

Lemma5). Hence, (11) implies that, for eachi ∈ {0, . . . , j}
and for almost alls ∈ [ti, ti+1],

R◦(φ(s, i); d
ds
φ(s, i)) ≤ −αR(R(φ(s, i))). (46)

As a consequence, sinceR is locally Lipschitz, it holds that
(see p. 99 in [30]),

d
ds
R(φ(s, i)) ≤ R◦(φ(s, i); d

ds
φ(s, i)). (47)

In view of (46) and (47), for each i ∈ {0, . . . , j} and for
almost alls ∈ [ti, ti+1],

d
ds
R(φ(s, i)) ≤ −αR(R(φ(s, i))). (48)

We derive that the setA is uniformly globally stable by
following the same lines as in the proof of Theorem 3.18 in
[8]. To prove uniform global pre-attractivity, we follow similar
arguments as in the proof of Proposition 3.27 in [8]. For this
purpose, we show that the last condition of Proposition 3.27
in [8] is verified. Letr > 0 andφ be a solution to (2) with
|φ(0, 0)|A ≤ r. Take(t, j) ∈ domφ with t+ j ≥ T for some
T ≥ 0. If there existst′ + j′ ≤ t+ j such thatφ(t′, j′) ∈ A,
φ(t, j) ∈ A since the setA = R−1(0) is strongly forward
pre-invariant (see Definition2). Then the solution has reached
the attractorA. If it is not the case, thent ≥ τ(r)(j − 1), i.e.
t

τ(r) + 1 ≥ j, whereτ(r) comes from Definition3 according
to item (iv) of Theorem1. Thereforet + j ≥ T implies
t + t

τ(r) + 1 ≥ T . We deduce thatt ≥ γr(T ) − Nr with
γr(s) = (1 + 1

τ(r))
−1s for s ≥ 0 which is of classK∞ and

Nr = (1+ 1
τ(r))

−1. We can thus invoked the same arguments
as for the proof of Proposition 3.27 in [8] to conclude thatA
is UGpAS. WhenA is compact, the fact that it is UGpAS
for system (2) prevents the existence of finite escape times.
Hence, the conditions at the end of Theorem1 allow us to
apply Proposition 6.10 in [8] to conclude that any maximal
solution is complete. �

Proof of Proposition 1. Let ∆ ≥ 0 and φ be a solution to
(2) with |φ(0, 0)|A ≤ ∆. Since items (i)-(iii) of Theorem
1 hold, R(φ(t, j)) ≤ ∆ for any (t, j) ∈ domφ with
∆ = αR(∆). Suppose there exist0 ≤ t1 ≤ t2 such that

(t1, 0), (t1, 1) ∈ domφ and (t2, 1), (t2, 2) ∈ domφ; otherwise
the solution never jumps or jumps only once and the desired
result trivially holds. Suppose also thatφ(t, 1) /∈ A for all
t ∈ [t1, t2]; otherwise the solution enters in the attractorA
and remains in it for all future times as this set is strongly
forward pre-invariant for system (2) (see Definition2) since
it is closed and uniformly globally stable in view of the proof
of Theorem1. Henceφ(t, 1) ∈ S(∆) for all t ∈ [t1, t2].
We also have thatφ(t1, 0) belongs toR−1

≤ (∆) and to D
(by definition of t1), however it does not belong toA as
otherwiseφ(t1, 1) ∈ A by strong forward pre-invariance
of A. In other words,φ(t1, 0) ∈ S(∆) ∩ D. Consider the
function ψ from item (ii) of Proposition1 which is defined
on an open set containingS(∆). Sinceφ(t1, 0) ∈ S(∆) ∩D
and φ(t1, 1) ∈ S(∆), ψ(φ(t1, 1)) ≤ a according to item
(ii-a) of Proposition 1. By continuity of t 7→ φ(t, 1) on
[t1, t2) and of ψ on S(∆), we deduce that the next jump
instant cannot occur beforeψ(φ(t, 1)) becomes equal to
b in view of item (ii-b) of Proposition1. For almost all
t ∈ [t1, t2], d

dt
ψ(φ(t, 1)) ≤ λ(ψ(φ(t, 1))) in view of item

(ii-c) of Proposition1 and p.99-100 in [30]. Therefore, the
next jump cannot occur beforeθ, the solution toθ̇ = λ(θ)
with θ(0) = a, becomes equal tob, in view of the standard
comparison principle. We denote byτ(∆) this time which is
strictly positive (note thata, b, λ may depend on∆ and thus
on∆). Hence we have proved thatt2−t1 > τ(∆). We deduce
that the solutions to (2) have a uniform semiglobal dwell-time
outsideA by induction. Assume now thatA compact and that
item (ii) of Proposition1 holds with S(∆) = R−1

≤ (∆). Let
∆ ≥ 0 andφ be a solution to (2) with |φ(0, 0)| ≤ ∆. SinceA
is compact, there exists̃∆ ≥ 0 such that|φ(0, 0)|A ≤ ∆̃. It
then suffices to follow similar lines as above to conclude that
the solutions to (2) have a uniform semiglobal dwell-time in
this case. �

Proof of Proposition 2. Let R̂ : q 7→ max{0, R(q) − ε}
which is well-defined onĈ ∪ D̂ ∪ G(D̂) ⊆ C ∪ D ∪ G(D).
This function is non-negative, locally Lipschitz on an
open set containingĈ (thus continuous) and is equal to
zero only on Â. Moreover, R̂(q) tends to ∞ as |q|Â
tends to∞. Indeed, |q|Â → ∞ implies that |q|A → ∞

since |q|Â ≤ |q|A (as A ⊂ Â). We then use the left
hand-side of item (i) of Theorem1. Hence there exist
α̂1, α̂2 ∈ K∞ such that α̂1(|q|Â) ≤ R̂(q) ≤ α̂2(|q|Â)

for any q ∈ Ĉ ∪ D̂ ∪ G(D̂) in view of Lemma 3. Let
q ∈ Ĉ and F (q) ∈ T

Ĉ
(q). Consider the case where

R(q) − ε > 0, i.e. q ∈ C\R−1
≤ (ε), then T

Ĉ
(q) = TC(q)

and thusF (q) ∈ TC(q). As a consequence, we use item
(ii) of Theorem1 (which is assumed to hold) to derive that
R̂◦(q;F (q)) ≤ −αR(R(q)) = −αR(R̂(q)+ε) ≤ −αR(R̂(q)).
If R(q)−ε < 0, thenR̂◦(q;F (q)) = 0. Consider now the case
whereR(q)− ε = 0 and note thatT

Ĉ
(q) = TC(q) ∪ TR−1

≤
(ε).

If F (q) ∈ TC(q), we deduce thatR̂◦(q;F (q)) =
max{〈∇R(q), F (q)〉 , 0} ≤ max{−αR(R(q)), 0} ≤ 0
(using Lemma1). If F (q) ∈ TR−1

≤
(ε), we apply Lemma

4 with V (x) = ε and W (x) = R(q) to derive
〈∇R(q), F (q)〉 ≤ 〈∇ε, F (q)〉 = 0. Hence, whenR(q)−ε = 0
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and F (q) ∈ T
Ĉ
(q), R̂◦(q;F (q)) ≤ 0 = −α(R̂(q))

(as q ∈ Â in this case andR̂ is equal to zero on
Â). We have shown thatR̂◦(q;F (q)) ≤ −α(R̂(q))
for any q ∈ Ĉ with F (q) ∈ T

Ĉ
(q). Let q ∈ D,

R̂(G(q)) = max{R(G(q)) − ε, 0} ≤ max{R(q) − ε, 0}
in view of item (iii) of Theorem1. HenceR̂(G(q)) ≤ R̂(q).
Finally, in view of item (ii) of Proposition2, we apply the
same arguments as in the proof of Theorem1 to conclude that
Â is UGpAS. Noting thatG(D̂) ⊂ G(D) ⊂ C ∪D ⊂ Ĉ ∪ D̂,
we follow the same lines as those in the proof of Theorem
1 to ensure thatÂ is UGAS. The last part of Proposition2
is obtained by using the functionR (instead ofR̂), the fact
that R◦(q;F (q)) ≤ −αR(ε) when q ∈ C, R(q) ≥ ε and
F (q) ∈ TC(q) and by following similar arguments as in the
proof of Theorem1. �

Proof of Theorem 2. We consider the locally Lipschitz
Lyapunov function, for allq ∈ R

nq ,

R(q) = max{V (x),W (e), η}. (49)

Item (i) of Theorem 1 holds with A = {0} by us-
ing (14), Lemma 2 and noting thatη ≥ 0 on C ∪
D ∪ G(D). Let q ∈ C and F (q) ∈ TC(q). When
R(q) = V (x) > max{W (e), η}, we derive from (16)
and Lemma1 that R◦(q;F (q)) = 〈∇V (x), f(x, e)〉 ≤
−(I − σ) ◦ α(V (x)) = −(I − σ) ◦ α(R(q)). Similarly,
when R(q) = η > max{V (x),W (e)}, R◦(q;F (q)) =
−δ(η) = −δ(R(q)). When R(q) = η = V (x) >
W (e), R◦(q;F (q)) = max{〈∇V (x), f(x, e)〉 , 〈∇η,−δ(η)〉}
according to Lemma1 which is less than or equal to
−min{(I− σ) ◦ α(R(q)), δ(R(q))}. Consider the case where
R(q) = W (e) = max{η, V (x)}, i.e. q ∈ C ∩ D. We write
C = C1 ∪ C2 where C1 = {q : V (x) ≥ W (e)} and
C2 = {q : η ≥ W (e)}. When q ∈ C1\C2, necessarily
F (q) ∈ TC1

(q) and we again apply Lemma1 to obtain
R◦(q;F (q)) = max{〈∇V (x), f(x, e)〉 , 〈∇W (e), g(x, e)〉}.
Since〈∇V (x), f(x, e)〉 ≤ −(I − σ) ◦ α(V (q)) = −(I − σ) ◦
α(R(q)) for any q ∈ C1, by applying Lemma4, we derive
thatR◦(q;F (q)) = 〈∇V (x), f(x, e)〉 ≤ −(I − σ) ◦ α(R(q)).
A similar conclusion holds whenq ∈ C2\C1. Suppose now
that q ∈ C1 ∩ C2 ∩ D. SinceF (q) ∈ TC(q), F (q) belongs
to TC1

(q) or to TC2
(q). TakeF (q) ∈ TC1

(q) without loss of
generality. We obtain thatR◦(q;F (q)) ≤ −(I− σ) ◦ α(R(q))
by invoking the same arguments as above. Consequently, item
(ii) of Theorem2 holds withαR = min{(I − σ) ◦ α, δ}. Let
q ∈ D,

R(G(q)) = max{V (x), 0,W (e)} ≤ R(q) (50)

so that item (iii) of Theorem1 holds. We now show that item
(iv) of Theorem1 is satisfied using Proposition1. Let ∆ ≥ 0
and ∆ := αR(∆). We work on the setR−1

≤ (∆) which is
compact and strongly forward pre-invariant (see Definition2)
as items (i)-(iii) of Theorem1 hold. The inter-jump time is
the time it takes forW (e) to grow from0 to max{V (x), η}.
We look for a lower bound on this time. For anyq ∈ R−1

≤ (∆),
W (e) ≤M |e| andα−1

V ◦W (e) ≤M |e| for someM > 0 asW
is continuously differentiable and Assumption2 holds. Hence,

the inter-jump time is lower bounded by the time it takes for
M |e| to grow from 0 to max{|x|, η}. For anyq ∈ R

nq\A,
we defineψ(q) = |e|

max{|x|,η} when |e| ≤ M−1 max{|x|, η}

andψ(q) =M−1 otherwise. We note thatψ is indeed locally
Lipschitz on an open set containingS(∆) = R−1

≤ (∆)\A. Let
q ∈ S(∆) ∩ D and G(q) ∈ S(∆). It holds thatG(q) =
(x, 0,W (e)), henceψ(G(q)) = 0: item (ii-a) of Proposition
1 holds with a = 0. In view of the above discussions,
item (ii-b) of Proposition1 is satisfied withb = M−1. For
almost all q ∈ S(∆), 〈∇|x|, f(x, e)〉 ≤ L1(|x| + |e|) ≤
L1(max{|x|, η}+|e|) for someL1 ≥ 0 in view of Assumption
2 and〈∇η,−δ(η)〉 ≤ L4η ≤ L4max{|x|, η} for someL4 ≥ 0
as δ is locally Lipschitz. Thus, for almost allq ∈ S(∆),
max{〈∇|x|, f(x, e)〉 , 〈∇η,−δ(η)〉} ≤ N(max{|x|, η} + |e|)
for someN ≥ 0. Consequently, for almost allq ∈ S(∆),

〈∇ψ(q), F (q)〉 ≤ |g(x,e)|max{|x|,η}+N |e|(max{|x|,η}+|e|)
max{|x|,η}2 ,

(51)
since |g(x, e)| ≤ L3(|x| + |e|) ≤ L3(max{|x|, η} + |e|) for
someL3 ≥ 0 according to Assumption2, 〈∇ψ(q), F (q)〉 ≤
L3(max{|x|,η}+|e|)max{|x|,η}+N |e|(max{|x|,η}+|e|)

max{|x|,η}2 =
L3 max{|x|,η}2+L3|e|max{|x|,η}+N |e|max{|x|,η}+N |e|2

max{|x|,η}2 =

L3+(L3+N)ψ(q)+Nψ(q)2. Hence item (ii-c) of Proposition
1 holds withλ(s) = L3+(L3+N)s+Ns2 for anys ≥ 0. By
applying Proposition1, item (iv) of Theorem1 is verified and
we derive thatA is UGpAS. We note thatA is compact and
thatG(D) ⊂ C∪D. Let q ∈ C\D, if q belongs to the interior
of C, TC(q) = R

nx+ne+1 andF (q) ∈ TC(q). Otherwiseq is
such thatη = 0, in this caseTC(q) = R

nx+ne × R≥0 and
F (q) = (f(x, e), g(x, e), 0) ∈ TC(q). According to Theorem
1, A is UGAS. �

Proof of Theorem 3. We consider the locally Lipschitz
function, for all q ∈ R

nq ,

R(q) = V (x) + ηW (e)2, (52)

which satisfies item (i) of Theorem1 with αR(s) = αV (s) +
c αW (s)2 andαR(s) = min{αV (

s
2 ), c αW ( s2 )

2} for s ≥ 0 us-
ing Assumption3 and the fact thatη ∈ [c, c] onC∪D∪G(D).
For almost allq ∈ C, 〈∇R(q), F (q)〉 = 〈∇V (x), f(x, e)〉 +
η
〈
∇W (e)2, g(x, e)

〉
+ (−2ηL(x, e) − η2 − G(x, e))W (e)2.

From Assumption3 and in view of (23)-(24) in [30], for all
q ∈ C,

R◦(q;F (q)) ≤ −̺(|x|) − ̺(|e|)−H2(x) +G(x, e)W (e)2

+(−2ηL(x, e)− η2 −G(x, e))W (e)2

+2ηW (e)
(
L(x, e)W (e) +H(x)

)

= −̺(|x|) − ̺(|e|)−H2(x) − η2W (e)2

+2ηH(x)W (e).

Therefore, for allq ∈ C,

R◦(q;F (q)) ≤ −̺(|x|)− ̺(|e|)−H2(x)− η2W (e)2

+2ηH(x)W (e).

Using the fact that2ηW (e)H(x) ≤ η2W (e) + H2(x), we
obtain R◦(q;F (q)) ≤ −̺(|x|) − ̺(|e|) ≤ −ρ(|(x, e)|) for
some class-K function ρ. Consequently, item (ii) of Theorem
1 is satisfied withαR = ρ ◦ α−1

R . Let q ∈ D, R(G(q)) =
V (x) ≤ R(q): item (iii) of Theorem1 is ensured. We apply



IEEE TRANSACTIONS ON AUTOMATIC CONTROL 13

Proposition1 to show that the solutions to (25), (26) have a
uniform semiglobal dwell-time. Let∆ ≥ 0 and defineψ(q) =
1
η

which is well-defined on an open set containingR−1
≤ (∆)

(sinceη ∈ [c, c] on C ∪ D ∪ G(D)). Let q ∈ R−1
≤ (∆) ∩ D,

ψ(G(q)) = c−1: item (ii-a) of Proposition1 holds with a =
c−1. In view of the definition of the jump set in (26), for
any q ∈ R−1

≤ (∆), ψ(q) < c−1 implies q ∈ C\D: item (ii-
b) of Proposition1 holds with b = c−1. Noting thatψ is
continuously differentiable onR−1

≤ (∆), let q ∈ R−1
≤ (∆)

〈∇ψ(q), F (q)〉 = −
〈∇η,−2ηL(x,e)−η2−G(x,e)〉

η2 . (53)

Sinceq ∈ R−1
≤ (∆), R−1

≤ (∆) is compact andL,G are contin-
uous, there existsM ≥ 0 such thatmax{L(x, e), G(x, e)} ≤
M , thus

〈∇ψ(q), F (q)〉 ≤ 2ηM+η2+M
η2 (54)

and item (ii-c) of Proposition 1 holds with
λ(s) = 2Ms + 1 + Ms2 for any s ≥ 0. Proposition
1 guarantees that the solutions to (25), (26) have a
uniform semiglobal dwell-time (sinceA is compact).
Noting that A is compact,G(D) ⊂ C ∪ D, we only
need to prove thatF (q) ∈ TC(q) for any q ∈ C\D
to conclude the proof using Theorem1. Let q ∈ C\D,
when η ∈ (c, c) the result holds asTC(q) = R

nx+ne+1.
Supposeη = c, TC(q) = R

nx+ne × (−∞, 0]. Since
F (q) = (f(x, e), g(x, e),−2ηL(x, e) − η2 − G(x, e)) andL
andG are non-negative,F (q) ∈ TC(q). As a consequence,A
is UGAS in view of Theorem1. �

Proof of Theorem 5. We consider the following locally
Lipschitz functionR(q) := R1(x) + R2(e) for all q ∈ R

nq ,
where

R1(x) = max{V (x)− α−1(2ρ), 0},
R2(e) = max{γ(|e|)− ρ, 0}.

(55)

We note thatR only becomes equal to zero on the compact
set A = {(x, e) : V (x) ≤ α−1(2ρ) andγ(|e|) ≤ ρ}, is
continuous and tends to∞ only as |q|A → ∞. Hence item
(i) of Theorem1 holds by applying Lemma3. Let q ∈ C.
WhenV (x)−α−1(2ρ) > 0, it holds that, in view of (15) and
Lemma1,

R◦
1(x; f(x, e)) = 〈∇V (x), f(x, e)〉 ≤ −α(V (x)) + γ(|e|)

≤ −α(V (x)) + ρ,
(56)

since on the setC we haveR(q) = R1(x), we derive that

R◦
1(x; f(x, e)) ≤ −α(R1(x) + α−1(2ρ)) + ρ

= −α(R(q) + α−1(2ρ)) + ρ.
(57)

We note that 1
2α(R(q)) + ρ = 1

2α(R(q)) +
1
2α ◦ α−1(2ρ) ≤ α(R(q) + α−1(2ρ)) since α is
strictly increasing as a class-K∞ function. Therefore
R◦

1(x; f(x, e)) ≤ − 1
2α(R(q))− ρ+ ρ = − 1

2α(R(q)). In view
of Lemma1 and above, whenV (x)− α−1(2ρ) ≤ 0, we have
that R◦

1(x; f(x, e)) ≤ 0 = − 1
2α(R(q)) as q ∈ A andR is

equal to zero onA . We now considerR2 still for q ∈ C.
Note that we cannot haveγ(|e|) − ρ > 0 as q ∈ C. When
γ(|e|) − ρ < 0, R◦

2(e; g(x, e)) = 0. Consider the case where

γ(|e|) − ρ = 0, i.e. q ∈ C ∩ D and assumeF (q) ∈ TC(q).
According to Lemma4, 0 = 〈∇ρ, F (q)〉 ≥ 〈∇γ(|e|), g(x, e)〉,
henceR◦

2(e; g(x, e)) = max{0, 〈∇γ(|e|), g(x, e)〉} ≤ 0. We
have proved that item (ii) of Theorem1 is verified with
αR = 1

2α. Let q ∈ D, R(G(q)) = R1(x) + 0 ≤ R(q): item
(iii) of Theorem 1 holds. We now prove that the solutions
to (31), (32) have a uniform semiglobal dwell-time. Define
ψ(q) = γ(|e|) for q ∈ R

nq , which is locally Lipschitz on
an open set containingR−1

≤ (∆) as desired. Let∆ ≥ 0 and
q ∈ R−1

≤ (∆) ∩ D, ψ(G(q)) = 0: item (ii-a) of Proposition
1 holds with a = 0. Let q ∈ R−1

≤ (∆), ψ(q) < ρ implies
that q ∈ C\D: item (ii-b) of Proposition1 is verified with
b = ρ. Since the functionψ is continuously differentiable,
there existsM ≥ 0 such that for almost allq ∈ R−1

≤ (∆),
〈∇γ(|e|), g(x, e)〉 ≤ M . Hence item (ii-c) of Proposition1
is verified with λ(s) = M for s ≥ 0. We deduce that the
solutions to (31), (32) have a uniform semiglobal dwell-time
by applying Proposition1 (as A is compact). According
to Theorem1, A is UGpAS. Note thatA is compact and
G(D) ⊂ C ∪ D. Let q ∈ C\D, i.e. γ(|e|) < ρ, then
F (q) ∈ TC(q) = R

nx+ne . Consequently,A is UGAS in view
of Theorem1. �

Proof of Theorem 6. We considerR(q) = max{η, V (x)}
which is locally Lipschitz onRnq . Item (i) of Theorem1 holds
with αR(s) = max{s, αV (s)} and αR(s) = 1

2 min{s/2,
αV (s/2)} for s ≥ 0. Let q ∈ C andF (q) ∈ TC(q). When
η > V (x), R◦(q;F (q)) = −δ(η) according to Lemma
1. Hence R◦(q;F (q)) = −δ(R(q)). When η = V (x),
R◦(q;F (q)) = max{〈∇V (x), f(x, e)〉 ,−δ(η)} according
to Lemma 1. We apply Lemma4 with V (x) = η and
W (x) = V (x) to derive that〈∇V (x), f(x, e)〉 ≤ −δ(η),
thereforeR◦(q;F (q)) = −δ(η) = −δ(R(q)). Consequently,
item (ii) of Theorem1 is verified withαR = δ. Let q ∈ D,
R(G(q)) = V (x) ≤ R(q): item (iii) of Theorem1 holds.
From the fact thatδ ≤ σ ◦ α, the next jump instant cannot
occur beforeW (e) grows from 0 to σ ◦ α(V (x)), which
corresponds to the event-triggering condition studied in
Section V-C. We know from Theorem4 that this time is
lower bounded by a uniform semiglobal constant as long we
are not inÃ := {q : (x, e) = 0}, since Assumptions1-2
are verified. On the other hand, if a solution lies iñA with
η 6= 0, no jump will occur asV (x) will never become equal
to η. As a consequence, the solutions to (35), (36) have a
uniform semiglobal dwell-time outside the origin, and hence
outsideA. We conclude the proof by applying Theorem1. �
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