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Abstract

We propose a method based on optimal transport for empirical distributions with Laplacian regularization (LOT). Laplacian regularization is a graph-based regularization that can encode neighborhood similarity between samples either on the final position of the transported samples or on their displacement. In both cases, LOT is expressed as a quadratic programming problem and can be solved with a Frank-Wolfe algorithm with optimal step size. Result on domain adaptation and a shape matching problems show the interest of using this regularization in optimal transport.

1 Introduction

Recently, there has been a renewed interest for the study and the application of optimal transport (OT) \cite{1}. OT aims at matching two probability distributions while minimizing a displacement cost. To attain this objective, it uses a similarity measure on probability distributions denoted as the optimal transport distance or the Wasserstein distance. When considering discrete distributions, OT is the solution of a convex linear programming problem, but several recent works in the machine learning literature proposed to use additional regularization terms \cite{2, 3, 4}.

In the light of these recent efforts, optimal transport has also impacted several domains, in which it has been applied successfully. For instance, in computer vision, the Earth Mover Distance has been shown to work very well to compare color and texture distributions \cite{5}. In machine learning, two recent applications have shown the potential of optimal transport for computing barycenters of distributions \cite{6} and for domain adaptation \cite{7}. In the latter, authors introduced a solution for OT, which is regularized by the class memberships in the source domain.

In this work, we investigate a new regularization scheme for optimal transport of discrete distributions. Similarly to the work of Ferradans et al. \cite{2}, in which authors proposed to smooth the optimal transport plan by controlling the displacement of pairs of points, our idea is to achieve a structure-preserving optimal transport. For this purpose, we propose two regularization schemes based on Laplacian regularization. These regularizers favor OT solutions, that preserve the spatial relationships between the elements after interpolation. The first, named LOT\textsubscript{pos} regularizes samples by their final position after transport, while the second, named LOT\textsubscript{disp}, acts on the transportation plan itself.
The rest of the paper is as follows: in Section 2 we introduce the framework of optimal transport for empirical distributions. In Section 3 we present the proposed regularizers for LOT, whose effects are illustrated in Fig. 2. Section 4 provides details about the Frank-Wolfe optimization proposed to solve the LOT problem. Finally, Section 5 presents results on a synthetic domain adaptation problem and an application of OT in 3D human meshes registration.

2 Optimal transport for discrete distributions

In this section, we shortly introduce OT and how it can be used for interpolating discrete collections of samples expressed as probability distributions. OT aims at computing a minimal cost transportation between a source probability distribution \( \mu_s \), and a target distribution \( \mu_t \) generally corresponding to continuous distributions. In this work we consider the case when those distributions are only available through a finite number of samples, and can be written as

\[
\mu_s = \sum_{i=1}^{n_s} p^s_i \delta_{x^s_i}, \quad \mu_t = \sum_{i=1}^{n_t} p^t_i \delta_{x^t_i}
\]

where \( \delta_{x^i} \) is the Dirac at location \( x^i \in \mathbb{R}^d \). \( p^s_i \) and \( p^t_i \) are probability masses associated to the \( i \)-th sample, belonging to the probability simplex, i.e. \( \sum_{i=1}^{n_s} p^s_i = \sum_{i=1}^{n_t} p^t_i = 1 \). The source and target samples are in matrices \( X_s = [x^s_1, \ldots, x^s_{n_s}]^\top \in \mathbb{R}^{n_s \times d} \) and \( X_t = [x^t_1, \ldots, x^t_{n_t}]^\top \in \mathbb{R}^{n_t \times d} \), respectively. The set of probabilistic couplings between these two distributions is then the set of doubly stochastic matrices \( \mathcal{P} \) defined as

\[
\mathcal{P} = \{ \gamma \in (\mathbb{R}^+)^{n_s \times n_t} | \gamma 1_{n_s} = \mu_s, \gamma^\top 1_{n_t} = \mu_t \}
\]

where \( 1_d \) is a \( d \)-dimensional vector of ones. The Kantorovitch formulation of the optimal transport (2) is:

\[
\gamma_0 = \arg \min_{\gamma \in \mathcal{P}} \langle \gamma, C \rangle_F
\]

where \( \langle \cdot, \cdot \rangle_F \) is the Frobenius dot product and \( C \succeq 0 \) is the cost function matrix of term \( C(i, j) \) related to the energy needed to move a probability mass from \( x^s_i \) to \( x^t_j \). In our setting, this cost is chosen as the Euclidian distance between the two locations, i.e. \( C(i, j) = ||x^s_i - x^t_j||^2 \), but other types of metric could be considered, such as Riemannian distances over a manifold \( \mathcal{M} \).

When the optimal transportation plan \( \gamma \) has been estimated, one can transport \( \mu_s \) the source distribution by expressing the new transported distribution \( \hat{X}_s \) as linear combination of elements from \( X_s \). The corresponding convex combination relates to the corresponding transportation plan (i.e. the projection over the unit simplex of the corresponding line of \( \gamma \)) through the following relation:

\[
\hat{X}_s = T_{\gamma_0}(X_s) = \text{diag}(\gamma_0 1_{n_s})^{-1} \gamma_0 X_s \quad \text{and} \quad \hat{X}_t = T_{\gamma_0^{-1}}(X_t) = \text{diag}(\gamma_0^\top 1_{n_t})^{-1} \gamma_0^\top X_t.
\]

Note that in this work we focus on uniform distributions with \( p^s_i = \frac{1}{n_s} \) and \( p^t_i = \frac{1}{n_t} \). In this case, a simpler transportation formulation can be derived:

\[
\hat{X}_s = T_{\gamma_0}(X_s) = n_s \gamma_0 X_s \quad \text{and} \quad \hat{X}_t = T_{\gamma_0^{-1}}(X_t) = n_t \gamma_0^\top X_s.
\]

Using this last transportation formula avoids inverting a diagonal matrix that depends on \( \gamma \) and this will greatly simplify the optimization presented in Section 4. In the more general case where the weights are non-uniform, we refer the reader to [2] sec. 3.3.

Using this simple ingredients, recent works have solved domain adaptation problems, either using entropy-based regularization (below referred to as \( \text{OT}_{\text{sinkhorn}} \) [3]) or class-label group sparse regularization [7] and achieved state of the art results with respect to current domain adaptation literature. In what follows, we assume that data live on a manifold and propose two Laplacian regularization schemes as an alternative to entropy regularization.

3 Laplacian regularization for optimal transport

In the following, we discuss two Laplacian regularization schemes for OT. The first one is an application of graph regularization on the transported samples. This regularization term will promote samples that are neighbors in the graph to stay neighbors after transportation. The second one is a direct transposition of the graph regularization proposed in [2], where the graph regularization is applied on the displacement of the samples during transportation.
3.1 Regularizing the transported samples positions

Regularizing the transported sample positions leads to the following optimization problem:

$$\gamma_0 = \arg\min_{\gamma \in \mathcal{P}} \langle \gamma, C \rangle_F + \frac{\lambda_s}{N_s} \sum_{i,j} S_{t,i,j}^s \| \hat{x}^s_i - \hat{x}^s_j \|^2 + \frac{\lambda_t}{N_t} \sum_{i,j} S_{t,i,j}^t \| \hat{x}^t_i - \hat{x}^t_j \|^2$$  (6)

The first term is the classical optimal transport linear loss that encodes the transportation cost between the source and the target samples. The two other terms are Laplacian regularization terms that will promote the respect of the proximities observed in the original distribution after the transport. Note that the graph regularization is defined by symmetric similarity matrices $S_s$ and $S_t$ computed between the source and target samples in their original configurations.

The optimization problem (6) does not explicitly illustrate the dependency of the regularization term on the variable $\gamma$. This dependency exists through the use of the transported $\hat{x}$ samples. The regularization terms can be easily expressed for the source regularization as

$$\sum_{i,j} S_{t,i,j}^s \| \hat{x}^s_i - \hat{x}^s_j \|^2 = N_s^2 \text{Tr}(X_s \gamma^\top L_s \gamma X_t)$$  (7)

where $L_s = \text{diag}(S_s 1) - S_s$ is the Laplacian of the graph $S_s$; and for the target regularization as

$$\sum_{i,j} S_{t,i,j}^t \| \hat{x}^t_i - \hat{x}^t_j \|^2 = N_t^2 \text{Tr}(X_s \gamma L_t \gamma^\top X_s)$$  (8)

where $L_t = \text{diag}(S_t 1) - S_t$. Finally, optimization problem (6) can be reformulated as

$$\gamma_0 = \arg\min_{\gamma \in \mathcal{P}} \langle \gamma, C \rangle_F + \lambda_s \text{Tr}(X_s \gamma^\top L_s \gamma X_t) + \lambda_t \text{Tr}(X_s \gamma L_t \gamma^\top X_s),$$  (9)

which is a quadratic program w.r.t. $\gamma$. This raises problems of high computational complexity, particularly due to the fact that the quadratic loss matrix is full. This transportation of the samples will be referred to as LOT$_{pos}$.

3.2 Regularizing the transported samples displacement

As discussed previously, [2] proposed to adapt image histograms through the transportation of the pixels from one image to another. One of their contributions was to propose a graph regularization of the displacement of the samples during interpolation [1]. This regularization leads to the following optimization problem

$$\gamma_0 = \arg\min_{\gamma \in \mathcal{P}} \langle \gamma, C \rangle_F + \frac{\lambda_s}{N_s} \sum_{i,j} S_{t,i,j}^s \| (\hat{x}^s_i - x^s_i) - (\hat{x}^s_j - x^s_j) \|^2 + \frac{\lambda_t}{N_t} \sum_{i,j} S_{t,i,j}^t \| (\hat{x}^t_i - x^t_i) - (\hat{x}^t_j - x^t_j) \|^2$$  (10)

As for the LOT$_{pos}$ regularization above, one can reformulate the first regularization term as

$$\sum_{i,j} S_{t,i,j}^s \| (\hat{x}^s_i - x^s_i) - (\hat{x}^s_j - x^s_j) \|^2 = N_s^2 \text{Tr}(X_s \gamma^\top L_s \gamma X_t) + \langle \gamma, -N_s(L_s + L_s^\top)X_sX_t^\top \rangle_F + c_s$$

with $c_s = \text{Tr}(X_s^\top L_s X_s)$ a constant w.r.t. $\gamma$; and the second regularization term as

$$\sum_{i,j} S_{t,i,j}^t \| (\hat{x}^t_i - x^t_i) - (\hat{x}^t_j - x^t_j) \|^2 = N_t^2 \text{Tr}(X_s \gamma L_t \gamma^\top X_s) + \langle \gamma, -N_t X_sX_t^\top (L_t + L_t^\top) \rangle_F + c_t$$

with $c_t = \text{Tr}(X_s^\top L_t X_t)$. Finally, the optimization problem (10) can be expressed as

$$\gamma_0 = \arg\min_{\gamma \in \mathcal{P}} \langle \gamma, C + \lambda_s C_s + \lambda_t C_t \rangle_F + \lambda_s \text{Tr}(X_s \gamma^\top L_s \gamma X_t) + \lambda_t \text{Tr}(X_s \gamma L_t \gamma^\top X_s)$$  (11)

with $C_s = -\frac{1}{N_s}(L_s + L_s^\top)X_sX_t^\top$ and $C_t = -\frac{1}{N_t}X_sX_t^\top (L_t + L_t^\top)$ linear costs associated to the source and target samples respectively. Optimization problem (11) is extremely similar to (9), their only difference being a linear term taking into account the regularization terms $C_s$ and $C_t$. This transportation of the samples will be referred to as LOT$_{disp}$. 

3
4 Optimization

As discussed in [2], the Frank-Wolfe algorithm can be used to solve the optimization problems (9) and (11). This approach is particularly interesting for these problems, since it works by solving at each iteration a linearization of the loss function under the linear constraints (a LP problem).

The Frank-Wolfe (FW) algorithm is an interior point method that has been proposed in [10] and has drawn some attention recently thanks to its ability to handle large scale optimization problems [11]. It addresses the minimization of \( f(\gamma) \) subject to \( \gamma \in \mathcal{P} \), where \( f(\cdot) \) is a convex and differentiable function and \( \mathcal{P} \) are convex constraints. The algorithm with optimal step size is defined as follows:

0. Initialize \( k = 0 \) and \( \gamma^0 \in \mathcal{P} \) an initial value. (either \( \gamma^0 = \mu_s \mu_t^\top \) or solution of the linear problem with no quadratic regularization)

1. Compute the solution of the following problem

\[
\gamma^* = \arg\min_{\gamma \in \mathcal{P}} \langle \gamma, \nabla f(\gamma^k) \rangle_F
\]

2. Find the optimal step \( 0 \leq \alpha^k \leq 1 \) with descent direction \( \Delta \gamma = \gamma^* - \gamma^k \) such that

\[
\alpha^k = \arg\min_{0 \leq \alpha \leq 1} f(\gamma^k + \alpha \Delta \gamma)
\]

3. \( \gamma^{k+1} \leftarrow \gamma^k + \alpha^k \Delta \gamma \), set \( k \leftarrow k + 1 \) and go to step 1.

We want to empathize the importance of an interior point method such as FW. In practice, the exact solution of the optimization problem is often not necessary and an early stopping strategy is used. In our case, an interior point method ensures that even if the iterations are stopped before convergence, \( \gamma^k \) belongs to \( \mathcal{P} \) and leads to a proper transportation in the convex hull of the target data. Note that the gradient of objective values term in (9) and (11) can be easily derived from derivative of trace [12 Eq. (116)].

Finally, we discuss how the optimal step is found when optimizing problem (9). One want to minimize the following function w.r.t. \( \alpha \):

\[
g(\alpha) = \langle \gamma^k + \alpha \gamma^*, C \rangle_F + \lambda_s \text{Tr}(X_s^\top (\gamma^k + \alpha \gamma^*) \text{L}(\gamma^k + \alpha \gamma^*) X_t) + \lambda_t \text{Tr}(X_t^\top (\gamma^k + \alpha \gamma^*) \tilde{L}(\gamma^k + \alpha \gamma^*) X_s)
\]

\[
= c\text{ste} + \alpha \langle \gamma^*, C \rangle_F + \lambda_s (\alpha \text{Tr}(X_s^\top \gamma^k \gamma^* X_t) + \alpha \text{Tr}(X_t^\top \gamma^k \gamma^* X_s) + \alpha^2 \text{Tr}(X_t^\top \gamma^k \gamma^* X_t)) + \lambda_t (\alpha \text{Tr}(X_s^\top \gamma^k \gamma^* X_s) + \alpha \text{Tr}(X_s^\top \gamma^k \gamma^* \tilde{L} \gamma^* X_s) + \alpha^2 \text{Tr}(X_s^\top \gamma^k \gamma^* \tilde{L} \gamma^* X_s))
\]

\[
= c\text{ste} + \alpha A + \alpha^2 B
\]

\[
g(\alpha) = f(\gamma^k + \alpha \Delta \gamma) = a\alpha^2 + b\alpha + c
\]

where \( a, b, \) and \( c \) are constants at each iteration \( k \). Since \( g(\cdot) \) is a second order polynomial, the optimal step can be computed with \( g'(\alpha) = 2a\alpha + b = 0 \). When applied to the optimization problem (9), this gives

\[
\alpha^k = -\frac{1}{2} \langle \Delta \gamma, C \rangle_F + \lambda_s \text{Tr}(X_s^\top \Delta \gamma^\top (L_s + L_t^\top) \gamma^k X_t) + \lambda_t \text{Tr}(X_t^\top \Delta \gamma (L_t + L_t^\top) \gamma^k \gamma^\top X_s)
\]

\[
= \frac{-\lambda_s \text{Tr}(X_s^\top \Delta \gamma^\top L_s \Delta \gamma X_t) + \lambda_t \text{Tr}(X_t^\top \Delta \gamma L_t \Delta \gamma^\top X_s)}{\lambda_s \text{Tr}(X_s^\top \Delta \gamma^\top L_s \Delta \gamma X_t) + \lambda_t \text{Tr}(X_t^\top \Delta \gamma L_t \Delta \gamma^\top X_s)}
\]

The optimal step for problem (11) is given in [2] and can be computed by replacing \( C \) by \( C + \lambda_s C_s + \lambda_t C_t \) in equation [12].

5 Numerical experiments

In this section, we first illustrate the effect of the two regularizers proposed. Then, we show the results obtained on a synthetic domain adaptation problem and on a shape matching dataset.

5.1 Illustration of the regularized optimal transport

In Fig. [1] we illustrate on a simple dataset the behavior of the different regularization terms in term of sample transportation. In our example dataset, both the source and target distributions consist in two
Figure 1: Simulated distribution with two clusters in each domain.

(a) Initial distributions

(b) Similarity graph $S^s$

5.2 Domain adaptation on the two-moons dataset

In this experiment, we consider a rotating two-moons toy example that was used for domain adaptation in [13]. The source domain consists in the standard two entangled moons data, where each moon is associated to a specific class. The target domain is built by applying a rotation to the two moons, which allows to consider an adaptation problem with an increasing difficulty as a function of the rotation angle. Examples of the datasets at $50^\circ$, $70^\circ$ and $90^\circ$ are reported in the top row of Fig. 3. This example is notably interesting because the corresponding transformation is clearly non-linear, and because the input dimensionality is small. We follow the same experimental setup as in [13]: this allows for a direct comparison with the state-of-the-art results presented in [13]. Both domains are built with two moons made of 150 samples each. After adaptation between the two distributions, the generalization power is tested over a set of 1000 samples from the target domain. The experiments are conducted 10 times and we consider the mean classification error as a comparison criterion. The classification is conducted by an SVM classifier with a Gaussian kernel, whose parameters were set by 5-fold cross-validation. We compare the adaptation results with two state-of-the-art methods: the DA-SVM approach [14] and the more recent PBDA [13], which has proved to give competitive results on this dataset. The graph regularization $S_s$ and $S_t$ are computed using a Gaussian kernel with $\gamma = 0.1$ and the regularization term are set to $\lambda_s = \lambda_t = \lambda$ selected empirically. Results are reported in Table 1 and the resulting classifiers for classical OT LP, OT$_{\text{Sinkhorn}}$, and LOT$_{\text{pos}}$ are plotted on Figure 3 for the $50^\circ$, $70^\circ$ and $90^\circ$ cases.

Our first observation is that all the methods based on optimal transport behave better than the competing methods. This is particularly striking when the amount of rotation is important ($> 50^\circ$). This clearly shows the capacity of our method to handle strong distortions between domains. The entropy regularization (OT$_{\text{sinkhorn}}$) leads to a dramatic performance gain w.r.t. the classical OT LP. LOT$_{\text{pos}}$ is the best performing method thanks to its Laplacian regularization. In this dataset, it clearly out-
Figure 2: Illustration of the different transport regularizations on the example of Figure 1. The transported samples and their displacement (in red) are illustrated for $\text{OT}_{\text{Sinkhorn}}$, $\text{LOT}_{\text{pos}}$ and $\text{LOT}_{\text{disp}}$ for a small (left column) and large (right column) regularization term.

performs $\text{OT}_{\text{disp}}$. Our interpretation is that, in this case, non-rigid transport is necessary. Note that we are aware that this dataset, despite its wide use in the domain adaptation community, is clearly biased toward the Laplacian regularization of the position of the samples.

5.3 Non-rigid shape matching

The last example considers non-rigid 3D matching of humanoid shapes. This problem has attracted over the past years a lot of interest in both the domains of computer vision and graphics, where 3D
shapes need to be registered, either for reconstruction or tracking purposes (see [15] for a survey). Among those approaches, the optimal transport distances were envisaged [16] to measure the distortion between objects. Yet, most of the approaches based on such distances encountered difficulties in the practical computation of the matching.

We use the FAUST dataset [17], which provides ground truth correspondences between shapes, since every scan comes with a registered template watertight mesh. This allows to compute numerical errors over the possible registrations. Our primary goal here is not to compare LOT with state-of-the-art methods in shape registration, but to study the benefits of our the Laplacian regularization of the transport for this registration purpose. Laplacian methods seem to be particularly adapted to solve this problem, since its objective is to align surfaces, while preserving their graph structures.

Among the different shapes offered in the dataset, we selected 6 shapes that are related to different poses of the same subject (see Figure 4). The corresponding registration problem is very complex, particularly because the magnitude of deformations differs from one pair of shapes to the other. We directly use the corresponding template meshes to assess for the quality of the matching. Figure 5 illustrates the mapping over two pairs of shapes, respectively (#1, #2) and (#3, #6) by the LOT\textsubscript{pos} regularization. We note here that the original transport leads to a one-to-one assignment between vertices, whereas the Laplacian regularization yields a one-to-many mapping. Consequently, we evaluate the correctness of the mapping by looking at the distance between vertices of the transported mesh (equation (5)) and their expected location on the target mesh. Table 2 reports both the average distance error (in centimeters) over all the vertices of the mesh and the corresponding maximum error (as a measure of the most irrelevant mapping). From those results, one can see that both LOT\textsubscript{pos} and LOT\textsubscript{disp} regularization strategies lead to smaller average and maximal matching errors compared to OT LP, with a slight advantage for the regularization over the positions of the vertices.

### 6 Conclusion

In this work we proposed to use two Laplacian regularization schemes in the optimal transport definition, acting either on the position or on the displacement of the transported samples. The resolution of the resulting optimization problem is discussed and the different regularization terms are tested on an illustrative example, the complex two-moons domain adaptation dataset and a 3D shape matching problem. In all examples, the proposed LOT showed promising performances and achieved at least state-of-art results.

We plan in future works to perform more in-depth numerical experiments with new real life datasets and to address the problem of large scale optimization. The size of the data in terms of number of samples is indeed limited by the use of a LP solver at each iteration of the Frank-Wolfe algorithm and new optimization strategies will be necessary for exploiting this type of methodologies with large scale datasets.

### References

Figure 3: Illustration of the classification decision boundary over the two moons example. The target domain is depicted as points in grey (best viewed with colors).


Figure 4: The 6 different human shapes from the FAUST dataset considered in our non-rigid registration experiment.

<table>
<thead>
<tr>
<th>method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 OT LP</td>
<td>– 8.0 (54.5)</td>
<td>– 7.5 (37.2)</td>
<td>– 7.1 (38.9)</td>
<td>– 12.0 (58.7)</td>
<td>– 12.0 (58.7)</td>
<td>– 26.8 (100.8)</td>
</tr>
<tr>
<td>LOT\textsubscript{pos}</td>
<td>– 7.5 (37.2)</td>
<td>– 38.0 (90.3)</td>
<td>– 11.1 (48.7)</td>
<td>– 40.7 (100.9)</td>
<td>– 40.7 (100.9)</td>
<td>– 24.3 (60.4)</td>
</tr>
<tr>
<td>LOT\textsubscript{disp}</td>
<td>– 7.1 (38.9)</td>
<td>– 38.5 (89.6)</td>
<td>– 10.5 (47.5)</td>
<td>– 42.4 (100.0)</td>
<td>– 42.4 (100.0)</td>
<td>– 25.5 (61.5)</td>
</tr>
<tr>
<td>2 OT LP</td>
<td>7.7 (57.0)</td>
<td>– 40.0 (133.2)</td>
<td>– 12.0 (58.7)</td>
<td>– 44.1 (138.7)</td>
<td>– 44.1 (138.7)</td>
<td>– 26.8 (100.8)</td>
</tr>
<tr>
<td>LOT\textsubscript{pos}</td>
<td>7.0 (39.2)</td>
<td>– 38.0 (90.3)</td>
<td>– 11.1 (48.7)</td>
<td>– 40.7 (100.9)</td>
<td>– 40.7 (100.9)</td>
<td>– 24.3 (60.4)</td>
</tr>
<tr>
<td>LOT\textsubscript{disp}</td>
<td>6.6 (41.5)</td>
<td>– 38.5 (89.6)</td>
<td>– 10.5 (47.5)</td>
<td>– 42.4 (100.0)</td>
<td>– 42.4 (100.0)</td>
<td>– 25.5 (61.5)</td>
</tr>
<tr>
<td>3 OT LP</td>
<td>51.3 (113.7)</td>
<td>41.3 (85.2)</td>
<td>48.5 (113.2)</td>
<td>6.1 (50.3)</td>
<td>11.4 (49.4)</td>
<td>37.4 (144.1)</td>
</tr>
<tr>
<td>LOT\textsubscript{pos}</td>
<td>49.2 (108.7)</td>
<td>39.1 (78.7)</td>
<td>46.4 (107.7)</td>
<td>6.0 (47.5)</td>
<td>11.0 (46.9)</td>
<td>35.3 (114.5)</td>
</tr>
<tr>
<td>LOT\textsubscript{disp}</td>
<td>51.4 (109.7)</td>
<td>40.8 (80.0)</td>
<td>48.7 (108.8)</td>
<td>5.7 (48.3)</td>
<td>10.8 (46.0)</td>
<td>–</td>
</tr>
<tr>
<td>4 OT LP</td>
<td>3.2 (48.7)</td>
<td>12.8 (71.6)</td>
<td>43.8 (143.7)</td>
<td>– 54.0 (178.5)</td>
<td>– 54.0 (178.5)</td>
<td>– 37.4 (144.1)</td>
</tr>
<tr>
<td>LOT\textsubscript{pos}</td>
<td>3.4 (47.8)</td>
<td>11.8 (54.5)</td>
<td>41.3 (132.4)</td>
<td>– 50.3 (109.5)</td>
<td>– 50.3 (109.5)</td>
<td>– 34.8 (109.5)</td>
</tr>
<tr>
<td>LOT\textsubscript{disp}</td>
<td>3.3 (45.0)</td>
<td>10.9 (66.0)</td>
<td>41.9 (131.0)</td>
<td>– 51.4 (149.8)</td>
<td>– 51.4 (149.8)</td>
<td>– 35.3 (114.5)</td>
</tr>
<tr>
<td>5 OT LP</td>
<td>46.8 (113.5)</td>
<td>36.6 (79.3)</td>
<td>5.7 (53.1)</td>
<td>49.8 (112.9)</td>
<td>–</td>
<td>6.6 (41.2)</td>
</tr>
<tr>
<td>LOT\textsubscript{pos}</td>
<td>45.0 (109.0)</td>
<td>34.9 (79.3)</td>
<td>5.6 (49.8)</td>
<td>48.1 (108.6)</td>
<td>–</td>
<td>6.0 (36.1)</td>
</tr>
<tr>
<td>LOT\textsubscript{disp}</td>
<td>47.2 (110.9)</td>
<td>36.6 (79.8)</td>
<td>5.2 (44.6)</td>
<td>50.2 (110.7)</td>
<td>–</td>
<td>5.9 (37.4)</td>
</tr>
<tr>
<td>6 OT LP</td>
<td>43.9 (112.6)</td>
<td>32.1 (84.2)</td>
<td>12.3 (54.2)</td>
<td>46.3 (112.1)</td>
<td>7.5 (50.7)</td>
<td>–</td>
</tr>
<tr>
<td>LOT\textsubscript{pos}</td>
<td>41.3 (107.5)</td>
<td>30.0 (77.7)</td>
<td>12.1 (49.0)</td>
<td>43.8 (107.0)</td>
<td>7.5 (44.3)</td>
<td>–</td>
</tr>
<tr>
<td>LOT\textsubscript{tra}</td>
<td>44.0 (108.7)</td>
<td>32.1 (79.6)</td>
<td>11.6 (45.4)</td>
<td>46.4 (108.0)</td>
<td>7.1 (45.6)</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2: Shape registration experiments. For each pairs of possible matching, we report in centimeters the mean average error and, between parenthesis, the maximum error for the three considered methods.


Figure 5: Illustrations of the shape matching results for shapes pairs (#1,#2) and (#3,#6) when using LOT_{pos} regularization. The optimal coupling matrix is also represented in the bottom right corner of each panel. As the points are ordered in the same ways in both meshes, a diagonal dominance of the matrix indicates the success of the matching process.


