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Abstract

Image processing algorithms include methods that process images from their acquisition to the extraction of useful information for a given application.
Among interpretation algorithms, some are designed to detect, localize and identify one or several objects in an image. The problem addressed in this article is the evaluation of interpretation results of an image or a video, given an associated ground truth. Challenges are multiple such as the comparison of algorithms, evaluation of an algorithm during its development or the definition of its optimal settings. We propose a new metric for evaluating an interpretation result of an image. The advantage of the proposed metric is to evaluate a result by taking into account the quality of the localization, recognition and detection of objects of interest in the image. Several parameters allow us to change the behavior of this metric for a given application. Its behavior has been tested on a large database and showed interesting results.
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1 Introduction

Image understanding is still a great challenge in image processing. Many applications are concerned such as target detection and recognition, medical imaging or video monitoring. Whatever the foreseen application may be, extracted information conditions the performance of the resulting process. For each object of interest, it is required for the localization to be as precise as
possible and with a correct recognition. Many algorithms have been proposed in the literature to achieve this task [1, 2, 3, 4], but it still remains difficult to compare the performance of these algorithms that extract the localization of objects of interest. In order to evaluate object detection and recognition algorithms, several research competitions have been created such as the Pascal VOC Challenge [5, 6] and the French Robin Project [7]. Given a manually made ground truth, these competitions use metrics to evaluate and compare the results obtained by different image understanding algorithms. If the metrics used for these competitions appeal to everyone’s common sense (good correspondence between the ratio height/width or the size of the detected bounding box and of the ground truth), none of them puts the same characteristic forward. Most of proposed metrics in the state of the art quantify the similarity of two localization results with different distances. For example, one metric might check if the center’s localization of the detected object is correct, whereas another one might compare the surface of the localized object to the ground truth one. The main objective of these competitions is to compare different image understanding algorithms by evaluating their behavior for different scenarios and parameters on a huge and significant database. It is therefore useful to have a reliable quality score of an interpretation result given the associated ground truth.
Many evaluation metrics initially proposed for various purposes such as image segmentation or image retrieval can be found in the literature and should reveal themselves relevant for the evaluation of image understanding results. In the proposed work, we intend to define a reliable quality score of an interpretation result that, for example, would be able to distinguish automatically the best result among the four synthetic examples presented in figure 1. Most existing metrics from the state of the art are limited as they are not able to evaluate at the same time both localization and recognition errors. For example, the metric proposed in [8] does not consider the class of detected objects but only the similarity of boundaries. Yang et al. [9] proposed an evaluation metric for analysing the behavior of an image understanding algorithm defined in the article, but this metric is not studied or validated. Most competitions such as the Pascal VOC challenge evaluate and compare image understanding algorithms on large databases. We think it could be interesting nevertheless to be able to compute the value of a single image understanding result taking into account both detection and recognition aspects.

The paper is organized as follows: Metrics for the evaluation of image understanding in the literature are presented in section 2. A comparative study of these metrics is also briefly discussed. Section 3 presents the proposed
quality score of an image understanding result [10] while section 4 is dedicated
to the validation tests. Some illustrations are presented in section 4.2.5
showing how the proposed metric can be used to compare several image
understanding results. At last, conclusions and perspectives of this work are
given in section 5.

2 State of the art

Image understanding has for objective to automatically extract the maximum
amount of information on objects present in an image $I$. We can extract
some information about localization and/or about recognition of predefined
classes. We present in this section an overview of existing evaluation metrics
for image understanding in a supervised context, that is to say when a ground
truth is available.

2.1 Evaluation of a localization algorithm result

The supervised evaluation of a localization algorithm consists in comparing
two images: the ground truth and the localization result. Many evaluation
metrics initially proposed for various image processing algorithms can be
found in the literature [11, 12, 13, 14, 15, 8] and should reveal themselves
relevant for localization evaluation. Simply the existence of all these met-
rics expresses the lack about a widely accepted evaluation algorithm for localization. Moreover, there are three representations of a localization result. The simplest one is the bounding box containing the object. This type of localization is simply represented by the coordinates of the rectangle. The second one consists in using red pixels for representing the contour of objects. The last representation of a localization result is a mask image, where black pixels correspond to the background and white ones to the interior of the object. An illustration of the different representations of a localization result is given in figure 2.

We present for each representation an example of a localization metric. For the French Robin project [7] which aims at evaluating localization and recognition algorithms providing bounding boxes as localization outputs, three metrics have been developed to evaluate a localization result:

\[ ROB_{loc}(BB_t, BB_{gt}) = \frac{2}{\pi} \arctan(\max\left(\frac{|x_t - x_{gt}|}{w_{gt}}, \frac{|y_t - y_{gt}|}{h_{gt}}\right)) \]  

\[ ROB_{con}(BB_t, BB_{gt}) = \frac{|A_t - A_{gt}|}{\max(A_t, A_{gt})} \]  
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\[ ROB_{cor}(BB_l, BB_{gt}) = \frac{2}{\pi} \arctan \left( |\frac{h_l}{w_l} - \frac{h_{gt}}{w_{gt}}| \right) \] (3)

where \( BB_l \) is the output of the localization algorithm, \( \{x_l, y_l\} \) are the coordinates of the center of the bounding box, \( A_l \) is the area covered by the bounding box and \( \{h_l, w_l\} \) are the height and width of the bounding box. Variables with \( _{gt} \) subscript correspond to the ground truth. These three metrics evaluate different characteristics of the localization result: \( ROB_{loc} \) evaluates the localization of the center of the bounding box, \( ROB_{com} \) evaluates the size of the bounding box and \( ROB_{cor} \) quantifies the ratio height/width of the bounding box. These metrics evaluate different characteristics of the localization result corresponding to the localization of the center, the size and the ratio height/width of the bounding box.

Concerning the contour representation, several metrics have been proposed, initially for image segmentation evaluation. They can be easily extended to the localization evaluation. For example, the Figure of Merit (FOM) proposed by Pratt [16] is an empirical distance between image \( I_l \) that contains the localized object contour and the corresponding ground truth \( I_{gt} \):

\[ FOM(I_{gt}, I_l) = \frac{1}{MP} \sum_{k \in I_l^c} \frac{1}{1 + \alpha \cdot d(k, I_{gt}^c)^2} \] (4)
where

$$MP = \max \left( \text{Card}(I^C_{gt}), \text{Card}(I^C_l) \right)$$  \hspace{1cm} (5)$$

and $I^C_l$ are contour pixels of the localized object, $\alpha$ is a constant set to $\frac{1}{5}$ by the authors [16], $d(x, I) = \min_{y \in I} d(x, y)$ and Card($I^C$) denotes the cardinal, i.e. the number of contour pixels. One problem of this metric is that it is not sensitive to under-localization errors whereas it is to over- and miss-localization errors. Moreover, it is not sensitive to the shape of miss-localization, which is a problem for the evaluation of localization result.

The mask or region representation is, for example, used in the Pascal VOC Challenge [5]. A simple metric is then defined to evaluate the localization result of an object.

$$PAS(I_{gt}, I_l) = \frac{\text{Card}(I^r_{gt} \cap I^r_l)}{\text{Card}(I^r_{gt} \cup I^r_l)}$$  \hspace{1cm} (6)$$

where $I^r_l$ corresponds to region pixels of the localized object, $I^r_{gt} \cap I^r_l$ corresponds to the object pixels correctly localized and $I^r_{gt} \cup I^r_l$ corresponds to object pixels from the ground truth or from the localized object. This metric equals 1 when $I^r_{gt} \cap I^r_l = I^r_{gt} \cup I^r_l$, that is to say when $I^r_{gt} = I^r_l$. 
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Two other metrics have been proposed by Martin [13] for the evaluation of a localization result. These metrics work for several objects localized in a single image result. These metrics use the local refinement error between two images $I_1$ and $I_2$ defined as:

$$E(I_1, I_2, k) = \frac{\text{Card}(I_{r(k)}^I)}{\text{Card}(I_{r(k)}^I_1 \setminus I_{r(k)}^I_2)}$$

(7)

where $r(k)$ corresponds to the region containing a pixel from object $k$, $I_{r(k)}^I_1$ corresponds to the objects pixels from object $k$ present in image 1, and $I_{r(k)}^I_1 \setminus I_{r(k)}^I_2$ corresponds to the object pixels from object $k$ present in image 1 and not present in image 2. We can notice that this local error measure is not symmetric and only measures a refinement from image $I_1$ to image $I_2$. Martin et al. use this local refinement error to create two metrics called global consistency error (GCE) and local consistency error (LCE):

$$MAR_{gce}(I_{gt}, I_t) = \frac{1}{\text{Card}(I)} \min \left( \sum_{k \in I} E(I_{gt}, I_t, k), \sum_{k \in I} E(I_t, I_{gt}, k) \right)$$

(8)
$$MAR_{lce}(I_{gt}, I_l) = \frac{1}{\text{Card}(I)} \sum_{k \in I} \min(E(I_{gt}, I_l, k), E(I_l, I_{gt}, k))$$

with $I$ the common support image of $I_{gt}$ and $I_l$. We can notice that both metrics are symmetric. Moreover, it is clear that $MAR_{gce}$ is tougher than $MAR_{lce}$, since $MAR_{gce}$ forces all local refinement to be in the same direction (either from $I_l$ to $I_{gt}$ or from $I_{gt}$ to $I_l$) whereas $MAR_{lce}$ allows refinement in both directions.

In a previous work [17], we aimed at evaluating the reliability of metrics for the evaluation of localization results. We first referenced up to 33 different metrics from the literature allowing the evaluation of a localization result. In order to evaluate these metrics, we created a synthetic database with 16 ground truths. We used different alterations to create synthetic localization results: translation, scale change, rotation and perspective. We can see on figure 3, some examples of alterations. We finally obtained a total of 118,080 synthetic localization result images.

We computed the values of the metrics between the ground truth and each
synthetic result. We computed a curve showing the behavior of each selected metric face to alterations (an example is given in Figure 10). From these curves, we verified if all the referenced metrics fulfill some properties. The chosen properties that a metric should fulfill to correctly evaluate localization results are the following:

1. Symmetry: a metric should equally penalize two results with the same alteration, but in opposite directions (example, translations of the localization result +5 or -5 pixels horizontally),

2. Strict Monotony: a metric should penalize the results the more they are altered,

3. Uniform Continuity: a metric should not have an important gap between two close results,

4. Topological Dependency: a metric result should depend on the size or the shape of the localized object.

The more properties it fulfills, the better is the metric. The conclusion of [17] was to use region based metrics, and more particularly $PAS$ [5, 6], $MAR_{Ice}$, $MAR_{gce}$ [13] or $VIN$ [18] metrics.
2.2 Evaluation of a recognition algorithm result

The evaluation of a recognition algorithm is also a challenging task. However, it is not possible to directly calculate a distance on the labels returned by the algorithms. Indeed, these identifiers are non ordered categorical variables and calculate a distance between these variables would be meaningless. Naively, the only method for calculating a distance on these variables is to see if they are equal, and thus that the distance is 0 if the identifiers are the same and 1 otherwise. This quantification is imprecise and does not weigh an error between classes.

It is interesting to note that it is possible to calculate a priori, i.e. before having the recognition results to evaluate, the set of distances between all object classes present in the used database or application. Indeed, the number of classes is limited and known in advance for a particular application. For example, we would like the distance between classes ”cat” and ”dog” to be smaller than the distance between classes ”car” and ”dog”. All these distances can then be stored in a distance matrix DM, the problem is how to calculate this matrix.

It is possible to overcome this problem by calculating the distance between
object descriptions. The distance is then dependent on the representation of the object. In the case of an object represented by a graph, the edition distance can be used. It can be seen as the edition cost to turn the first graph $G_1$ into a graph isomorphic to the second graph $G_2$. This edition is done by a succession of elementary editions, each with an individual cost. The edition distance is the sum of the costs necessary for this transformation. This distance is complicated to calculate, however, the algorithm from [19, 20] can be used to approximate that distance.

In a previous article [21], we were interested in the representation of an object by a cloud of descriptor points. This cloud of points is a set of automatically detected points on the image. Each point is characterized by a vector calculated in its neighborhood. To build this cloud of points, we used the SIFT descriptors proposed in [22] to detect and characterize the keypoints of the object. With two images of objects, we had two clouds of points, each associated with an object. We matched points of the first object with those of the second one when possible (considering the value of the descriptor), then we defined a similarity measure based on the number of successful matches. It is so possible to obtain a measure of similarity between different classes of objects by taking the similarity scores averaged over a large training base. In some cases, SIFT descriptors fail to characterize images (in presence of coarse
texture as for example), other techniques such as a multi-scale analysis could be used [23] to achieve this goal.

Finally, we can construct the DM matrix or by manually filling subjectively or by using a priori knowledge as a taxonomy or hierarchy.

2.3 Evaluation of an interpretation result

All the evaluation metrics proposed in the literature are concerned with aspects of localization and recognition of objects of interest. A metric for evaluating an interpretation result, in other words taking into account at the same time, these two aspects do not exist. This is the main contribution of this paper.

3 Developed metric

We propose in this paper a metric which is able to quantify the quality of an interpretation result given a ground truth image. The quality score takes into account the localization and recognition (associated to a confidence index) of detected objects as well as missing or over-detected objects in the interpretation result. If we re-examine the four different interpretation results presented in figure 1, the goal we want to achieve is to automatically
determine which result is the best one. The objective is also to have a metric that can be tuned to a specific application, for example by balancing the importance of localization and recognition in the final evaluation result. The proposed metric is composed of four stages, as we can see on figure 4: (i) Objects matching, (ii) Local evaluation, (iii) Over- and Under- detection compensation and at last (iv) Global evaluation score computation.

### 3.1 Matching

The first stage is necessary to match objects from the ground truth and the interpretation result, so that we can compute a local score for matched objects. Moreover, this enables us to put forward missed objects (under-detection) and multiple detections (over-detection). In order to achieve this goal, we compute a matching score matrix as in [24]. The number of rows corresponds to the number of objects in the ground truth, and the number of columns corresponds to the number of objects in the interpretation result. In each cell of this matrix, we indicate the overlapping of objects. The recovery is computed with the PAS metric [5, 6] we defined in equation 6.

From this matrix, we perform the object matching as an image can contain
multiple ones and with not necessary the same number in the two results. After this step, we obtain a correspondence matrix, where value 1 in cell \((u, v)\) indicates that object \(u\) from the ground truth is associated with object \(v\) in the interpretation result. At this step, two different methods are possible. The first is a "one-to-one" method computed with the Hungarian algorithm [19]. Such a method is used in the Pascal VOC Challenge [6] for example, and associates one object in the ground truth with one object in the interpretation result. The second one is a "one-to-many" method and enables to associate one object in the ground truth with several objects in the interpretation result and vice-versa. For this method, we use a threshold on the overlapping matrix. This method is used in [25] in the context of document segmentation. Default setting of the metric is the "one-to-many" method with a threshold empirically set to 0.2. This threshold corresponds to 20% of overlapping between the the ground truth object and the detected one. A higher value would lead to a higher confidence, but we want to be able to make the difference between bad localization and no detection at all.

### 3.2 Local evaluation

The local evaluation stage corresponds to the evaluation of each matched object \(k\), that is to say a cell \((u, v)\) in the correspondence matrix having a value
1. We first evaluate the localization of the object and then its recognition.

The evaluation metric for the localization is the Martin’s one [13] adapted to one object:

\[
S_{loc}(I_{gt}, I_i, u, v) = \frac{1}{\text{card}(I)} \min \left( \frac{\text{card}(I_{gt \setminus \delta}^{r(u,v)})}{\text{card}(I_{gt})}, \frac{\text{card}(I_{i \setminus \delta}^{r(u,v)})}{\text{card}(I_i)} \right)
\]

with card(I) the number of pixels in the image and card(I_{gt \setminus \delta}^{r(u,v)}) the number of pixels present in the ground truth object \( u \) and not present in the detected object \( v \). This score ranges from 0 to 1, 0 corresponds to a perfect localization result. We then compute a recognition score. For this, we use the DM distance matrix as described in section 2. If no matrix is used, a default distance matrix is used, filled with 1 except on the diagonal that contains only 0. The metric also enables the use of a confidence index provided by the image understanding algorithm for the recognition result for each detected object.

In the following, the confidence index provided by the image understanding algorithm is set to 1 for each detected object (high confidence). The obtained score is the following:

\[
S_{rec}(u, v, \mu) = DM(cl(u), cl(v)) \ast \text{ind}(cl(u), cl(v), \mu)
\]
with
\[
\text{ind} (cl(u), cl(v), \mu) = \begin{cases} 
\frac{1-\mu}{2} & \text{if } cl(u) = cl(v) \\
\frac{1+\mu}{2} & \text{otherwise}
\end{cases}
\] (12)

\(\mu\) being the confidence index related to the recognition result and \(cl(u)\) the class of object \(u\). Then, we calculate an interpretation score which combines the two previous scores:

\[
S(u, v) = \alpha \ast S_{loc}(I_{gt}, I_{i}, u, v) + (1 - \alpha) \ast S_{rec}(I_{gt}, I_{i}, u, v)
\] (13)

The default value of the \(\alpha\) parameter is 0.8. However, it can be modified by the user according to the wished preponderance between recognition and localization. We have chosen the 0.8 value in order to penalize more localization errors. After calculating localization and recognition scores, we obtain the local score matrix.

### 3.3 Over and under-detection compensation

After calculating a score for each matched object, we examine the over or under-detected objects. Under-detection corresponds to rows of the correspondence matrix which have not been associated to any object of the interpretation result, that is to say which have no 1. Over-detected objects correspond to the columns of the correspondence matrix which have not been associated to...
any object in the ground truth. First, we take into account under-detection. For this, we look for the first row $u$ without any association. Then, for this row, we look for the column $v$ without any association. We then associate the object $u$ to the object $v$ in the correspondence matrix. In the local score matrix, we insert the score 1 for this association. This is repeated until all the rows are associated. For over-detection, the same tasks are done except that rows and columns are exchanged.

### 3.4 Global score

The global score is calculated from the local score matrix with compensation. It corresponds to the average value of local scores. In order to take into account the size of objects in the evaluation metric, it is possible to use a weighted sum of local scores (with a weight depending on the size of each object).

### 3.5 Illustration

We illustrate the proposed evaluation metric with the default parameters on an image interpretation result related to the original image presented in figure 6.
In figure 7, we illustrate each step of the evaluation process, with all default values: i.e the “one-to-many” method with a threshold of 0.2 for the matching step, no confidence matrix for the local recognition score step, no DM distance matrix and α is 0.8 for the local evaluation step, and no weight is given to objects for the computation of the global score. The ground truth is made of seven objects: the first four objects are from the “person” class, followed by an object from the “bus” class, then an object from the “plane” class and finally an object of the “car” class which is not much visible. The interpretation result presents four objects: the first one of the “truck” class, followed by an object from the “plane” class and then by two objects from the “person” class.

We can notice that the plane and the bus have been well localized although the bus has been recognized as a truck. The four persons have been well recognized but not well localized. Indeed, only one object was detected instead of three. Finally, the car has not been detected at all.

The first step consists in matching objects from the ground truth to those of the interpretation result. The overlapping matrix presents the result of the PAS metric for each object couple \((u, v)\). Thus, for the bus which is the fifth object in the ground truth and the first of the interpretation result, masks overlap well. This leads to an overlapping score equal to 0.941. As this result
is superior to the threshold, these two masks are matched as we can see in the correspondence matrix. This is the same for the plane as well as for a person which are both clearly matched. The group of three persons corresponds to the objects 2, 3 and 4 in the ground truth and to the object 3 in the interpretation result. The overlapping score is therefore lower with 0.235 and 0.242 for objects 3 and 4 and 0.186 for object 2. As the threshold is 0.2, only two objects from the ground truth are matched with this group of the interpretation result.

The second step computes the local scores for each matched object. Therefore, a localization score matrix is computed as well as a recognition score matrix. For localization, we can observe that the group of persons is well localized with localization scores lower than 0.01 while the other person is not as well localized with a localization score equal to 0.065, which nevertheless is a good localization score. The plane and the bus are well localized with scores of 0.017 and 0.024. For recognition, we can notice that, except the bus, objects are well recognized. This explains why their scores are 0s. As the bus is recognized as a truck, its score is 1. Using a confidence matrix would enable to reduce this score considering the fact that both objects are quite similar. A local score matrix is then calculated as the combination of the two previous matrices. We can notice that the score of the bus is strongly impacted by the recognition error.
The third step is compensation. We check the correspondence matrix to identify the rows or columns which have not been associated. We can notice that all columns carry at least one 1 which means that the objects of the interpretation result have been matched to at least one object from the ground truth, and that there is no over detection. However, rows 2 and 7 are empty, the corresponding objects in the ground truth have not been well detected. This under-detection is then compensated by adding the score 1 to the corresponding rows. Columns are added to avoid to match these objects to existing ones from the interpretation result which have already been correctly detected.

The last step consists in computing the local score matrix including the compensation step. We replace in the compensation matrix the values corresponding to each detected object by their local scores. Other values (corresponding to under and over-detected objects) are unchanged. From this matrix, we compute the average score. This finally gives the global score. In our case, we compute the average of 7 scores: 5 of them come from the correspondence and 2 of them come from compensation. The final score obtained is 0.328. This score is quite high because the non detection of two objects is highly penalized: the missing objects contribution is of 0.285 and the present objects contribution is of 0.043.
4 Validation

We validate the proposed metric through experiments.

4.1 Experimental protocol

We have tested the proposed evaluation metric on a large database extracted from the Pascal VOC challenge 2008 database\footnote{http://www.pascal-network.org/challenges/VOC/databases.html} [6]. This database provides a set of interesting ground truths displaying a localization mask as well as a class associated to each object. We have applied various alterations to each object present in the ground truths. We then studied the metric behavior according to the various alterations. This section presents the database as well as the alterations we have applied to the ground truths.

4.1.1 Database

Several sets in the database of Pascal VOC Challenge 2008 are available, each of them corresponds to a type of algorithm. We have used the set ”Segmentation Taster Set”. This group presents ground truths whose localization representation is a mask, which suits the proposed evaluation metric. In table 1, we reference the number of images having N objects. Among the 1022 images, 1002 contain between 1 and 8 objects. The 20 other images have 9 to 21 objects. As there were not at least 10 images including N (N
 objects, these images have been rejected. We can notice that most images contain only one or two objects. We finally consider 2.134 objects to alter.

The database contains 20 different classes among “aeroplane”, “bicycle”, “bird”... We classified these classes following the categories present in the Caltech256 database [26], as we can see in figure 8. An extract of the obtained distance matrix $DM$ is given in figure 2. This DM matrix was computed by taking into at which depth is the common parent node between two classes divided by the maximum depth. For example, for the score between “car” and “bicycle” objects, the common node is “ground” which 2 node above the objects, whereas the maximum is 5 node above (from “motorized” to “objects”). Thus, the score is $2/5$, or 0.4 in the DM matrix presented in table 2.

4.1.2 Alterations

First of all, we have considered the same alterations as in this study [27]: translation, scale change, rotation and perspective change. For each of them, we have used an alteration parameter whose value varies between 1 and 20 according to two different directions: horizontal and vertical for the translation, scaling and perspective, clockwise and counter-clockwise for rotation. Concerning the translation, scaling and perspective alterations, the
parameter corresponds to the distance, in pixels, a pixel from the object is moved at most. For example, if we scale a rectangle with a parameter value of 20, it means that the pixel at the corner of this rectangle will be 20 pixels farther from the center of that rectangle. Concerning the rotation alteration, the parameter is the degree of the rotation. This leads to 160 alterations per object, that is to say a total of 341,440 considered alterations. Afterwards, we considered recognition alterations by modifying objects class. For this, we have replaced the class of one to all objects in the image by the class “Other”. Likewise, we also observed the effect of under-detection and over-detection on the proposed evaluation metric. Thus, we have deleted or added 1 to 8 objects in a way that it does not match any other object in the image.

4.1.3 Parameters

We also considered the metric evolution according to its various parameters. We have first observed the effect of the matching process as well as effect of the threshold of the “one-to-many” matching method. Thus, we have compared the “one-to-one ” method and “one-to-many” method with threshold values of 0.2, 0.3, 0.4 and 0.5. We also observed the effects of using a distance matrix between classes from the database.
4.2 Experimental results

4.2.1 Localization

The curves on figure 9 show the average evolution of the metric according to various localization alterations and according to the number of objects in the ground truth. Each curve represents the metric evolution according to the power of alteration. Here, the metric is presented with the default values. We first observe that the more objects the ground truth contains, the less penalizing is the metric. The global score corresponding to the average of local scores, this result is correct and appropriate to the proposed specifications. Whatever the alteration or number of objects, the curves are uniformly regular and strictly monotonic. Moreover, the metric also fulfills the separability property and is symmetric although this last property is not visible on the curves.

As we can see on figure 3, which shows images all altered with the same alteration parameter, translation and rotation (figure 3 (a) and (c)) alterations are the more altering ones. Moreover, we can see on figure 9 that the metric penalizes translation and rotation the most (with a similar power of alteration), followed by scaling and perspective change. Hence, the metric evolves accordingly to the power of the alteration, and behaves correctly.
for localization alterations.

4.2.2 Recognition

As for localization, we studied the metric evolution according to the number of objects whose class was altered. Given the fact that default parameters are used, the class associated to an altered object does not have any effect on the result. That is why the class “Other” has been assigned to every altered object. Figure 10 shows the metric evolution according to the number of altered objects, the various curves representing different numbers of objects in the ground truth. We notice that the metric has a good behavior as the maximum score, which is $0.2 (1 - \alpha$, the $\alpha$ parameter default value is 0.8), is reached when all objects from the ground truth are altered.

4.2.3 Over- and under-detection

The effect of over-detection and under-detection on the global metric evolution has also been studied. We observed the evaluation metric evolution with the default parameters according to the number of objects deleted or added to the ground truth. These results are presented in figure 10. Negative numbers correspond to deleted objects whereas positive numbers correspond to added objects. Each curve is related to a different number of objects in the ground truth.
All these situations are correctly processed and the metric is always more penalizing when there are few objects in the ground truth. We can notice that under-detection is slightly more penalized than over-detection. This can be easily be explained by the fact the global score is computed as the mean local score: i.e the sum of local score divided by the number of object. When an object is over-detected or under-detected, the numerator of that division is changed in the same way, but the denominator is changed, and increased, only in case of over-detection, which leads to a lower increase of the global score.

In conclusion, when the metric is used with the default parameters, it gives good results. However, it could be interesting to adapt the parameters specifically for a certain application. The rest of this section presents the effects of the parameters setting on the metric behavior.

4.2.4 Parameters

Matching The first parameter to be considered is the matching method choice including the influence of the “one-to-many” matching method threshold. In order to achieve this study, we observed the evolution of the proposed evaluation metric according to the four localization alterations, exclusively on
ground truths containing only one object. Each curve in figure 11 represents a specific definition of parameters of the evaluation metric.

This figure highlights the fact that the results obtained with the “one-to-many” setting is more penalizing than the “one-to-one” setting. Furthermore, it underlines that the higher the threshold is, the more penalized the alterations are. This can be explained by the fact that there is only one object in the ground truth. Thus, the “one-to-one” method always associates the altered detection to the object in the ground truth, whereas the “one-to-many” method does not associate it anymore from a certain threshold value. The greater this value is, the earlier will this phenomenon appear. It should also be noticed that it appears earlier for rotation and translation than for the scale change alteration. Lastly, we can notice that the perspective change alteration is not important enough to induce this behavior.

**Recognition results weighting** Finally, we observed the effect of the distance matrix on the recognition results. In order to do this, we computed the distance matrix from the taxonomy created at figure 8. Figure 12 shows the evolution of the recognition score according to whether the distance matrix is used or not. Figure 12 (a) presents the recognition score evolution for the
(10th) “potted plant” class according to the recognized class. We can notice
that the use of a distance matrix enables a more precise evaluation score.
Figure 12 (b) presents the average recognition score evolution according to the
recognized class. The results have been sorted to present the score evolution
according to the affected class from the closest to the furthest. This confirms
the fact that the recognition result is better evaluated with a distance matrix
than without.

4.2.5 Illustrations

If we go back to the interpretation results given in figure 1 and evaluate
them with the proposed evaluation metric, we obtain the following results:
result (c), score = 0.1242; result (d), score = 0.1574; result (e), score =
0.3716; and result (f), score = 0.1935. For this evaluation, we use the default
parameters of the evaluation metric. We can see that result (e) obtain the
worst score, as there is a missing object. Result (f) is following: there are only
two objects, but one is overlapping two objects in the ground truth, which is
less penalizing than for result (e). Results (c) and (d) both have a correct
detection of objects. However, the first one is better as it does not have any
recognition mistake.
We give another example of evaluation results in figure 13 with the default parameters. We can see that result (d) is given as the best one, even if two potted plants are not correctly localized. We could change this behavior by switching the matching process from “one-to-many” to “one-to-one”, and one of the potted plant would be a miss. Result (c) is considered worse than result (d) due to the cat misclassification. The result (f) seems to be correct, but there is a potted plant in the upper left corner that is not present in the ground truth. This clearly shows the importance of the ground truth. Result (e) is clearly the worst one as none potted plant is detected.

We present some illustrations on real image understanding results. The results have been obtained from two recent papers. The first image understanding algorithm has been proposed by Gonzales-Diaz and Díaz-de-María [28]. The second one concerns the method proposed by Shotton et al. [29]. Results are given on images from the MSRC 21-class database on figures 14 and 15. Of course, these two methods provide good results but the proposed metric is able to distinguish some small differences between them.
4.3 Discussions

The results given by the proposed metric are satisfying. We have shown that the metric takes into account: (i) a bad localization, (ii) a bad recognition and (iii) a bad detection. The alterations are penalized according to their importance, from the greatest to the least: first, bad detection, second, bad recognition and at last bad localization results. Similarly, concerning the penalization of possible alterations of localization, rotation and translation problems overcome the scaling and perspective problems. The method can also be customized thanks to several parameters. The various configurations modify the evaluation results. In particular, the “one-to-many” matching method enables a more severe evaluation by increasing the value of the matching threshold. Moreover, the metric can take into account a confidence index given by the interpretation algorithm, leading to a more subtle evaluation result.

5 Conclusions

We propose in this paper an original metric that enables the evaluation of an interpretation result given a ground truth. This metric can take into account, at the same time, information from the localization, recognition and detection of objects. It is based on four steps: matching, local score
computation, compensation for misdetection and global score computation. The metric was created in order to be customizable for a specific application. The matching method can be adjusted and the matching threshold as well. We can also balance the importance of recognition and localization in the local score computation. Finally, the use of a distance matrix between classes enables a subtle evaluation result. The results obtained with this evaluation metric correspond to our objectives. Moreover, we have seen that it manages well the different possible alterations, enabling to automatically compare several interpretation results and emphasizing the best one.

Some perspectives are clearly visible. First, we could study the way to automatically create a distance matrix between classes from a database. Second, we would like to study how the proposed method behave face to a subjective evaluation of interpretation results. The objective would be to check if the proposed metric achieve an appropriate behavior compared to what can be obtain by an evaluation done by humans. Finally, we could study the performance of this metric in practical applications.
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Table 1: Number of images containing N objects

<table>
<thead>
<tr>
<th>N objects</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>N images</td>
<td>498</td>
<td>237</td>
<td>106</td>
<td>61</td>
<td>40</td>
<td>32</td>
<td>16</td>
<td>12</td>
</tr>
</tbody>
</table>
Table 2: Extract of the distance matrix $DM$ obtained from taxonomy

<table>
<thead>
<tr>
<th></th>
<th>&quot;aeroplane&quot;</th>
<th>&quot;bicycle&quot;</th>
<th>&quot;car&quot;</th>
<th>&quot;bird&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;aeroplane&quot;</td>
<td>0</td>
<td>0.6</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>&quot;bicycle&quot;</td>
<td>0.6</td>
<td>0</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>&quot;car&quot;</td>
<td>0.6</td>
<td>0.4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>&quot;bird&quot;</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>