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Analysis of steady-state response regimes of a helicopter ground resonance model including a nonlinear energy sink attachment

B. Bergeot*, S. Bellizzi and B. Cochelin

Abstract. Helicopter Ground Resonance (GR) is a dynamic instability involving the coupling of the blades motion in the rotational plane (i.e. the lag motion) and the motion of the fuselage. This paper presents a study of the ability of a Nonlinear Energy Sink (NES) to control a GR. A model of helicopter having a minimum number of degrees of freedom and being able to reproduce GR instability is obtained using successively Coleman transformation and binormal transformation. A theoretical/numerical analysis of the steady-state responses of this model is performed when a NES is attached on the fuselage in an ungrounded configuration. The analytic approach is based on complexification-averaging method together with geometric singular perturbation theory. Four steady-state responses are highlighted and explained analytically: complete suppression, partial suppression through strongly modulated response, partial suppression through periodic response and no suppression of the GR. A systematic method based on simple analytical criterions is proposed to predict these steady-state response regimes. The method is finally validated numerically.
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1. Introduction

Ground Resonance (GR) is a potential destructive mechanical instability that can occur when a helicopter is on the ground and the rotor rotates. The phenomenon of GR involves a coupling between the fuselage motion on its landing gear and the blades motion in the rotational plane (i.e. the lag motion). It can be investigated without taking into account the aerodynamic effects. The standard reference of the GR analysis is the paper by Coleman and Feingold [1] where it is established that GR is due to a frequency coalescence between a lag mode and the fuselage mode. The range of rotors speeds \( \Omega \) for which this frequency coalescence occurs is predicted analytically. More references can be found in [2, 3, 4] and a recent analysis of helicopter GR with asymmetric blades can be found in [5]. Traditionally, GR instability is prevented by two passive methods: increasing the damping [6] and modify the stiffness of the rotor blade lag mode or the fuselage mode. Active control of GR has been also studied in [4].

The Targeted Energy Transfer (TET) concept consists in controlling resonance by using an additional essentially nonlinear attachment also named Nonlinear Energy Sink (NES) to an existing primary linear system. TET has been extensively studied numerically, theoretically and experimentally, the results prove that the NES is very efficient for vibration mitigation [7] and noise reduction [8]. Impulsive loading was theoretically analyzed for example in [9] where TET is investigated in terms of resonance capture. In [10], harmonic forcing was considered where response regimes are characterized in terms of periodic and strongly modulated responses using an asymptotic analysis (multi scale approach) of the averaged flow obtained using the complexification-averaging method [11]. In [12] a NES is used to reduce chatter vibration in turning process. An application of NES as a nonlinear vibration absorber in rotor dynamics can be found in [13] where the efficiency of a collection of NES is analyzed for vibration mitigation of a rotating system under mass eccentricity force.

NESs are also used to control dynamic instabilities. The possible suppression of the limit cycle oscillations of a Van der Pol oscillator is demonstrated numerically in [14]. In [15], the self-excitation response regimes of a Van der Pol oscillator coupled to a NES are investigated. An asymptotic analysis of the system related to slow/super-slow decomposition of the averaged flow reveals periodic responses, global bifurcations of different types and basins of attraction of various self-excitation regimes.

A series of papers [16, 17, 18] demonstrated that a NES coupled to a rigid wing in subsonic flow can partially or even completely suppress aeroelastic instability. In [16], the suppression mechanisms are investigated numerically. Several aspects of the suppression mechanisms are validated experimentally in [17]. Finally an asymptotic analysis is reported in [18] demonstrating the existence of the three passive suppression mechanisms based on TET. Suppression of aeroelastic instability of a general nonlinear multi degree of freedom system has also be considered in [19].

In this context, the use of a NES appears to be an interesting alternative way to control GR instability which contrasts with the use of linear lag dampers having high damping value in order to suppress completely the dynamic instability. For its part, a NES attachment with a relatively small linear damping and a pure nonlinear stiffness, is able to prevent destructive amplitude of oscillations even if GR instability persists. This situations are hereafter referred as partial suppression mechanisms. The goal of the paper is therefore to study the effect of attaching an ungrounded NES on the fuselage of the helicopter for controlling GR instability. We focus on the characterization of the steady-state response regimes of a helicopter ground resonance model including an ungrounded NES attachment.
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number of degrees of freedom (DOF). For that, a reference helicopter model, with 10 DOF in state-space, is simplified using successively Coleman transformation [1] and binormal transformation [6] leading to the SHM which has 4 DOF in state-space.

2. The Simplest Helicopter Model including a Non Linear Energy Sink (SHM+NES)

2.1. Simplest Helicopter Model (SHM) that can describe ground resonance

To carry out the analytical approach presented in this work (in Sect. 4) we need to obtain a helicopter model which can reproduce the ground resonance phenomenon which has the minimum

{\begin{align*}
  x_G(t) &= L \cos (\xi_i(t) + \delta_i(t)) \\
  y_G(t) &= y(t) + L \sin (\xi_i(t) + \delta_i(t))
\end{align*}}

where $\delta_i(t)$ is the lagging angle of the $i$th blade. The lagging angle is the angle between the current position of the blade and its equilibrium position $\xi_i(t) = \Omega t - \frac{\pi}{2}(i-1)$ (see Fig. 1(b)).

The equations of motion which govern the time evolution of the five degrees of freedom of the system (the fuselage displacement $y(t)$ and the four lagging angles $\delta_i(t)$) are then derived using Lagrange method. This leads to the reference model

{\begin{align*}
  \left( m_y + 4m_b \right) \ddot{y} + c_y \dot{y} + k_y y + \\
  M_b \sum_{j=1}^{4} \left[ \delta_j \cos (\xi_j + \delta_j) - \left( \Omega + \dot{\delta}_j \right)^2 \sin (\xi_j + \delta_j) \right] &= 0 \\
  I_\delta \ddot{\delta}_i + c_\delta \dot{\delta}_i + k_\delta \delta_i + M_b \dot{y} \cos (\xi_i + \delta_i) &= 0, \ i = 1, 4
\end{align*}}

where " \cdot \cdot \cdot " denotes the derivative with respect to time $t$, $m_y$ is the fuselage mass, $m_b$ is the one blade mass, $M_b = m_b L$ and $I_\delta = m_b L^2$ are the static moment and the moment of inertia of one blade respectively, $c_y$, $c_\delta$ and $k_y$, $k_\delta$ are damping coefficients of the fuselage and of a blade respectively and $k_y$ and $k_\delta$ are linear stiffness coefficients.

To apply Coleman transformation in next section, the reference model (2) must be linearized. To achieve that, assuming small lagging angle motion ($\delta_i(t) << 1$) around the trivial equilibrium position of the system, Eqs. (2) are expanded in a first-order Taylor series to give the following linear system with periodic coefficients
variables respectively lagging angles) into collective motions described by the so-called system of equations. It consists in a change of variables which
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Eqs. (7a) and (7d) show that the variables \( \delta_0 \) and \( \delta_c \) leave the rotor center of inertia motionless. As a result, a system of equations with three \( \text{DOF} \), namely \( y, \delta_1c, \) and \( \delta_{1s} \), is obtained.

Introducing the following notations

\[
\omega^2 = k_i / (m_i + 4m_s), \quad \omega_\delta^2 = k_\delta / I_\delta;
\]

\[
\lambda_\delta = c_i / (m_i + 4m_s), \quad \lambda_\delta = c_\delta / I_\delta
\]

where, \( \omega_\delta \) and \( \omega_\delta \) are the natural frequency of the fuselage and of one blade respectively, \( \hat{S}_d \) and \( \hat{S}_c \) are the coupling coefficients, equations of motion are finally written in matrix form

\[
M \ddot{X} + (C + G)X + KX = 0,
\]

with,

\[
X = [y \; \delta_{1c} \; \delta_{1s}]^T.
\]

\( M, K, C \) and \( G \) are mass matrix, stiffness matrix, damping matrix and gyroscopic matrix of the system respectively, they are defined by

\[
M = \begin{bmatrix}
1 & \hat{S}_d & 0 \\
\hat{S}_c & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad K = \begin{bmatrix}
\omega_\delta^2 & 0 & 0 \\
0 & -\lambda_\delta \Omega & \lambda_\delta \Omega \\
0 & \lambda_\delta & -\omega_\delta^2
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
\lambda_\delta & 0 & 0 \\
0 & \lambda_\delta & 0 \\
0 & 0 & 2\Omega
\end{bmatrix}, \quad G = \begin{bmatrix} 0 & 0 & 0 \\
0 & 0 & 2\Omega \\
0 & 0 & -\omega_\delta^2 \end{bmatrix}.
\]

Note that \( \hat{S}_d \) and \( \hat{S}_c \) characterize the fuselage/rotor coupling.

**Helicopter ground resonance.** The phenomenon is analyzed making a stability analysis of the previous linear system (9). For that, the equations of motion are written using a state–space form

\[
\dot{U} = AU,
\]

with,

\[
U = [y \; \delta_{1c} \; \delta_{1s} \; \dot{y} \; \dot{\delta}_{1c} \; \dot{\delta}_{1s}]^T,
\]

and,

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 \\
-\Omega^{-1}K & -\Omega^{-1}(C + G)
\end{bmatrix}.
\]

Then the set of eigenvalues \( \alpha_i \) (with \( i \in [1, 6] \)) of the matrix \( A \) are computed.

If the fuselage/rotor coupling is suppressed (i.e. stating \( \hat{S}_c = \hat{S}_d = 0 \)), the eigenvalues of the system correspond to the natural eigenvalues of the fuselage, denoted \( \alpha_{f,i} \) (with \( i \in [1, 2] \)), and of the rotor, denoted \( \alpha_{r,i} \) (with \( i \in [1, 4] \)). In Fig. 2(a), the typical behavior of the imaginary part of these eigenvalues is reported with respect to the rotor speed \( \Omega \) for \( \omega_r < \omega_\delta \). We can notice that there are two values of \( \Omega \) for which an interaction between the fuselage mode and the regressive rotor mode is possible: \( \Omega \approx |\omega_r - \omega_\delta| \) and \( \Omega \approx \omega_r + \omega_\delta^2 \).

In Figs. 2(b) and 2(c), the comparison between eigenvalues of the uncoupled systems \( \alpha_{f,i} \) and \( \alpha_{r,i} \) and the eigenvalues \( \alpha_i \) of the

\[1\]Coleman transformation is sometimes also called multi-blade coordinate transformation.

\[2\]If undamped system would be considered (i.e. if \( \lambda_\delta = \lambda_\delta = 0 \)), we would get exact equalities: \( \Omega = |\omega_r - \omega_\delta| \) and \( \Omega = \omega_r + \omega_\delta \). See [2] for more details.
2.1.3. Diagonalization of the rotor equations of motion: binormal transformation

Equations of motion of the rotor alone are

\[ \mathbf{M}_r \ddot{\mathbf{x}}_r + (\mathbf{C}_r + \mathbf{G}_r) \dot{\mathbf{x}}_r + \mathbf{X}_r \mathbf{K}_r = 0, \quad (16) \]

with,

\[ \mathbf{X}_r = [\delta_{1c}, \delta_{1s}]', \quad (17) \]

and,

\[ \mathbf{M}_r = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \mathbf{K}_r = \begin{bmatrix} \omega_p^2 - \Omega^2 & \lambda_0 \Omega \\ -\lambda_0 \Omega & \omega_p^2 - \Omega^2 \end{bmatrix}, \quad (18) \]

\[ \mathbf{C}_r = \begin{bmatrix} \lambda_0 & 0 \\ 0 & \lambda_0 \end{bmatrix}, \quad \mathbf{G}_r = \begin{bmatrix} 0 & 2\Omega \\ -2\Omega & 0 \end{bmatrix}. \quad (19) \]

Due to the presence of the gyroscopic matrix \( \mathbf{G}_r \), the diagonalization of the system of Eqs. (16) must necessarily be carried out in state-space using binormal transformation. The general procedure of the binormal transformation is provided for example in [23, 24]. In the context of the helicopter modeling the binormal transformation was introduced by Done [6]. The method is briefly recalled in this section.

In state-space form, equations of motion (16) are written as follows

\[ \dot{\mathbf{U}}_r = \mathbf{A}_r \mathbf{U}_r, \quad (20) \]

with,

\[ \mathbf{U}_r = [\delta_{1c}, \delta_{1s}, \delta_{1c}, \delta_{1s}]'. \quad (21) \]

and,

\[ \mathbf{A}_r = \begin{bmatrix} 0 & \mathbf{I} \\ -\mathbf{M}_r^{-1} \mathbf{K}_r & -\mathbf{M}_r^{-1} (\mathbf{C}_r + \mathbf{G}_r) \end{bmatrix}. \quad (22) \]

The following eigenvalue problems:

\[ \mathbf{A}_r \mathbf{r} = \alpha_\imath \mathbf{r} \text{ and } \mathbf{A}_r^\dagger \mathbf{1} = \alpha_\imath \mathbf{1} \quad (23) \]

where \( \mathbf{A}_r^\dagger \) denotes the transpose of \( \mathbf{A}_r \), are solved giving:

- two pairs of complex conjugates eigenvalues: \( \alpha_{r,1} \), \( \alpha_{r,1}^* \), \( \alpha_{r,2} \) and \( \alpha_{r,2}^* \) (the " * " is the usual notation for the complex conjugate),

- two pairs of complex conjugates eigenvectors of \( \mathbf{A}_r \), \( \mathbf{r}_1 \), \( \mathbf{r}_1^* \), \( \mathbf{r}_2 \) and \( \mathbf{r}_2^* \).
two pairs of complex conjugates eigenvectors of \( A_r \), \( 1 \), called left eigenvectors of \( A_r \): \( l_1, l_1', l_2 \) and \( l_2' \).

The right and left eigenvectors satisfy the biorthogonality properties: \( L^t R \) and \( L^t A_r R \) are diagonal matrices where \( R = [r_1 r_1' r_2 r_2'] \) and \( L = [l_1 l_1' l_2 l_2'] \). It is convenient to normalize the two set of eigenvectors \( r_1 \) and \( l_1 \) in order to obtain

\[
L^t R = I. \tag{24}
\]

In this case, we have:

\[
L^t A_r R = \begin{bmatrix}
\alpha_{r,1} & 0 & 0 & 0 \\
0 & \alpha_{r,1}' & 0 & 0 \\
0 & 0 & \alpha_{r,2} & 0 \\
0 & 0 & 0 & \alpha_{r,2}'
\end{bmatrix} = D_r. \tag{25}
\]

The binormal transformation consists in introducing the binormal coordinates which are constituted of two pairs of complex conjugates, \((q_1, q_1')\) and \((q_2, q_2')\), and defined by the following relation

\[
U_r = RQ \Leftrightarrow Q = L^t U_r, \quad \text{with} \quad Q = \begin{bmatrix} q_1 & q_1' & q_2 & q_2' \end{bmatrix}^t. \tag{26}
\]

From Eqs. (5), the binormal coordinates can be interpreted as linear combinations, with complex coefficients, of the position and the velocity of the center of inertia of the rotor \( G_r \). Introducing Eq. (26) in Eq. (20), the equations of motion of the rotor take the form of the following diagonal system

\[
\dot{Q} = D_r Q. \tag{27}
\]

One of the couples \((q_1, q_1')\) and \((q_2, q_2')\) is relative to the progressive rotor mode and the other the regressive one. The couple \((q_2, q_2')\) is arbitrary chosen to be relative to the progressive rotor mode and since this mode does not destabilize the system, the variables \(q_2\) and \(q_2'\) can be removed from the analysis.

Consequently, using the vector \( U_r \), equations of motion of the whole coupled system, i.e. Eqs (9), become

\[
\begin{cases}
\ddot{y} + \lambda_s \dot{y} + \omega_{s}^2 y + \ddot{S}_d \dot{U}_{r3} = 0 \quad \text{(31a)} \\
0 &= 0 \quad \text{(31b)} \\
0 &= 0 \quad \text{(31c)}
\end{cases}
\]

Then using Eq. (27) (ignoring variables \(q_2\) and \(q_2'\)) and the following relations

\[
\alpha_{r,2} = \alpha_{r,1}', \quad R_{32} = R_{31}', \quad L_{32} = L_{31}'. \tag{29}
\]

Eqs. (28) become finally

\[
\begin{cases}
\ddot{y} + \lambda_s \dot{y} + \omega_{s}^2 y + \ddot{S}_d (R_{31} q_1 + R_{31}' q_1') = 0 \quad \text{(30a)} \\
\dot{q}_1 - \alpha_{r,1} q_1 + \ddot{S}_d L_{31} \dot{y} = 0. \quad \text{(30b)}
\end{cases}
\]

Eqs. (30) define the Simplest Helicopter Model (the SHM with 4 DOF in state-space) that can describe GR phenomenon.

---

**Figure 3**: Descriptive diagram of the used helicopter system coupled to an ungrounded NES. View from the top.

### 2.2. The Simplest Helicopter Model including a Non Linear Energy Sink (SHM+NES)

The simplified model (30) is used to study the effect of attaching a NES on the fuselage of the helicopter. For that, a NES with a mass \(m_h\), a damping coefficient \(c_h\) and a cubic stiffness \(k_{3h}\), is attached on the fuselage in an ungrounded configuration (see Fig. 3). Taking into account the NES displacement \(h(t)\), the equations of motion become

\[
\begin{align*}
\ddot{y} + \lambda_s \dot{y} + \omega_{s}^2 y + \ddot{S}_d & \left( R_{31} q_1 + R_{31}' q_1' \right) + \\
\dddot{h} + \ddot{\mu} \left( \dot{h} - \dddot{y} \right) + \dddot{\alpha}_3 \left( h - \dot{y} \right)^3 &= 0 \\
\dot{q}_1 - \alpha_{r,1} q_1 + \ddot{S}_d L_{31} \dot{y} &= 0,
\end{align*}
\]

where \(\epsilon = m_h / (m_h + 4m_h)\) is the mass ratio, \(\ddot{\mu} = c_h / (m_h + 4m_h)\) and \(\dddot{\alpha}_3 = k_{3h} / (m_h + 4m_h)\).

System of Eqs. (31) is the Simplest Helicopter Model including a Non Linear Energy Sink (SHM+NES). The remaining of the paper is devoted to the analysis of its steady-state regimes.

### 3. Steady-state response regimes of the SHM+NES: preliminary results

#### 3.1. Fixed points of the SHM+NES and their stability

It is easy to show that the only fixed point of the SHM+NES (Eqs (31)) is the trivial solution \(y = h = q_1 = 0\). To find its stability, the 6 eigenvalues of the Jacobian matrix of the state-space representation of the system Eqs (31) have to be computed. The trivial solution is unstable if one of the eigenvalues have positive real part.

#### 3.2. Some steady-state response regimes

The aim of this section is first to present the steady-state response regimes which may result from the NES attachment and its relevance. For that, the time series \(y(t)\), resulting from the numerical integration of the SHM+NES, Eqs. (31), and the ref-
The reference model does not include NES attachment but saturation mechanisms can appear due to the nonlinear nature of this model.

- The trivial solution of the SHM+NES is stable:
  - Complete suppression (see Fig. 4(a)). In this case, the additional damping due to the NES attachment stabilizes the system and the GR instability is completely suppressed.

- The trivial solution of the SHM+NES is unstable:
  - Partial suppression through Periodic Response (PR) (see. Fig. 4(b)). In this case, the steady-state response regime is periodic with frequency close to \( \omega_f \).
  - Partial suppression through Strongly Modulated Response (SMR) (see. Fig. 4(c)). In this case, the steady-state response regime is quasiperiodic with frequency close to \( \omega_q \) and a "slow" component corresponding to the envelope of the signal. The term "Strongly modulated response" has been introduced by Starosvetsky and Gendelman [10] for the study of a forced linear system coupled to a NES.
  - No suppression of GR (see. Fig. 4(d)). The NES is not able to maintain stable steady-state regimes. We observe exponential growth of the fuselage displacement.

These four responses are also observed by Lee et al. [16] and study theoretically by Gendelman et al. [18] in the context of the control of aerelastic instabilities of a rigid wing in subsonic flow by means of a NES.

In the following section an analytical procedure based on complexification-averaging method together with geometric singular perturbation theory is developed to analyze situations for which trivial solution of the SHM+NES is unstable.

4. Steady-state response regimes of the SHM+NES: theoretical study

4.1. The complexification-averaged model

The analytical study proposed is based on complexification-averaging method first introduced by Manevitch [11] and discussed in detail by Vakakis et al. [7].

First, to simplify the following calculations, it is convenient to introduce barycentric coordinates \( v(t) \) and \( w(t) \)

\[
v = y + c \epsilon h \quad \text{and} \quad w = y - h, \tag{32}
\]

and reciprocally.

\(^3\)The reference model does not include NES attachment but saturation mechanisms can appear due to the nonlinear nature of this model.

\(^4\)This can be shown for example by computing the power spectrum of the steady part of the signal.
\[ y = \frac{v + \epsilon \omega}{\epsilon + 1} \quad \text{and} \quad h = \frac{v - \omega}{\epsilon + 1}; \quad (33) \]

Using Eqs. (32) and (33), Eqs. (31) are written as follow:

\[
\begin{align*}
\dot{v} + \lambda_1 \dot{v} + \epsilon \omega_1^2 v + \epsilon \omega_1^2 \frac{v + \epsilon \omega}{\epsilon + 1} + S_d R_3 (q_1 + R_3 \dot{q}_1) &= (34a) \\
\dot{w} + \lambda_1 \dot{w} + \epsilon \omega_1^2 w + \epsilon \omega_1^2 \frac{w + \epsilon \omega}{\epsilon + 1} + S_d R_3 (q_1 + R_3 \dot{q}_1) &= (34b) \\
\frac{\mu}{1 + \epsilon} \dot{w} + \frac{1 + \epsilon}{\epsilon} \dot{w}^3 &= 0 \quad (34c)
\end{align*}
\]

The following change of variable

\[ \psi_1 = \dot{v} + j \omega_1 v \quad \text{and} \quad \psi_2 = \dot{w} + j \omega_1 w, \quad (35) \]

with \( \tilde{\beta} = -1 \). Then, the variable \( v \) and \( w \) are expressed in term of the new variables \( \psi_i \) as:

\[ \psi = \frac{\psi_1 - \psi_1^*}{2 j \omega_1}, \quad \dot{\psi} = \frac{\psi_1 + \psi_1^*}{2} - \frac{j \omega_1}{2} (\psi_1 + \psi_1^*), \quad (36) \]

\[ \omega = \frac{\psi_2 - \psi_2^*}{2 j \omega_1}, \quad \dot{\omega} = \frac{\psi_2 + \psi_2^*}{2} - \frac{j \omega_1}{2} (\psi_2 + \psi_2^*). \quad (37) \]

Previous numerical and theoretical results (see Sect. 3.2) motivate us to introduce the assumption that the variable \( v \) and \( w \) and \( q_1 \) may be broken down into fast and slow components. For that, the following representation is introduced:

\[ \psi_1 = \Phi_1 e^{j \omega_1 t}, \quad \psi_2 = \Phi_2 e^{j \omega_1 t}, \quad q_1 = \Phi_3 e^{j \omega_1 t}, \quad (38) \]

where \( \Phi_i \) (with \( i \in [1,3] \)) is the complex slow modulated amplitude of the fast component \( e^{j \omega_1 t} \).

Substituting Eqs. (36) and (37) into Eqs. (34) an equivalent complex system of differential equations is obtained. Substituting next Eq. (38) in this complex system and performing an averaging over one period of the frequency \( \omega_1 \) yield to a system of equations describing the behavior of the slow complex amplitudes \( \Phi_i \)

\[ \Phi_i(t) = n_i(t) e^{j \theta_i(t)}, \quad (40) \]

and considering not the arguments \( \theta_i(t) \) directly but the argument differences \( \delta_i(t) = \theta_i(t) - \theta_i(0) \), the periodic solutions of the system of Eqs. (34) (and consequently of the SHM+NES (31)) may be defined from the complexified-averaged system (39) as the fixed points of the system of differential equations describing the dynamic of the variables \( n_1, n_2, n_3, \delta_{21} \) and \( \delta_{31} \). See A for more details.

To obtain this system, Eqs. (39) are first re-written using matrix form

\[ \Phi = \Phi_1 \Phi_2 \Phi_3 | \phi_1 \phi_2 \phi_3 \rangle \mathbf{H}, \quad (41) \]

where the constant complex matrices \( \mathbf{C} \) and \( \mathbf{H} \) are not specified (and easy obtained from Eqs. (39)).

Next introducing the polar coordinates (40) and separating real

---

5This step is not necessary for the variable \( q_1(t) \) because it is already a complex variable.
and imaginary parts of each equation, Eq. (41) take the form
\[
\begin{align*}
\hat{n}_1 &= n_1 \text{Re}[C_{11}] + n_2 \text{Re}[C_{12} e^{j \delta n_1}] + \\
n_2 \text{Re}[C_{13} e^{j \delta n_1}] + n_3^2 \text{Re}[H_1 e^{j \delta n_1}] & \quad (42a) \\
n_1 \dot{\theta}_1 &= n_1 \text{Im}[C_{11}] + n_2 \text{Im}[C_{12} e^{j \delta n_1}] + \\
n_2 \text{Im}[C_{13} e^{j \delta n_1}] + n_3^2 \text{Im}[H_1 e^{j \delta n_1}] & \quad (42b) \\
n_2 &= n_1 \text{Re}[C_{21} e^{-j \delta n_1}] + \\
n_2 \text{Re}[C_{22}] + n_3 \text{Re}[C_{23} e^{j \delta n_1}] + n_3^2 \text{Re}[H_2] & \quad (42c) \\
n_2 \dot{\theta}_2 &= n_1 \text{Im}[C_{21} e^{-j \delta n_1}] + \\
n_2 \text{Im}[C_{22}] + n_3 \text{Im}[C_{23} e^{j \delta n_1}] + n_3^2 \text{Im}[H_2] & \quad (42d) \\
n_3 &= n_1 \text{Re}[C_{31} e^{-j \delta n_1}] + n_2 \text{Re}[C_{32} e^{j \delta n_1}] + \\
n_3 \text{Re}[C_{33}] + n_3^2 \text{Re}[H_3 e^{j \delta n_1}] & \quad (42e) \\
n_3 \dot{\theta}_3 &= n_1 \text{Im}[C_{31} e^{-j \delta n_1}] + n_2 \text{Im}[C_{32} e^{j \delta n_1}] + \\
n_3 \text{Im}[C_{33}] + n_3^2 \text{Im}[H_3 e^{j \delta n_1}] & \quad (42f)
\end{align*}
\]

Note that the right hand sides of Eqs. (42) do not depend on \( \theta_1 \) but on \( \delta_2 \) and \( \delta_3 \).

Finally, combining Eqs. (42b) and (42d) as \( (n_1 (42d) - n_2 (42b))/n_1 n_2 \) and Eqs. (42b) and (42f) as \( (n_1 (42f) - n_3 (42b))/n_1 n_3 \) and grouping with Eqs. (42a), (42c) and (42e), we obtained the close form differential equations
\[
\dot{\mathbf{A}} = \mathbf{F}(\mathbf{A}), \quad \mathbf{A} = [n_1 n_2 n_3 \delta_2 \delta_3]^{T}. \quad (43)
\]

Fixed points \( \mathbf{A}^* = [n_1^* n_2^* n_3^* \delta_2^* \delta_3^*]^{T} \) of Eqs. (43) are computing \( \mathbf{F}(\mathbf{A}^*) = 0 \) and associated stability property are found by looking the sign of the real parts of the eigenvalues \( \lambda_i \) (with \( i \in [1, 5] \)) of the Jacobian matrix of \( \mathbf{F} \) evaluated at \( \mathbf{A}^* \).

This analysis permits to predict the existence of stable periodic response regimes which correspond to the case where the real parts of all the eigenvalues are negative. In the following section, an asymptotic analysis of the complexified-averaged model is developed to characterize response regimes when stable property is not satisfied.

### 4.3. Asymptotic analysis of the complexified-averaged model

In this section we assume that \( \epsilon \ll 1 \) (i.e. the mass of the NES is small with respect to the total mass of the fuselage and the blades) and that the parameters \( \lambda, \lambda_1, S_d, S_c, \mu \) and \( \delta_2 \) are of order \( \epsilon \) (i.e. \( \lambda, \lambda_1, S_d, S_c, \mu, \delta_2 \sim O(\epsilon) \)). These parameters are re-scaling as
\[
\begin{align*}
\lambda &= \frac{\lambda}{\epsilon}, & S_d &= \frac{S_d}{\epsilon}, & \mu &= \frac{\mu}{\epsilon} ; \quad (44a) \\
\lambda_1 &= \frac{\lambda_1}{\epsilon}, & S_c &= \frac{S_c}{\epsilon}, & \alpha_3 &= \frac{\alpha_3}{\epsilon}. \quad (44b)
\end{align*}
\]

with \( \lambda, \lambda_1, S_d, S_c, \mu, \alpha_3 \sim O(1) \).

Moreover, we focus the analysis for \( \Omega \) around \( \omega_1 + \omega_0 \) introducing the detuning term \( \alpha \), defined as
\[
\Omega = \omega_1 + \omega_0 + \alpha \epsilon, \quad (45)
\]

with \( \alpha \sim O(1) \).

Using the rescaled parameters, the terms \( R_{31}, L_{31} \) and \( \alpha_{r1} \) can be expanded in a first-order Taylor series around \( \epsilon = 0 \) giving
\[
\begin{align*}
R_{31} &= j + O(\epsilon^2) \quad (46) \\
L_{31} &= -\frac{A_\delta}{8\omega_0} + j \left( \frac{\omega_0 + \alpha e}{4\omega_0} \right) + O(\epsilon^2) \quad (47) \\
\alpha_{r1} &= -\frac{A_\delta}{2} + j \left( \omega_0 + \alpha e \right) + O(\epsilon^2). \quad (48)
\end{align*}
\]

Introducing Eqs. (46), (47) and (48) (neglecting the \( O(\epsilon^2) \) terms) and the rescaled parameters (44), Eqs. (39) becomes
\[
\begin{align*}
\phi_1 + \epsilon \left( \frac{A_\delta}{2} + j \omega_0 \phi_1 - j \frac{\omega_0}{2} S_d \phi_2 - S_d \omega_0 \phi_3 \right) &= 0 \quad (49a) \\
\phi_2 + \epsilon \left( \frac{A_\delta}{2} - j \frac{\omega_0}{2} (\phi_1 - \phi_2) (1 - \epsilon) - S_d \omega_0 \phi_3 \right) &= 0 \quad (49b) \\
\phi_3 + \frac{1}{2} \left( j \alpha_3 - \mu \right) \phi_3 - \frac{S_d \omega_0^2}{8\omega_0} \phi_1 &= 0. \quad (49c)
\end{align*}
\]

Eqs. (49) define a simplified version of the complexified-averaged system which is called full slow-flow system and can be written as follow:
\[
\begin{align*}
\dot{\phi}_1 &= \phi_2 (\phi_1, \phi_2, \phi_3, \epsilon) \quad (50a) \\
\dot{\phi}_2 &= \phi_3 (\phi_1, \phi_2, \phi_3) \quad (50b) \\
\dot{\phi}_3 &= \phi_3 (\phi_1, \phi_2, \phi_3). \quad (50c)
\end{align*}
\]

which highlights the "slow/fast" nature of the system. Here we prefer to use the terminology introduced by Gendelman and Bar [15] for which the terms fast and slow are replaced by slow and super-slow respectively, whereby the term fast is reserved for the fast component \( e^{j \omega_0 t} \). Therefore, system (50) consists of one slow complex variable \( \phi_2 \) and two super-slow variables \( \phi_1 \) and \( \phi_3 \).

Eqs. (50) can be reformulated by switching from the slow time scale \( \tau = \epsilon t \) to the super-slow time scale \( \tau = \epsilon t \) as
\[
\begin{align*}
\epsilon \Phi'_2 &= \Phi'_3 (\Phi_1, \Phi_2, \Phi_3, \epsilon) \quad (51a) \\
\Phi'_1 &= \epsilon \Phi'_2 (\Phi_1, \Phi_2, \Phi_3) \quad (51b) \\
\Phi'_3 &= \epsilon \Phi'_2 (\Phi_1, \Phi_2, \Phi_3). \quad (51c)
\end{align*}
\]

where \( \dot{\cdot} = \frac{\partial}{\partial \tau} \) and \( \Phi_0(\tau) = \Phi(1 + \frac{\tau}{\epsilon}) \). Solutions of the super-slow/slow system (50) (or (51)) can exhibit slow and super-slow epochs characterized by the speed at which the solution advances.

Stating \( \epsilon = 0 \), the following subsystems are derived from (50) and (51) respectively:
which are the slow subsystem, and

\[
\begin{align*}
\phi_2 &= f_3(\phi_1, \phi_2, \phi_3, 0) \\
\phi_1 &= 0 \\
\phi_3 &= 0,
\end{align*}
\]

(52a)

which are the slow subsystem, and

\[
\begin{align*}
0 &= f_2(\Phi_1, \Phi_2, \Phi_3, 0) \\
\Phi'_1 &= f_1(\Phi_1, \Phi_2, \Phi_3) \\
\Phi'_3 &= f_3(\Phi_1, \Phi_2, \Phi_3),
\end{align*}
\]

(53a)

which are the super-slow subsystem.

In the following sections the geometric singular perturbation theory (GSPT) [20, 25, 26] is used to describe the dynamics of the full system (50) (and (51)) for \(0 < \epsilon \ll 1\) from the analysis of the slow and super-slow subsystems (52) and (53) (which are defined for \(\epsilon = 0\)). More precisely, we use the following result of the GSPT: if \(0 < \epsilon \ll 1\), the dynamics of the full system (50) (or (51)) during slow (resp. super-slow) epoch is given by the dynamic of the slow (resp. super-slow) subsystem (52) (resp. (53)).

4.3.1. The Critical Manifold and its stability

The algebraic equation (53a) of the super-slow subsystem defines the so-called Critical Manifold (CM) [25]

\[
CM := \{ (z_1, z_2, z_3) \in \mathbb{C}^3 \mid f_2(z_1, z_2, z_3, 0) = 0 \}. \quad (54)
\]

Because they annul \(\phi_2\) in (52), the points of the CM are fixed points for the slow subsystem. From Eq. (53a) the CM can take the following form

\[
\Phi_1(\tau) = \Phi_2(\tau) F(|\Phi_2(\tau)|), \quad \forall \Phi_3,
\]

(55)

where the complex function \(F\) is defined by

\[
F(x) = F_R(x) + jF_I(x) = 1 - \frac{3\alpha_3}{4\alpha_2^2} x^2 - j\frac{\mu}{\alpha_2}, \quad (56)
\]

The form of the CM given by Eqs. (55-56) as been introduced by Starosvetsky and Gendelman [10] to study harmonic forced linear system with NES and it is also found in studies of non-linear self-excitated system with NES, see for example [18, 15]. Previous cited references study system involving only the two variables \(\phi_1\) and \(\phi_2\) (there is a unique primary system coupled to a NES), therefore the CM is defined in \(\mathbb{C}^2\). The distinctive feature of this work is the fact that the CM is defined in \(\mathbb{C}^3\), keeping the same form in the \((\phi_1, \phi_2)\)-space.

It is convenient to characterize the CM in \(\mathbb{R}\). To achieve this, again polar coordinates are introduced

\[
\Phi_i(\tau) = N_i(\tau) e^{i\Theta_i(\tau)} \quad \text{for} \quad i = 1, 2, 3,
\]

(57)

and we compute successively the module and the argument of (55), that lies to

\[
N_i = N_{2,i} \left[ F_R(N_2)^2 + F_I(N_2)^2 \right] = H(N_2), \quad \forall N_3 \quad (58a)
\]

\[
\Theta_1 = \Theta_2 + \arctan \left( \frac{F_I(N_2)}{F_R(N_2)} \right), \quad \forall \Theta_3. \quad (58b)
\]

The local extrema of the function \(H(x)\) are given by the positive roots of its derivative \(H'(x)\). An easy calculus shows that the local extrema occur at

\[
\left\{ \begin{array}{l}
N_1 = N_2 \left[ F_R(N_2)^2 + F_I(N_2)^2 \right] = H(N_2), \quad \forall N_3 \\
\Theta_1 = \Theta_2 + \arctan \left( \frac{F_I(N_2)}{F_R(N_2)} \right), \quad \forall \Theta_3.
\end{array} \right. \quad (58b)
\]
Figure 6: Outline schematic showing the possible steady-state regimes of the full slow-flow system (49): (a) a stable fixed point \( M^e = [n_1^e n_2^e n_3^e \delta_{21}^e \delta_{31}^e] \) with \( n_2^e < N_{2,M} \) is reached, (b) a stable fixed point \( M^e = [n_1^e n_2^e n_3^e \delta_{21}^e \delta_{31}^e] \) with \( n_2^e > N_{2,m} \) is reached, (c) relaxation oscillations and (d) explosion.

Stability of the Critical Manifold. To determine the stability of the CM, we must know if the CM attract or repel the slow dynamics. For that, using the polar coordinates \( \phi_i(t) = n_i(t)e^{i\theta_i(t)} \), we rewrite the slow subsystem (52) as follow

\[
N_{2,M} = \frac{2}{3} \omega^2 \sqrt{\frac{2 - \sqrt{1 - \frac{3 \mu^2}{\omega^2}}}{\alpha_3}} \tag{59}
\]

\[
N_{2,m} = \frac{2}{3} \omega^2 \sqrt{\frac{2 + \sqrt{1 - \frac{3 \mu^2}{\omega^2}}}{\alpha_3}} \tag{60}
\]

if the following relation holds

\[
\mu < \frac{1}{\sqrt{3}} \omega_2 \tag{61}
\]

and in this case \( N_{2,M} < N_{2,m} \).
where (as in Sect. 4.2) the argument difference \( \delta_{21} = \theta_2 - \theta_1 \) and \( \delta_{31} = \theta_3 - \theta_1 \) have been introduced. Stability range of the CM is then determined by examining the sign of the eigenvalues real parts of the Jacobian matrix of differential system (62b-62d) on the CM. It can be shown that the condition of stability of the CM is equivalent to
\[
H'(N_2) > 0
\]
and the stability range of the CM is characterized by the points \((N_{2,m}, N_{1,m})\) and \((N_{2,M}, N_{1,M})\) where \(N_{1,M} = \sqrt{H(N_{2,M})}\), \(N_{1,M} = \sqrt{H(N_{2,M})}\), which are therefore called fold points [27]. A typical Slow Invariant Manifold and it stability range are depicted (see Fig. 5(b)) in \((N_2, N_1)\)-plane where \(N_{2,d}\) and \(N_{2,u}\) are solutions of
\[
H(N_{2,d}) = H(N_{2,u}) \Rightarrow N_{2,d} = \frac{2\sqrt{2}}{3} \omega^2 \sqrt{1 - \frac{1 - 3}{\alpha^2} \omega^2},
\]
and
\[
H(N_{2,M}) = H(N_{2,u}) \Rightarrow N_{2,u} = \frac{2\sqrt{2}}{3} \omega^2 \sqrt{1 + \frac{1 - 3}{\alpha^2} \omega^2},
\]
respectively. In the \((N_1, N_2, N_3)\)-space, each fold point defines a folded line \((L_M\) and \(L_m\) co-linear to the \(N_1\)-axis (see Fig. 5(b)).

The shape and the stability property of the CM (i.e. the existence of folded lines on which the stability of the CM changes) shown in Fig. 5 allow to define three steady-state regimes of the full slow-flow system (49) that can explain the three steady-state regimes of the SHM+NES observed in Figs. 4(b)-4(d).

To describe the steady regimes of the slow flow we consider situations on which, after an transient regime, the trajectory of the system arrives at a point \(M_0\) on the CM. After that, three steady-state regimes may be considered (see Fig. 6):

**A fixed point of the slow-flow is reached.** In this case two scenarios must be considered which are depicted in Figs. 6(a) and 6(b). In the first scenario, a super-slow evolution, described by Eqs. (53), brings the slow-flow system from \(M_0\) to a stable fixed point\(^7\) \(M^0 = [n_1^0, n_2^0, n_3^0, \delta_{21}^0, \delta_{31}^0]\) and the folded line \(L_M\) is not reached (i.e. \(n_2^0 < N_{2,M}\), see Fig. 6(a)). In the second scenario, the folded line \(L_M\) is reached at \(S_0\) and the system jumps to \(P_0\) (the jump corresponds to a slow epoch described by Eqs. (52), which is followed by a super-slow evolution (i.e. a new super-slow epoch described again by Eqs. (53)) of the trajectory of the system, in the stable domain of the CM, until it reaches a stable fixed point \(M^0\) characterized by \(n_2^0 > N_{2,M}\). These situations corresponds to a periodic solution of the SHM+NES (see Sect. 4.2 and Fig. 4(b)).

![Relaxation oscillations. As for the second scenario described above, a super-slow evolution brings the slow-flow system from \(M_0\) to \(S_0\) in \(L_M\) (see Fig. 6(c)) but after \(P_0\) a scenario of relaxation oscillations [28] is observed: after the first jump the super-slow evolution brings the system from \(P_0\) to \(S_1\) in \(L_m\). After another jump from \(S_1\) to \(P_1\) and a super-slow evolution, the trajectory returns to \(S_0\) and so on (see Fig. 5(b)). Such scenario of relaxation oscillations for the slow-flow system can explain the existence of Strongly Modulated Responses [18, 15, 10] for the SHM+NES (as observed Fig. 4(c)).

**Explosion.** Until \(P_1\) the slow-flow evolves the same way as for relaxation oscillations mechanism. However, instead of moving toward a stable fixed point or the folded line \(L_m\), the trajectory of the system follows the CM to the infinity (see Fig. 6(d)). This scenario explains no suppression regime for the SHM+NES (as observed Fig. 4(d)).

The existence of one of the three steady-state regimes described above or other depends of the position and the stability of the fixed points of the full slow-flow system (49). Indeed, a stable fixed point of the full slow flow placed on the stable part of the CM is a necessary condition to obtain PRs of the SHM+NES (31). On the other hand, the relaxation oscillations of the slow flow (or SRMs for the SHM+NES) can exist if both folded lines \(L_M\) and \(L_m\) have attractive parts. Position and stability of the fixed points of the full slow-flow system and attractivity (or repulsively) of the folded lines are determined in the next section through the study of the super-slow subsystem (53).

### 4.3.2. Fixed points (and their stability) and folded singularities of the slow-flow

Introducing the CM Eq. (55) in Eqs. (53b) and (53c), the super-slow subsystem is written only with respect to the variables \(\Phi_2\) and \(\Phi_3\)

\[
\begin{align*}
\frac{\partial[\Phi_2 F(|\Phi_2|)]}{\partial \tau} &= -\frac{\lambda_2}{2} \Phi_2 F(|\Phi_2|) - \\
&- \frac{\omega}{2} \Phi_2 (F(|\Phi_2|) - 1) + S_{\alpha \omega} \Phi_3 , \quad (66a) \\
\frac{\partial \Phi_3}{\partial \tau} &= -\frac{\lambda_3}{2} - j\alpha \Phi_3 + \frac{S_{\alpha \omega}^2}{8 \omega} \Phi_2 F(|\Phi_2|). \quad (66b)
\end{align*}
\]

Using the polar coordinates (57) and separating real and imaginary parts, Eqs. (66) takes the following form
Eqs (67a-67d), system of Eqs. (67) can be finally reduced (after involving the argument difference \(\tau\)). Parameters used: \(\omega_1 = 1, \omega_2 = 2, \mu = 0.2, S_1 = 1, S_2 = 1, \lambda_1 = 0.5, \lambda_2 = 0.2\) and \(a = -0.4\). For this set of parameters we have: 
\(N_{\text{lim}} = 0.121\) and \(N_{\text{lim}} = 0.426\). (a) \(N_3 = 0.02 < N_{\text{lim}},\) (b) \(N_{\text{lim}} < N_3 < 0.3 < N_{\text{lim}}\) and (c) \(N_3 > 0.7 > N_{\text{lim}}\).

\[
\begin{align*}
F_R \frac{\partial N_3}{\partial \tau} - N_2 \frac{\partial \Theta_2}{\partial \tau} F_J + N_2 \frac{\partial N_2}{\partial \tau} F'_R &= \left( -\frac{\lambda}{2} N_2 F_R + \frac{\omega_2}{2} N_2 F_J + S_d \omega_3 N_3 \cos (\Delta_{32}) \right) + S_d \omega_3 N_3 \sin (\Delta_{32}) \quad (67a) \\
N_2 \frac{\partial \Theta_2}{\partial \tau} F_R + \frac{\partial N_2}{\partial \tau} F_J + N_2 \frac{\partial N_2}{\partial \tau} F'_J &= \left( -\frac{\lambda}{2} N_2 F_J - \frac{\omega_2}{2} N_2 (F_R - 1) + S_d \omega_3 N_3 \sin (\Delta_{32}) \right) \quad (67b) \\
\frac{\partial N_3}{\partial \tau} &= -\frac{\lambda}{2} N_3 + S_\delta \omega_3^2 \frac{N_2 (F_R \cos (\Delta_{32})) + F_J \sin (\Delta_{32})}{8 \omega_6} \quad (67c) \\
\frac{\partial \Theta_2}{\partial \tau} &= a N_3 + S_\delta \omega_3^2 \frac{N_2 (F_J \cos (\Delta_{32}) - F_R \sin (\Delta_{32}))}{8 \omega_6}, \quad (67d)
\end{align*}
\]

involving the argument difference \(\Delta_{32} = \Theta_3 - \Theta_2\). Combining Eqs (67a-67d), system of Eqs. (67) can be finally reduced (after some calculation steps) to the following form

\[
\begin{align*}
f_{N_3} (N_2, N_3, \Delta_{32}) &= a_{11} \cos \Delta_{32} + a_{12} \sin \Delta_{32} - c_1, \quad (70) \\
f_{N_3} (N_2, N_3, \Delta_{32}) &= a_{21} \cos \Delta_{32} + a_{22} \sin \Delta_{32} - c_2, \quad (71) \\
f_{N_3} (N_2, N_3, \Delta_{32}) &= a_{31} \cos \Delta_{32} + a_{32} \sin \Delta_{32} - c_3, \quad (72)
\end{align*}
\]

and,

\[
\begin{align*}
a_{11} &= N_3 N_2 S_d \omega_3 F_R, \\
a_{12} &= N_3 N_2 S_d \omega_3 F_J, \\
a_{21} &= g(N_2) \frac{N_3 \omega_3^2}{8 \omega_6} F_R + N_3 S_d \omega_3 (F_R + F'_R) N_2, \\
a_{22} &= -g(N_2) \frac{N_3 \omega_3^2}{8 \omega_6} F_R + N_3 S_d \omega_3 (F_R + F'_R) N_2, \\
a_{31} &= \frac{N_3 \omega_3^2}{8 \omega_6} F_R, \\
a_{32} &= \frac{N_3 \omega_3^2}{8 \omega_6} F_J, \\
c_1 &= \frac{N_3 \omega_3}{2} \left( 1 - \frac{a}{\omega_3} \right), \\
c_2 &= -N_3 \frac{\omega_3}{2} \left( F'_J - F_J N_2 + (F_R - 1) (F_R + F'_R) N_2 \right), \\
c_3 &= N_3 \frac{\omega_3}{2} \left( F'_R - F_R N_2 + 2a g(N_2) \right), \quad (74)
\end{align*}
\]

From Eqs. (68), it is possible to detect fixed points and folded singularities.

**Fixed points.** The (regular) fixed points of Eqs. (68), \([N_2^\ast, N_3^\ast, \Delta_{32}^\ast]\), are defined by:

\[
\begin{align*}
g(N_2) \frac{\partial N_3}{\partial \tau} &= f_{N_3} (N_2, N_3, \Delta_{32}) \quad (68a) \\
g(N_2) \frac{\partial \Delta_{32}}{\partial \tau} &= f_{\Delta_{32}} (N_2, N_3, \Delta_{32}) \\
\frac{\partial N_3}{\partial \tau} &= f_{N_3} (N_2, N_3, \Delta_{32}) \quad (68c)
\end{align*}
\]

where \(g(x) = \frac{H'(x)}{2}\). \quad (69)

If \(\varepsilon \ll 1\), fixed points computed from Eqs. (75) corresponds to fixed points of the system (43) obtained in Sect. 4.2. As usual, stability of the fixed points are found by looking the sign of...
the eigenvalues real parts of the Jacobian matrix of the vector function $F_1 = (f_{N_1}/g, f_{N_1}/g, f_{N_1})$ evaluated at $\{N_{1s}, N_{1f}, \Delta_{32s}\}$.

**Folded singularities.** The folded singularities $\{N_{2,M/3}, N_{1s}, \Delta_{32s}\}$ (where $N_{2,M/3}$ denotes indistinctly $N_{2,M}$ or $N_{2,m}$) are points of the folded lines $L_M$ and $L_m$ at which the attractivity of the folded lines changes. Folded singularities are defined as the fixed points of the desingularized super-slow subsystem, which is obtained introducing the time rescaling $\tau \rightarrow \tau' g(N_2)$ [26]

\[
\begin{align*}
\frac{\partial N_2}{\partial \tau'} &= f_{N_2}(N_2, N_3, \Delta_{32}) \quad (76a) \\
\frac{\partial \Delta_{32}}{\partial \tau'} &= f_{\Delta_{32}}(N_2, N_3, \Delta_{32}) \\
\frac{\partial N_{1s}}{\partial \tau'} &= g(N_2) f_{N_1}(N_2, N_3, \Delta_{32}). \quad (76c)
\end{align*}
\]

Note that because $g(N_2) < 0$ between the $N_{2,M}$ and $N_{2,m}$, the previous time rescaling reverses the direction of time on the repelling part of the CM. Since $g(N_{2,m/3}) = 0$, folded singularities are defined from (76) by

\[
\begin{align*}
f_{N_2}(N_{2,m/3}, N_{1s}, \Delta_{32}^+ &= 0, \\
f_{\Delta_{32}^+}(N_{2,m/3}, N_{1s}, \Delta_{32}^+) &= 0. \\
\end{align*}
\]

The folded singularities are obtained first solving the (linear) system of Eqs. (77) with respect to $(\cos \Delta_{32}, \sin \Delta_{32})$ (see Eqs. (70) and (71)). The associated determinant of this linear system satisfies:

\[
\begin{align*}
a_{11}a_{22} - a_{12}a_{12} &= -S_2^2 \omega_c^2 N_{1s}^3 g(N_{2,m/3}) = 0 \quad (78)
\end{align*}
\]

showing that one of the two equations (77a) and (77b) can be removed. Therefore, the folded singularities can be only defined by

\[
\begin{align*}
f_{N_2}(N_{2,m/3}, N_{1s}, \Delta_{32}^+) &= 0. \quad (79)
\end{align*}
\]

Eq. (79) reads as (using Eqs. (70) and (73))

\[
\begin{align*}
a_{11}(N_{2,m/3}, N_{1s}^3) \cos \Delta_{32}^+ + a_{12}(N_{2,m/3}, N_{1s}^3) \sin \Delta_{32}^+ &= c_1(N_{2,m/3}, N_{1s}^3), \quad (80)
\end{align*}
\]

which can be solved with respect to $\Delta_{32}^+$ giving the following four solutions (2 for each folded line)

\[
\begin{align*}
\Delta_{32s,m/3}^+ &= \text{arcsin} \left( \frac{a_{12}(N_{2,m/3}, N_{1s}^3)}{\sqrt{a_{11}(N_{2,m/3}, N_{1s}^3)^2 + a_{12}(N_{2,m/3}, N_{1s}^3)^2}} \right) \\
&\pm \text{arccos} \left( \frac{c_1(N_{2,m/3}, N_{1s}^3)}{\sqrt{a_{11}(N_{2,m/3}, N_{1s}^3)^2 + a_{12}(N_{2,m/3}, N_{1s}^3)^2}} \right). \quad (81)
\end{align*}
\]

if the conditions

\[
\frac{c_1(N_{2,m/3}, N_{1s}^3)}{\sqrt{a_{11}(N_{2,m/3}, N_{1s}^3)^2 + a_{12}(N_{2,m/3}, N_{1s}^3)^2}} \leq 1, \quad (82)
\]

are satisfied.

Conditions (82) show that the folded singularities exist for values of $N_{1s}^3$ defined through Eqs. (73) and (74) by the inequalities

\[
N_{1s}^3 \geq N_{3,m/3}^c \quad (83)
\]

with the lower bounds, named critical values, are given by

\[
N_{3,m/3}^c = \frac{N_{2,m/3}}{3} \left( F_1(N_{2,m/3})^2 + F_1(N_{2,m/3})^2 - \omega_c F_1(N_{2,m/3}) \right) \div 2S \delta \sqrt{F_1(N_{2,m/3})^2 + F_1(N_{2,m/3})^2}. \quad (84)
\]

Phase portraits of the desingularized super-slow subsystem (76) are plotted in Fig. 7. Note that, to take into account that the desingularization reverses the direction of time on the repelling part of the CM, the direction of the flow is reversed (i.e. the arrows are reversed) between $L_M$ and $L_m$. A complete phase portrait must take into account the whole dynamics, including the variable $N_1$. However, to facilitate the interpretation of the phase portraits and understand the role of the folded singularities, the phase portraits are computed for constant values of $N_3$ and plotted in the plan $(\Delta_{32}, N_2)$. Three representative values of $N_3$ are chosen: $N_3 < N_{3,m/3}^c$, $N_3 < N_{3,m/3}^c$, and $N_3 > N_{3,m/3}^c$. If $N_3 < N_{3,m/3}^c$ (see Fig. 7(a)), there are no folded singularities, and we notice that the folded line $L_M$ is repulsive and the folded line $L_m$ is attractive. The repulsivity of $L_M$ prevents jumps from $S_0$ to $P_0$ (see Fig. 6) and therefore sustained relaxation oscillations and explosion are not possible. If $N_{3,m/3} < N_3 < N_{3,m/3}^c$ (see Fig. 7(b)), there are folded singularities $\Delta_{32s,m/3}^+$ on the folded line $L_M$ which becomes attractive between them. Since the attractivity of $L_m$ in unchanged, this situation allows the existence of sustained relaxation oscillations or explosion. Finally, if $N_3 > N_{3,m/3}^c$ (see Fig. 7(c)), there are also folded singularities $\Delta_{32s,m/3}^+$ on the folded line $L_M$ which becomes repulsive between them. As long as $L_m$ have attractive part, this situation allows also the existence of sustained relaxation oscillations or explosion.

Finally, inequalities (83) can be therefore interpreted as a necessary condition to relaxation oscillations occur. Relaxation oscillations can be possible if during transient regime $N_3(t)$ reaches at least $N_{3,m/3}^c$, allowing $N_3(t)$ to reach the folded line $L_M$ between $\Delta_{32s}^+$ and $\Delta_{32s}^+$, obtained from Eq. (81) evaluated with $N_{1s}^3 = N_3(t)$. Unfortunately, this scenario cannot be predicted a priori. From these results, it seems to be difficult for example to develop a tool to predict stability of relaxation oscillations as done in [10] with the 1D mapping tool. In the sequel we will only verify if the scenario is satisfied when the response regimes of Eqs. (34) is not periodic.
5. Prediction of the steady-state response regimes of the SHM+NES

The prediction of the steady-state response regimes of the SHM+NES (31) is obtained checking first the local stability property of the trivial equilibrium point of Eqs. (31) (see Sect. 3.1) and using the asymptotic analysis of the full slow-flow system (49) to characterize the response regimes when the trivial equilibrium point of Eqs. (31) is unstable. From the asymptotic analysis of slow-flow system (49) performed in Sect. 4.3, we characterize

- the CM (55) and its the fold points $N_{2,M}$ and $N_{2,m}$ (see Eqs. (59) and (60)) and the points $N_{2,d}$ and $N_{2,u}$ defined in Eqs (64) and (65) respectively,
- the stable periodic regimes of Eqs. (31) as the stable fixed points of Eqs. (68),
- the non periodic response regimes (SMRs or no suppression) of Eqs. (31) from the unstable fixed points of Eqs. (68).

The study is restricted to the prediction of steady-state response regimes resulting from initial conditions not too far from the trivial equilibrium position of Eqs (34). Moreover, in the remaining of the section, analytical and numerical results are computed using the following set of parameters

\[
\begin{align*}
\omega_y &= 1, & \omega_d &= 2, & \lambda_y &= 0.3, & S_c &= 2, \\
S_d &= 1, & \alpha_3 &= 2, & \mu &= 0.2, & \epsilon &= 0.01. \\
\end{align*}
\]

(85)

For this set of parameters the characteristic points of the CM are: $N_{2,M} = 0.486, N_{2,m} = 0.808, N_{2,u} = 0.928, N_{2,a} = 0.166$, and the critical values with respect to $N_3$ are: $N^c_{1,M} = 0.121$ and $N^c_{3,m} = 0.426$. Moreover, Eqs. (68) admits 0, 1 or 2 fixed points.

The nature of the steady-response regimes is studied with respect to the damping coefficient of a blade $\lambda_y$ and the detuning parameter $a$ (defined in Eq. (45)).

The steady-state response regimes are classified in five domain:

**Domain 0** Complete suppression

**Domain 1** Partial suppression through PR

**Domain 2** Partial suppression through PR or SMR

**Domain 3** Partial suppression through SMR

**Domain 4** No suppression

The diagram of the Fig. 9 summarizes the algorithm used to determine the response regimes domains. Results are plotted in Fig. 10 in which each domain is represented by an area of the plane $(\lambda_y, a)$. Finally, for each domain (except for Domain 0 which characterizes the Complete suppression) one or two examples are selected and studied deeply. Results are presented in Figs. 11 to 17. The values of $\lambda_y$ and $a$ used for these examples and the corresponded coordinates $N^c_1$, $N^c_2$ and $N^c_3$ of the fixed points of (68) are indicated in Tab. 1.

![Figure 8: $\lambda_{\text{shw}}$ and $\lambda_{\text{sw}}$ as a function of $a$. Parameters used: see Eq. (85).](image)

5.1. Domain 0: Complete suppression

Analytical prediction of the complete suppression is performed in Sect. 3.1. However, it is interesting to compare the region of linear stability of the system with and without NES. To achieve that, the values of $\lambda_y$, that annul one of the eigenvalues of Eqs. (30) and Eqs. (31), denoted respectively $\lambda_{\text{shw}}$ and $\lambda_{\text{sw}}$, are computed with respect to the parameter $a$ and plotted in Fig. 8. For each curve $\lambda_{\text{shw}}(a)$ and $\lambda_{\text{sw}}(a)$, the area upper the curve corresponds to stable trivial solution and in the area under the curve the trivial solution is unstable. One can notice that for approximatively $-0.65 < a < 0.65$, the NES attachment favors the linear stability of the trivial solution. This is the opposite for $a \lesssim -0.65$ and $a \gtrsim 0.65$ but to a lesser extent.

The area upper the curve $\lambda_{\text{sw}}(a)$ defined the Domain 0, it is depicted in gray in Fig. 10.

5.2. Local stability of one of the fixed point of the slow-flow system: Domain 1 and 2

Fixed points of the slow-flow system correspond to periodic solutions of the SHM+NES. Therefore, the domain of existence the Partial suppression through Periodic Response may correspond to the domain of local stability of one of the fixed point. However, as in Sect. 4.3.1 ($\S$ A fixed point of the slow-flow is reached), the two following situations must be considered: $N^c_{2,d} < N_{2,M}$ and $N^c_{2,u} > N_{2,m}$ where $N^c_2$ is the $N_2$-coordinate of a stable fixed point. The two situations correspond to domain 1 and 2 respectively.

5.2.1. Domain 1: partial suppression through PR

This domain is represented by gray dots ("*") in Fig. 10. For $N^c_{2,d} < N_{2,M}$, the stable fixed point is reached before the folded line $L_M$. This corresponds to the scenario depicted in Fig. 6(a).

In this situation, relaxation oscillations or explosion of the slow-flow system and therefore SMR or no suppression regimes for the SHM+NES are avoided. Therefore, domain 1 corresponds...
Table 1: Values of $\lambda_e$ and $a$ used in Examples 1, 2a, 2b, 3a, 3b, 4a and 4b. Coordinates $N_e^1$, $N_e^2$ and $N_e^3$ of the corresponding fixed points of (68) are also indicated. $S \equiv$ stable and $U \equiv$ unstable.

<table>
<thead>
<tr>
<th>Example</th>
<th>$\lambda_e$</th>
<th>$a$</th>
<th>Number of Fixed Pt.</th>
<th>Fixed Pt. 1: $[N_e^1, N_e^2, N_e^3]$</th>
<th>Fixed Pt. 2: $[N_e^1, N_e^2, N_e^3]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.35</td>
<td>-0.4</td>
<td>2</td>
<td>$[0.323, 0.433, 0.157]$ S</td>
<td>$[1.18, 1.15, 0.494]$ U</td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
<td>0</td>
<td>2</td>
<td>$[0.187, 0.853, 0.494]$ S</td>
<td>$[1.19, 1.16, 1.04]$ U</td>
</tr>
<tr>
<td>2b</td>
<td>0.06</td>
<td>0.5</td>
<td>1</td>
<td>$[0.203, 0.865, 0.581]$ S</td>
<td>–</td>
</tr>
<tr>
<td>3a</td>
<td>0.2</td>
<td>0.4</td>
<td>1</td>
<td>$[0.223, 0.712, 0.269]$ U</td>
<td>–</td>
</tr>
<tr>
<td>3b</td>
<td>0.2</td>
<td>-0.4</td>
<td>2</td>
<td>$[0.316, 0.564, 0.242]$ U</td>
<td>$[0.853, 1.08, 0.532]$ U</td>
</tr>
<tr>
<td>4a</td>
<td>0.1</td>
<td>-0.7</td>
<td>2</td>
<td>$[0.293, 0.614, 0.356]$ U</td>
<td>$[0.181, 0.847, 0.438]$ U</td>
</tr>
<tr>
<td>4b</td>
<td>0.035</td>
<td>-0.4</td>
<td>0</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 9: Algorithm for the determination of the domain of existence of the steady-state regimes of the SHM+NES (34). Each domain is described precisely in Sects. 5.1 to 5.4.

to Partial suppression through Periodic Response. Fig. 11 shows an example of this situation.

5.2.2. Domain 2: partial suppression through PR or SMR

This domain is represented by black crosses ("\times") in Fig. 10. The case of one stable fixed point which satisfies the condition $N_e^2 > N\text{SMR}$ highlights the limit of the local stability study. Indeed, in this case, at least one jump from $N\text{SMR}$ to $N\text{SU}$ is needed to reach the fixed point. After that, the fixed point can be really reached (as depicted in Fig. 6(b)) or sustained relaxation oscillations of the slow-flow system are observed (as depicted in Fig. 6(c)).

Examples of the two possible situations are shown in Figs. 12 (PR, Example 2a) and 13 (SMR, Example 2b).

To better understand the behavior of the system in these two situations, phase portraits of the desingularized super-slow subsystem (76) is compared to the trajectory of the full slow-flow system (49) in the $(\Delta_{12}, N_2, N_3)$-space in Figs. 12(c) and 12(d) for example 2a and in Figs. 13(c) and 13(d) for example 2b. For both examples 2a and 2b a top view and an "optimized" view are presented. Only the end of the trajectory of the full slow-flow system (49) is plotted (see details in figures captions).

In Fig. 12(d) we can see that during its transient regimes the full slow-flow system reaches streamlines which bring it...
This domain is represented by squares (“□”) in Fig. 10 and corresponds to two situations. In the first situation, it exists one fixed point and it is unstable. In the second situation, there are two unstable fixed points and the larger of them should satisfy the following condition: $N_{2,M}^{<} < N_{2,M}^{>}$, Example 3a and Example 3b illustrate these two situations respectively (see Figs. 14 and 15). One can see in Figs. 14(b) and 15(b) that, in these situations, the fold points are reached by the system giving rise to relaxation oscillations of the slow-flow system which correspond to SMR for the SHM+NES.

5.4. Domain 4: no suppression

This domain is represented by dotted circles (“○”) in Fig. 10 and corresponds to two situations. The first situation corresponds to the case of two unstable fixed points and for both fixed points we have: $N_{2,M}^{<} < N_{2,M}^{<} < N_{2,M}^{>}$ (see Example 4a in Fig. 16). In the second situation, the slow-flow system has no fixed points. Therefore, there exists only the trivial solution of the SHM+NES, and it is unstable (see Example 4b in Fig. 17). In the case of no suppression, the GR instability is to strong to be suppressed by the NES attachment through PRs or SMRs and after a transient regime an explosion of the slow-flow in finally observed (depicted in 6(d)).

6. Conclusion

In the framework of NES properties exploration, we studied the steady-state response regimes of a ground resonance helicopter model including a ungrounded NES on the fuselage. An helicopter model involving blade and fuselage dynamics was reduced applying successively Coleman and binormal transformations and coupled to an ungrounded cubic NES defining the SHM+NES (Simplest Helicopter Model + Non Linear Energy Sink) model. This model reproduces the Ground Resonance
(GR) instability corresponding to frequency coalescence of the fuselage mode and the regressive rotor mode. Selecting different values of the blade damping, four steady-state response regimes were highlighted: complete suppression, partial suppression through strongly modulated response, partial suppression through periodic response and no suppression of the GR instability.

The first regime corresponds to the local stability of the trivial solution of the SHM+NES. To explain all the regimes the slow flow of the system is determined using complexification-averaging approach. The presence a small dimensionless parameter related to the mass of the NES in the slow-flow system implies that it involves one "slow" complex variable and two "super-slow" complex variables. The "super-slow/slow" nature of the system allowed us to use the so-called geometric singular perturbation theory to analyze it. In particular, the Critical Manifold of the slow flow was determined. Its shape involving two folded lines and the associated stability properties provide an analytical tool to explain and predict the existence of three regimes: periodic response regimes, strongly modulated response regimes and no suppression regimes which appear when the trivial solution is unstable.

A procedure which allow to determine the domains of existence of these regimes was proposed. This procedure was used to analysis the influence of the damping of the blades and the rotor speed on the response regimes of the SHM+NES model for a set of nominal numerical values of the other parameters of the SHM+NES model. In the unstable trivial solution area, four regimes were predicted: partial suppression through periodic response, partial suppression through strongly modulated response, partial suppression through periodic response or strongly modulated response and no suppression. All these regimes were validated from direct numerical integration of the SHM+NES model.

The analytical nature of this approach makes possible other parametric studies, for example with respect to the NES parameters in order to know if it is possible to design a NES compatible with engineering applications.
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**A. About the link between the periodic solutions of the SHM+NES and the fixed points of the complexified-averaged system**

Let’s consider a periodic steady-state regime of the system (34) defined by

\[
v_p(t) = V \sin((\omega_1 + \Delta \omega) t + \theta_v) \tag{86}
\]

\[
w_p(t) = W \sin((\omega_1 + \Delta \omega) t + \theta_w) \tag{87}
\]

\[
q_{1,p}(t) = Q_1 \exp \left[ j ((\omega_1 + \Delta \omega) t + \theta_q) \right]. \tag{88}
\]

where \( V, W, Q_1, \theta_v, \theta_w, \theta_q, \) and \( \Delta \omega \) are real constant. \( \Delta \omega \) characterizes the error made using \( \omega_1 \) as fast component frequency in the complexification-averaging method. Even if this error is very small, it must be taken into account to obtain an accurate definition of the periodic regimes of Eqs. (34) from slow-flow system (39).

Through Eqs. (35), (38), (86), (87) and (88), we have

\[
\phi_1 = \left( v_p + j \omega_p w_p \right) e^{-j \omega_s t} = V \left( \omega_1 + \frac{\Delta \omega}{2} \right) e^{j(\Delta \delta + \theta_v)} + \text{t.h.f,} \tag{89}
\]

\[
\phi_2 = \left( w_p + j \omega_p v_p \right) e^{-j \omega_s t} = W \left( \omega_1 + \frac{\Delta \omega}{2} \right) e^{j(\Delta \delta + \theta_w)} + \text{t.h.f,} \tag{90}
\]

where "t.h.f" means term of higher frequency, and finally,

\[
\phi_3 = q_{1,p} e^{-j \omega_s t} = Q_1 e^{j(\Delta \delta + \theta_q)}. \tag{91}
\]

Looking at Eqs. (89), (90) and (91), it is easy to show that the periodic solutions of Eqs. (34) cannot be defined directly as the fixed point of the complexified-averaged system (39) (i.e. as \( \phi = 0 \)). Indeed, the frequency error \( \Delta \omega \) caused a linear growth of the arguments of the complex amplitude which are therefore not stationary. However, the slope \( \Delta \omega \) of this linear variation is the same for each variable \( \phi_i \). Therefore, from the polar form \( \phi(t) = r(t)e^{j\phi(t)} \), the argument differences

\[
\begin{align*}
\delta_{21} &= \theta_2(t) - \theta_1(t) = \theta_w - \theta_v, \tag{92a} \\
\delta_{31} &= \theta_3(t) - \theta_1(t) = \theta_q - \theta_v, \tag{92b}
\end{align*}
\]

(where the component \( \phi_1(t) \) is chosen arbitrary as a master component) are stationary. Therefore, the periodic solutions of the system of Eqs. (34) may be defined from the complexified-averaged system (39) as the fixed points of the system of differential equations describing the dynamic of the variables \( n_1, n_2, n_3, \delta_{21} \) and \( \delta_{31} \).
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Figure 11: Example 1. Parameters used: see Eq. (85), $a = -0.4$ and $\lambda = 0.35$. (a) Comparison between numerical simulation of the SHM+NES (34) (gray solid line) and the full slow-flow system (49) (black dashed line). (b) Comparison between the trajectory of the simulated slow-flow system (49) in the plane $(N_2, N_1)$ and the Slow Invariant Manifold (58a). "●" : stable fixed points, "○": unstable fixed points and ×: initial conditions.
Figure 12: Example 2a. Parameters used: see Eq. (85), $a = 0$ and $\lambda = 0.08$. (a) and (b) same caption as for Fig. 11. (c) and (d) Phase portraits of the desingularized super-slow subsystem (76) (shaded solid lines from orange to blue, only streamlines in the stable part of the CM are shown) compared to the trajectory of the full slow-flow system (49) (solid magenta lines) in the $(\Delta_{32}, N_2, N_3)$-space. Green disk marker indicates the position of the stable fixed point and arrows indicates the direction of the flow. The trajectory of full slow-flow system (49) is only plotted from $t = 3250s$ to the end ($t = 14000s$).
Figure 13: Example 2b. Parameters used: see Eq. (85), $a = 0.5$ and $\lambda_0 = 0.06$. Same caption as for Fig. 11. (c) and (d) Phase portraits of the desingularized super-slow subsystem (76) (shaded solid lines from orange to blue, only streamlines in the stable part of the CM are shown) compared to the trajectory of the full slow-flow system (49) (solid magenta lines) in the $(\Delta_{32}, N_2, N_3)$-space. Green disk marker indicates the position of the stable fixed point and arrows indicates the direction of the flow. The trajectory of full slow-flow system (49) is only plotted from $t = 13000$s to the end ($t = 20000$s).
Figure 14: Example 3a. Parameters used: see Eq. (85), $a = 0.4$ and $\lambda = 0.2$. Same caption as for Fig. 11.

Figure 15: Example 3b. Parameters used: see Eq. (85), $a = -0.4$ and $\lambda = 0.2$. Same caption as for Fig. 11.
Figure 16: Example 4a. Parameters used: see Eq. (85), $a = -0.7$ and $\lambda = 0.1$. Same caption as for Fig. 11.

Figure 17: Example 4b. Parameters used: see Eq. (85), $a = -0.4$ and $\lambda = 0.035$. Same caption as for Fig. 11.