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Abstract

This work presents a power flow strategy for multi-terminal HVDC grids. Energy is
mainly generated via renewable energy sources and there are nodes in the network with
the possibility to store energy. This energy is generated taking into account real weather
conditions in order to make the best scheduling of the system in a realistic approach.
An optimization scheme is proposed in which all these elements are included as well
as real operation constraints. Distribution losses are minimized for the whole network.
This gives as a result a control strategy being able to deal with the whole system and its
inherent constraints giving the framework for a multi-objective optimization control.

Keywords: Multi-terminal HVDC, optimization losses, offshore wind farms, storage
devices, model predictive control.

1. Introduction

The difficulty of satisfying the constant growth in worldwide energy demand is
exacerbated by a number of well-known factors regarding the supply and use of con-
ventional energy resources (oil, gas, etc.): the inconvenient geographical location of
many conventional energy production sites vis-à-vis their centres of use, the continu-
ous price inflation accompanying these resources and, of course, the fact that their use
releases undesirable emissions into the atmosphere. These disadvantages are turning
the world’s attention towards a number of renewable energy solutions, among which
offshore wind farms present a particular interest. There are several advantages to de-
veloping offshore wind energy, notably: wind conditions are more favorable out to sea
than on land; the average wind speed is higher therefore providing more energy, and the
wind direction tends to remain more constant in the absence of obstacles [1]. Further-
more, the wind is less turbulent because variations in temperature between the different
layers of air are smaller over the sea than over land. For these reasons, offshore wind
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turbines have a larger up-time than onshore turbines. These are some of the reasons
why wind farm investment is chiefly being channeled to offshore facilities rather than
to their land-based equivalent despite their higher initial installation costs.

Energy transmission has historically been carried out in alternative current (AC).
However high voltage direct current (HVDC) transmission is investigated in this study
due to several advantages it possesses over AC lines. First of all the reactive power
makes AC transmission losses greater than HVDC applications. Additionally, trans-
mission capacity is also greater in HVDC lines due to the non-existence of the skin ef-
fect, and also the efficiency and controllability of DC converters are higher [2, 3, 4, 5].
Another advantage of using HVDC is that the use of fewer cables in DC lines also im-
plies lower costs and weight enabling therefore the possibility of operating in remote
marine regions where wind conditions are even more favorable [6, 7].

Although multi-terminal HVDC systems are technically feasible, they have not
been widely accepted as a cost-effective transmission solution. There are only two
HVDC installations which have operated as multi-terminal systems, but only for a lim-
ited time [8]. The first one is the HVDC Italy-Corsica-Sardinia [9] and the other one
is the Quebec-New England Multi-terminal HVDC [10, 11]. These isolated applica-
tions highlight the fact that real exploitation of HVDC lines is still an open problem,
involving technological and implementation issues.

In AC power systems, the optimal power flow (OPF) problem is defined by non-
linear, non-convex equations. In HVDC systems where there is no reactive power
involved, the OPF problem is less complex but still retains its nonlinear characteristic
when voltage control and optimal storage operation are included in the formulation.
There are several different methods of solving the resulting nonlinear system of equa-
tions. Newton-Raphson (NR) is the most popular method in electrical engineering
[12]. The solutions can be easily obtained through the equations’ linearization. The
main disadvantage is that neither the convergence of the method nor the achievement
of the global optimum point are guaranteed. Furthermore, in the case of power systems
a slack bus is usually considered when this method is applied. This fact entails risks for
the proper operation of the system, such as the loss of the slack bus, that would cause
the loss of the reference and consequently the abandon of the equilibrium because the
method is not applicable. There are also other limitations to this method, which lie in
the difficulty to handle the optimal management of energy storages and constraints on
the capacity available in the transmission lines.

More recently, some authors have proposed other solutions to solve the problem.
For example in [13] a multi-terminal DC power flow with a conventional AC power
flow has been proposed. Or in [14] a steady-state multi-terminal DC model for power
flow programs has been developed which allows to include converter limits as well
as different converter topologies. However, both methods are based on the iterative
resolution of the NR method until a solution is found within a tolerance value. Others
authors have solved the problem applying new techniques as in [15] where the problem
is solved by genetic algorithm that is an evolutionary-based heuristic algorithm.

This work presents a Power Flow formulation for HVDC networks in which trans-
mission losses are minimized. The proposed optimization problem yields a solution
where the voltage values in network nodes minimizes the transmission losses and will
also account for all the constraints taken into consideration as it will be presented in
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section 2. This formulation results in a quadratic convex objective function but with
non convex constraints. The existence of the solution for this problem is also discussed
in sections 2.4 and 2.6.

Other authors like [16], proposed an optimal power flow in order to minimize the
losses in a multi-terminal HVDC grid. They considered the network state at each sam-
ple time for which they formulated an optimization problem regarding the transmission
losses. However, in practical applications of variable energy power sources, it is inter-
esting considering storage devices in order to improve the stability and the efficiency
of the whole system [17]. In [18] an economic and environmental dispatch problem for
a smart grid composed of multiple sources of generation systems (both conventional
and renewable), consuming nodes and storage systems are proposed using the energy
hub formulation. Their formulation, including weather forecasts to optimally operate
the storage systems, was stated under the model predictive control approach, MPC,
resulting in a mixed integer quadratic optimization problem.

The control strategy presented in this work takes into account the presence of stor-
age devices in the HVDC networks. Their scheduling will depend on the power de-
mand the network must satisfy and the weather forecast which is directly correlated to
the power generation in the system.

1.1. HVDC network
We consider a general multi-terminal HVDC network connecting wind farms, stor-

age devices and AC grids (see figure 1). As the wind is an intermittent energy source,
not only does it provide the primary energy to be transformed into electrical form but
it also constitutes a source of disturbances both in terms of quality of the energy pro-
duced and in the overall stability of the system. Consequently and as we mentioned
above, storage devices will be placed strategically in order to cope with possible peaks
of energy demand or low energy availability in the production nodes.

Figure 1: Multi-terminal HVDC Grid.

We will consider a scenario in which the AC networks connected to the grid will
demand variable power, either because the load is variable or because market negotia-
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tion leads to that operating point. Wind farms together with the storage devices must
be able to supply the consumed power via an HVDC grid. To tackle this problem, our
work has used real wind measures [19] and we have considered weather forecasting
[20, 21]. In this way the control scheme only has to deal with the prediction error
instead of dealing with the full amount of variability.

Finally, as the sample time used is in the order of minutes, we can neglect the
dynamics of cables, and we can use resistive models.

This document is organized as follows: in section 2 the optimization problem for
the power flow within the HVDC network, as well as the constraints considered, is
formulated. Also the existence of solutions for the proposed problem is discussed.
Afterwards an application example is presented in section 3, in the form of a practical
implementation for a six-terminal case and, finally, in section 4 the main conclusions
are drawn.

2. Methodology

2.1. Nomenclature
Y ≡ Admittance matrix. Np ≡ Prediction horizon.
Pk

i ≡ Active power at instant k in node i. Ek
s ≡ Energy at instant k in storage s.

uk
i ≡ Voltage at instant k in node i. µi ≡ Storage efficiency.

[uk] ≡ Vector of voltages at instant k. T ≡ Sample time.

2.2. Formulation of the problem
The admittance matrix of an electrical grid, either DC or AC, has intrinsically all

the information about its topology. This matrix is symmetric and has the form:

[Y ] =


Y1,1 · · · −Y1,i · · · −Y1,n

...
. . .

...
...

−Y1,i · · · Yi,i · · · −Yn,i
...

...
. . .

...
−Y1,n · · · −Yn,i · · · Yn,n

 (1)

This matrix shown in equation 1 has some interesting properties. It is always, at
least, semi-positive defined. This is a consequence of one of its properties, that is, the
sum of the elements of a row (or column because Y is symmetric) is zero if there are
not grounded resistances in this node, in which case the sum is equal to that element.
Or in other words, if there are no elements connected to the ground at any node, the
matrix is semi-positive definite, and it will have an eigenvalue equal to zero because
the rows (or columns) are a linear combination of each other (the sum is zero).

Moreover, in DC grids, the active power in the node i has the form:

Pi = ui

n

∑
j=1

Yi, j ·u j (2)

If we see the whole DC grid in terms of power, there will be nodes that inject
power into the system, there will be nodes that absorb power from the system and there
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will be nodes that neither supply nor absorb power, these last nodes are the internal
interconnection nodes (they are inside the grid). The algebraic sum of all these powers
must be equal to the losses in the system (transmission losses in the lines). Using this
idea we can define a losses function, FLosses, which depends on voltages of each node.

FLosses(u1, · · · ,un) =
n

∑
k=1

Pi = [u]t · [Y ] · [u] (3)

where [u] = [u1, · · · ,un] ∈ R1×n, and ui is the voltage in node i.
Our purpose is to minimize the transmission losses in the system, or equivalently

we want to find a set of voltage values which minimize our function shown in equation
(3). Obviously, not any set of voltages will be valid, because several constraints must
be guaranteed. However, DC systems present other advantages compared to AC, where
a significant deviation with respect to the nominal state produces irreparable damage
to rotative elements, because a deviation of the nominal voltage and/or power causes
a variation in the frequency (or vice versa), which is critical for the proper operation
of the system. In DC systems, due to the absence of frequency, the nominal voltage
will not have as severe restrictions as in the AC systems, so we can talk of a ”nominal
strip” instead of a nominal value. In this zone, any value for the voltage guarantees the
proper functioning of the system. It is in this context where we can find the optimal set
for all voltages, which minimizes the losses.

The ”nominal strip” will have to be subject to numerous restrictions (they will be
explained below), and for this reason, the use of MPC is particularly interesting, since
it is able to manipulate effectively systems with constraints [22].

In addition, it is possible to carry out the minimization through a longer horizon if
we possess reliable wind and consumption forecasts since the MPC handles in a natural
way these types of problems with prediction horizon, Np. Fortunately this is possible
because current forecasts provide a very high reliability [20, 21]. So we can carry out
an optimization along Np, and the result will be improved compared to making it at
each instant in a single state way.

Furthermore, as renewable (variable) energies are used in this work, it is interesting
to include in the grid storage devices, to store energy when there is an excess and to
supply energy when there exits a shortage in the system. Also, and thanks to the use of
MPC, it is possible to include the dynamics of these storages, with their efficiencies µi,
which, in general, will be different when they are charging or discharging. In equation
(4), Ek

s represents the energy at instant k in the storage s, and T is the sample time (we
will consider that all sampling periods have the same duration).

Ek+1
s = Ek

s −T ·µi ·Ps ∀s ∈ S (4)

On the other hand, in our overall system, there will exist four types of nodes, the
production nodes, W , (in this case wind farms), consumption nodes, L, storage nodes,
S, and internal interconnection nodes, IC. It must be stressed that in IC nodes there is
no power production or consumption. Our objective function will minimize the subject
to a number of constraints over a prediction horizon Np. These restrictions are:

• The production and load power must be equal to forecast values (6a).
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• The voltages at the nodes must be only in the ”nominal strip” described above
(6b).

• The current lines can not exceed certain values (maximum admissible current
through the cables), (6c).

• The storage devices can absorb or supply power until a maximum value (6d).

• Also we have taken into account that a storage can not provide (absorb) power if
it is empty (full) (6e).

• The balance of power has to be complied at all moments (6f).

With all this, our control variables will be the power supplied or absorbed by stor-
age devices. However, as the restrictions of the system are formulated in terms of volt-
age our problem consists in finding the best combination of voltages which minimize
FLosses. These founded values will be the references to a lower control.

With the aforementioned considerations and taking the transmission losses equation
as described in (3) the optimization problem can be formulated as follows:

min(FLosses(uk
1, · · · ,u

k+Np
n )) = min(

Np

∑
k=1

[uk]t · [Y ] · [uk]) (5)

subject to:
a) j ∈W ∪L / Pj = [uk]t · [Y ]∗j · [uk] ∀ j, and ∀k

b) uk
i,min ≤ uk

i ≤ uk
i,max ∀i, and ∀k

c)
∣∣∣∣ uk

i−uk
j

Ri, j

∣∣∣∣≤ Imax,linei j∀i, j,k

d) Ps,min ≤ Pk
s ≤ Ps,max ∀s ∈ S and ∀k

e) [E]ks,min ≤ [E]ks ≤ [E]ks,max∀s ∈ S and ∀k

f) ∑Pk
Wi
−∑Pk

Li
= ∑Pk

Si
−∑Pk

Loss ∀k

(6)

where [uk] = [uk
1, · · · ,uk

n] ∈ R1×n, and uk
i is the voltage in node i at instant k.

[Y ]∗j =



0 · · · Y1, j
2 · · · 0

...
. . .

...
...

Y1, j
2 · · · Yj, j · · ·

Yn, j
2

...
...

. . .
...

0 · · · Yn, j
2 · · · 0


∈ Rn×n
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2.3. Advantages
One of the biggest advantages of this method is that the losses are minimized with

respect to a ”classic” power flow, and this is particularly important since we increase
the number of nodes. Other benefits must be pointed out, and one of the most signif-
icant is that there does not exist a balance node, so there is no dependence on such
nodes, something crucial in methods that use node balance. Other advantage that can
be obtained, is that, thanks to the implantation of the MPC, we can anticipate problems
in the grid such as: over-voltages, over-currents, emptying or filling of storage devices,
etc...

Also the storage models used are closer to reality as they include performance in
charge and discharge (in general different).

2.4. Existence of solutions
The first question that we should ask is whether the proposed problem has a solu-

tion, and if there is solution we should also ask whether it is unique. In this section we
will expose the demonstration that there are many possible solutions, but there is only
one that gives the minimum value for FLosses. For simplicity, firstly we carry out for the
case of R3 (3 nodes) and then we will generalize to the case of Rn (n nodes).

2.5. Existence of solutions in R3

Our problem is to minimize a function subject to some restrictions. We are going
to analyze the properties of these constraints to ensure that there will be a region in the
space that fulfills all the constraints. In this explanation we will assume that Np=1. This
fact does not diminish the generality of the proof, it is only to make the calculations
clearer.

2.5.1. Constraints type a
According to our defined problem, the first constraints are the type j ∈W ∪ L /

Pj = [u]t · [Y ]∗j · [u], and if we assume that we know the power in nodes 1 and 3:

[u1 u2 u3] ·

 Y1,1 −Y1,2
2 −Y1,3

2
−Y1,2

2 0 0
−Y1,3

2 0 0

 ·
u1

u2
u3

= P1 (7)

[u1 u2 u3] ·

 0 0 −Y1,3
2

0 0 −Y2,3
2

−Y1,3
2 −Y2,3

2 Y3,3

 ·
u1

u2
u3

= P3 (8)

These restrictions are clearly shaped in a quadric. We are going to analyze the
quadric of equation (7), noting that the development is analogous to the other equation
(8).

Firstly we want to know the nature of its center c = [x0,y0,z0] . Y1,1 −Y1,2
2 −Y1,3

2
−Y1,2

2 0 0
−Y1,3

2 0 0

 ·
x0

y0
z0

= 0⇒ c =

 0
−Y1,3

Y1,2
·a

a

 (9)
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As the system of equation (9) is an under-determinate compatible system, there are
infinite centers that are on the line r ≡ u2 = -Y1,3

Y1,2
·u3 (in the plane u1 = 0).

Since matrix Y is symmetric, by the theorem of Schur there exists an orthogonal
matrix P such that D = PtY ∗P, where D = diag(λ1,λ2,λ3) and λi ∀ i = 1,2,3 are the
eigenvalues of Y ∗.

The eigenvalues of Y ∗ has the form:

|λ · I−Y ∗|= 0⇐⇒


λ1 = 0

λ2 =
Y1,1+

√
Y 2

1,1+Y 2
1,2+Y 2

1,3
2 , θ2

2

λ3 =
Y1,1−

√
Y 2

1,1+Y 2
1,2+Y 2

1,3
2 , θ3

2

(10)

By definition of the admittance matrix Y , it is always true that Yi,i ≥ ∑
N
j=1, j 6=i Yi, j,

by other way it is also true that:
√

Y 2
1,1 +Y 2

1,2 +Y 2
1,3 > Y1,1, and for this reason λ2 > 0

and λ3 < 0. So, matrix Y ∗ has zero, positive and negative eigenvalues. This fact makes
power constraints of this kind non-convex restrictions.

An orthonormal base, B1, made up by eigenvectors associated to each eigenvalue
is B1 = {~v1|~v2|~v3}, where:

~v1 =
1√

Y 2
1,2 +Y 2

1,3

 0
−Y1,3
Y1,2

 ,~v2 =
1√

θ 2
2 +Y 2

1,2 +Y 2
1,3

 θ2
−Y1,2
Y1,3



~v3 =
1√

θ 2
3 +Y 2

1,2 +Y 2
1,3

−θ3
Y1,2
Y1,2

 (11)

Thus making a change of variables of the form:u1
u2
u3

= [P]

x1
y1
z1

+ c (12)

we obtain the reduced form of quadric S1 shown in (7):

S1 ≡ αy2
1 +β z2

1 = P1

α =
Y1,1θ 2

2 +Y 2
1,2θ2+Y1,3θ 2

2
θ 2

2 +Y 2
1,2+Y 2

1,3
> 0

β =
Y1,1θ 2

3 +Y 2
1,2θ3+Y1,3θ 2

3
θ 2

3 +Y 2
1,2+Y 2

1,3
< 0

(13)

also if we simplify the operations, we obtain that α = λ2 and β = λ3 so:

S1 ≡ λ2y2
1 +λ3z2

1 = P1 (14)

therefore the quadric is a hyperbolic cylinder as figure 2 shows.
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Figure 2: Hyperbolic cylinder S1.

If we proceed in an analogous manner to the case of the load, we obtain the reduced
form of the quadric S3 shown in (8):

S3 ≡ λ
′
1x2

3 +λ
′
2y2

3 = P3 (15)

where λ ′1 and λ ′2 are the eigenvalues of the matrix of system (8). It can now be noted,
that the hyperbolic cylinder is symmetric with respect to the plane u3 = 0, and also the
axes x3,y3,z3 are different to x1,y1,z1.

The intersection of two quadric, figure 3, gives a curve, C, which can be parametrized,
and it contains all the values of u1, u2 and u3 in that our function objective must be min-
imized. C can be defined as:

C≡ {(u1,u2,u3) ∈ Rs/S1∩S3} (16)

Figure 3: Intersection of hyperbolic cylinders.

2.5.2. Constraints type b
The second type of restrictions is related to the ”nominal strip” values for the volt-

ages at each node. Graphically, these constraints form a cuboid whose side lengths are
the lengths of the intervals for each voltage at each node.
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2.5.3. Constraints type c
This type of constraints is related to the maximum transmission capacity of the

lines (maximum current through the lines). They are of the type
∣∣∣ ui−u j

Ri, j

∣∣∣ ≤ Imaxline. In

R3 these restrictions are easy to plot, they have the form shown in figure 4, and the set
of correct values is the space within the intersection of all these planes (and remem-
ber that only the octant of the space where the variables are positive has a physical
interpretation).

Figure 4: Current lines constraints.

2.5.4. Other constraints
The other kinds of restrictions (type d,e and f ) are not geometrically significant,

because they have no a direct relation with the voltage values.

2.5.5. Region of solutions in this case
The curve C, given by equation (16), is always within the bounds stated by con-

straints 2.5.2 and 2.5.3. Besides, in all cases, the curve C will exist because it is by
definition the intersection between two hyperbolic cylinders, and these quadrics are
each symmetric with respect to a perpendicular plane (in this case u1 = 0 and u3 = 0).
So, in general, the curve C is in a non null region in R3 where the optimum point lies.

2.6. Existence of solutions in Rn

If we proceed in analogous form of R3 we can achieve a set of values in Rn where
all restrictions are satisfied.

2.6.1. Constraints type a
Now, we assume that there are n = nw +nS +nL nodes, where nw is the number of

production nodes, and they form a subspace with dimension nw, and something similar
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for nL (number of load nodes). Once again, we have j ∈ W ∪ L /Pj = [u]t · [Y ]∗j · [u],
where:

[Y ]∗j =



0 · · · Y1, j
2 · · · 0

...
...

...
...

...
Y1, j

2 · · · Yj, j · · ·
Yn, j

2
...

...
...

...
...

0 · · · Yn, j
2 · · · 0


It is again a quadric in non reduced form, and therefore we can obtain a change of

variable to obtain the reduced form of the quadric. If we calculate the eigenvalues of
these matrices, they are:

|λ · I−Y ∗|= 0⇐⇒



λ1 = 0
...

λn−2 = 0

λn−1 =
Yi,i+

√
∑

n
k=1 Y 2

i,k
2

λn =
Yi,i−

√
∑

n
k=1 Y 2

i,k
2

(17)

and as Yi,i <
√

∑
n
k=1 Y 2

i,k is always true, we obtain for all the cases that these matrices

[Y ]∗ have one positive eigenvalue, one negative eigenvalues and the rest of them are
zero. So the quadrics have the form of hyperbolic cylinders in the space Rn, which
also are intersected because each of them is centered in the corresponding plane whose
variable is equal to zero ui = 0. That is, they are perpendicular to each other.

2.6.2. Constraints type b
In Rn, these restrictions form hypercubes bounding maximum and minimum values

of voltages.

2.6.3. Constraints type c
In the case of Rn, the restrictions about the maximum transmission capacity are

planes of order 2, and the intersection of all of them form a region of space Rn. In this
case we only work in the region of space where all the variables are positive.

3. Application case: a six-terminal system

The simulations for the proposed method will be carried out in the system shown in
Figure 5, where there are two wind farms, two storage systems and two AC networks,
in which there are different consumptions. Note also, that geographically and by prox-
imity, the whole system could be divided into two subsystems, each one with a wind
farm, a load and a storage device. This does not mean that they work separately, but if it
is true that from the energetic point of view, it will be more reasonable to supply power
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Figure 5: Six-terminal simulation grid.

from node 1 to nodes of its subsystem, rather than to the other subsystem. Although,
there will be cases, included in the simulations, where this does not happen.

Observing the model shown in equation (5), we have to minimize a nonlinear func-
tion subject to both linear and nonlinear constraints. To solve this problem we have
used a tool called Opti Toolbox and simulations have been carried out in the MATLAB
c© environment.

Table 1 lists the parameter values and constraints used for the model of the whole
system. We have supposed that when we are at instant k, we have a forecast for the
next 2 hours. And, as our sampling time is 15 min, then Np = 8.

According to table 1, we have considered that the ”nominal voltage strip” is ±10%
with respect to 100 kV. Also, we have taken into account that the efficiency of each
storage is different, and the nominal power too. It shows how all possible cases are
easily executable thanks the formulation of the problem. With respect to HVDC trans-
mission cables, we have chosen typical values for them. As explained above, we will
only consider resistive models, due to the selected sample time, thereby ignoring the
dynamics of cables.

With these data and constraints we have carried out simulations for a typical week.
We have used real measures of wind [19] as we observe in figure 6.

In figure 7, real demand predictions are shown for a week, for two different areas
[23]. We have selected the criterion that a negative power means that the concern node
absorbs energy from the system.

With these two premises and starting from initial conditions in the energy levels
of the storage devices, as shown in table 1, we operate the system with a view to
minimizing losses with a prediction sliding horizon of 2 h. The results that we have
obtained are as follows.

If we look closely at figures 6, 7 and 8, we can point out many interesting moments
which occurred throughout the week.

On the first day, in the subsystem 1 there was more wind than consumption, so the
storage in node 2 was charged. With respect to subsystem 2, there was less wind than
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Table 1: Simulation parameter values.
Prediction Horizon Np 2 hours

Sampling Time T 15 min
Nominal power of wind farm 1 Pnom−w f−1 400 MW
Nominal power of wind farm 2 Pnom−w f−2 300 MW

Nominal voltage of DC grid unom 100 kV
Nominal power of DC grid Pnom 100 MW

Minumum voltage in all nodes ui,min 0.9 p.u
Maximum voltage in all nodes ui,max 1.1 p.u
Maximum current per line 12 imax−line12 1 p.u.
Maximum current per line 13 imax−line13 1 p.u.
Maximum current per line 15 imax−line15 1 p.u.
Maximum current per line 23 imax−line23 1 p.u.
Maximum current per line 24 imax−line24 1 p.u.
Maximum current per line 36 imax−line36 1 p.u.
Maximum current per line 45 imax−line45 1 p.u.
Maximum current per line 46 imax−line46 1 p.u.
Maximum current per line 56 imax−line56 1 p.u.

Resitance cables Rcable 0.121 Ω/km
Length line 12 50 km
Length line 13 180 km
Length line 15 1000 km
Length line 23 180 km
Length line 24 1200 km
Length line 36 1000 km
Length line 45 40 km
Length line 46 200 km
Length line 56 150 km

Storage 1 Storage2
Energy at initial time 3.6 GWh (60%) 1.5 GWh (50%)

Maximun power charging 350 MW 220 MW
Maximun power discharging 300 MW 200 MW

Charge efficiency ηc1 0.8
Discharge efficiency ηd1 0.8

Charge efficiency ηc2 0.85
Discharge efficiency ηd2 0.85
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Figure 6: Wind power in production nodes for a typical week.

Figure 7: Consumption power for a typical week.

load so that the storage in node 5 was discharged. Between the end of the second day
and the beginning of the third, it is clearly shown that the trend was in reverse, so the
storage at node 5 was charged and the other was discharged. But perhaps the most
interesting moment occurs when the storage at node 5 is filled (at the end of the fourth
day), we observe that from this moment, although there was more wind than load in
subsystem 2, the energy went to the storage device of the other subsystem, and this
storage device is charging in spite of the fact that there was more consumption than
generation in this subsystem. It is an unequivocal evidence that our control is working
properly.

Another positive sign is that all constraints are satisfied. In effect, if we see figure
8a, we can confirm that any storage device was suppling (or consuming) power beyond
their limits (see table 1). Something similar occurs if we observe figure 8b, we can
validate that when one storage is full, it does not absorb more power, and when it is
empty, it does not supply power.

In figure 9 we see that all the voltages are always in the ”nominal strip”, so these
restrictions are satisfied too. We can also point out that the voltages are nearer than 1.1
p.u, this is a fact that it should not surprise us, because to minimize losses it is clear
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Figure 8: a) Power storage b) Energy storage.

that high voltage levels favor it. Moreover, it has to be stressed that when the storage at
node 2 is full (on the fifth day) we can observe that the voltage regimes of subsystem 1
(the subsystem of this storage) are decreased, but they are always within the limits.

Figure 9: Voltages in each node.

In figure 10 we notice how all the currents through the lines do not exceed the
maximum current that they can tolerate (the positive or negative values only indicate
the power direction with respect to the reference).

3.1. Losses comparative

To appreciate more precisely the power of our optimal control, we are now going to
compare the losses obtained with those that we would obtain if we carried out a classic
NR method (explained in section 2) with the slack bus always in node 2. This compar-
ison is shown in figure 11, and it is clear that with our proposed optimal controller the
efficiency of the system is improved. In addition, if we compute the total losses in this
week, we obtain that for the MPC the losses are 78.6 GWh and for the NR method they
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Figure 10: Currents thought the lines.

Table 2: Losses comparative.
Total Losses

NR method 194.3 GWh
MPC method 78.6 GWh

are 194.3 GWh, that is, a 60% reduction in losses with the optimal control (see table
2).

Figure 11: Losses comparison.

4. Conclusions

This paper has developed a control strategy, to be included in an hierarchical scheme,
for a multi-terminal High Voltage Direct Current network. The control strategy in-
cludes weather forecasts and load predictions, and it optimizes the power flows in the
network in order to:
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• minimize transmission losses,

• avoid power network congestions.

These goals are obtained by calculating the best set of voltages for each terminal,
taking into account several restrictions (see section 2). A new formulation is proposed
in this paper, which will help us to better handle the restrictions in order to optimize
the problem. One of the key elements will be the storage devices, and they will allow
us to manipulate the system optimally.

One of the drawbacks is that our control is sensitive to prediction/forecast errors,
in particular concerning the wind speed. It is because the produced power from a
wind turbine has a cubic dependence on the wind speed. Therefore, if there is a small
difference between the forecast wind speed and the current speed, this may produce
significant power errors. For this reason, it is necessary to rely on a lower level con-
troller (not described in this paper) that must keep the system stable between sample
times.

It is also noteworthy in the present work that the main criterion is to minimize
the losses, but there may be moments that for security this is not the most advisable.
Also, and thanks to the proposed formulation, it is possible to operate the system with
secondary criterion such as maintaining the energy of the storage devices in an pre-
established interval, or maintaining the voltages in a range more suitable for us.

5. Further work

One of the critical aspects of this report is the forecasts. Our controller works with
a sample time in the order of minutes, the so-called very short space of time forecast
(10-15 min). Recent studies show that it is possible to use Markov methods to carry
out it [20, 21]. Differences between weather forecasts and load predictions that arise
in the real implementation of this scheme are tackled through a lower controller of the
system. Among them voltage margin control and droop control should be highlighted
[24].
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