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ABSTRACT

The probabilistic bulk convection model (PBCM) developed in a companion paper is here extended to shallow nonprecipitating convection. The PBCM unifies the clear-sky and shallow convection boundary layer regimes by obtaining mixed-layer growth, cloud fraction, and convective inhibition from a single parameterization based on physical principles. The evolution of the shallow convection PBCM is based on the statistical distribution of the surface thermodynamic state of convective plumes.

The entrainment velocity of the mixed layer is related to the mass flux of the updrafts overshooting the dry inversion capping the mixed layer. The updrafts overcoming the convective inhibition generate active cloud-base mass flux, which is the boundary condition for the shallow cumulus scheme. The subcloud-layer entrainment velocity is directly coupled to the cloud-base mass flux through the distribution of vertical velocity and fractional cover of the updrafts.

Comparisons of the PBCM against large-eddy simulations from the Barbados Oceanographic and Meteorological Experiment (BOMEX) and from the Southern Great Plains Atmospheric Radiation Measurement Program (ARM) facility demonstrate good agreement in terms of thermodynamic structure, cloud-base mass flux, and cloud top.

The equilibrium between the cloud-base mass flux and rate of growth of the mixed layer determines the equilibrium convective inhibition and cloud cover. This process is an important new insight on the coupling between the mixed-layer and cumulus dynamics. Given its relative simplicity and transparency, the PBCM represents a powerful tool for developing process-based understanding and intuition about the physical processes involved in boundary layer–convection interactions, as well as a test bed for diagnosing and validating shallow convection parameterizations.

1. Introduction

Boundary layer clouds play a major role in the climate system through modification of the radiative budget and hydrologic cycle (Klein and Hartmann 1993; Bechtold and Siebesma 1998; Bretherton et al. 2004). Low-level clouds remain the largest source of uncertainty in climate models and have a significant impact on both Earth’s radiative budget and the associated heat transport (Bony et al. 2006; Donohoe and Battisti 2012). This large uncertainty is due to the representation of low clouds, which are inherently small-scale features (100 m to a few kilometers), on the coarser-resolved scales of climate models (100 km). Consequently, the cloud cover and the processes associated with cloud formation have to be parameterized as a function of the larger-scale variables (e.g., Bony and Emanuel 2001).

In recent decades, fundamental advances have been made in our physical understanding and representation of moist convection through: intensive observational campaigns, such as the Global Atmospheric Research Program (GARP) Atlantic Tropical Experiment (GATE) (Betts 1974), the Barbados Oceanographic and
Meteorological Experiment (BOMEX) (Holland 1971), the Atlantic Trade Wind Experiment 1969 (ATEX) (Brooks et al. 1970), and the Atmospheric Radiation Measurement Program (ARM) (Revercomb et al. 2003); high-resolution modeling with large-eddy simulations (Brown et al. 2002; Siebesma et al. 2003); improvements in the parameterizations used in single-column and global climate models (Betts 1986; Betts and Miller 1986; Tiedtke 1989; Emanuel 1991; von Salzen and McFarlane 2002; Golaz et al. 2002a,b; Brown et al. 2002; Siebesma et al. 2003; Bretherton et al. 2004; McCaa and Bretherton 2004; Neggers 2009; Neggers et al. 2009); as well as idealized, bulk representations of moist convection (Betts 1973, 1975; Albrecht et al. 1979; Albrecht 1984; Betts 1985; Zhu and Albrecht 2002; Bellon and Stevens 2005; Stevens 2006; Khoudier and Majda 2006; Bretherton and Park 2008; Majda and Stechmann 2008; Khoudier et al. 2010; Lintner et al. 2013). The latter approaches have been important steps toward the development of our understanding of the physical processes associated with moist convection and toward the improvements of climate model parameterizations. By including a minimum yet sufficient number of processes to represent moist convective physics, such bulk formulations are computationally inexpensive and flexible, easily tuned and validated over different areas and climates, and ideally suited to test hypotheses. In fact, by limiting the processes involved, such idealized models can often cut through complicating factors (e.g., feedbacks) that obscure the interpretation of more complex models.

The representation of shallow convection dynamics remains a challenge, especially over land where rapid variations are induced by the large-amplitude diurnal radiation. Boundary layer cloud cover is linked to surface forcing (sea surface temperature over the ocean and surface heat fluxes over land), lower-tropospheric stability, surface pressure, and subsidence but the interplay among these mechanisms is still a challenging issue (Klein and Hartmann 1993; Bechtold and Siebesma 1998). As an example, a critical deficiency of current-generation climate models is the incorrect phasing of diurnal precipitation occurrence over land, with many models triggering deep convection too early in the day. The temporal coevolution of shallow convection and surface and large-scale forcing is likely to be important for preconditioning the atmosphere and initiating deep convection (Guichard et al. 2004, 2009). Specific issues that have to be addressed are related to the formulation of the mass flux, cloud fraction, radiative feedback, entrainment parameterization of both the mixed layer and cloud layer, and the coupling between the mixed layer and cloud layer above it.

To address the interplay of shallow convection and the boundary layer, we extend a novel bulk formulation developed in a companion paper (Gentine et al. 2013): the probabilistic-bulk convection model (PBCM). The principal advance in PBCM is that the active convection (defined as the buoyant part of moist convection) and the entrainment velocity of the dry mixed layer are related to the mass flux of updrafts in the inversion capping the mixed layer. Indeed, the clear-sky entrainment velocity introduced in Gentine et al. (2013) is naturally extended to the top of the subcloud layer in the presence of active moist convection. In our formulation of PBCM, the updraft mass flux, convective inhibition (CIN), rate of growth of the subcloud layer, and cloud fraction are intimately linked to the surface state distribution of conserved variables, liquid potential temperature \( \theta_l \), and total specific humidity \( q_{tot} \). In this regard, our work extends the recent developments toward a unified convective scheme (e.g., Bretherton et al. 2004; McCaa and Bretherton 2004; Bretherton and Park 2009).

In what follows, we construct a unified formulation of the entrainment velocity of the subcloud layer and cloud-base active mass flux. This formulation is then tested against large-eddy simulation (LES) results for steady-state trade wind cumulus conditions from BOMEX (Siebesma et al. 2003) and for the dry-to-shallow-convection transition over land, which is based on an idealization of observations made at the Southern Great Plains (SGP) site of ARM on 21 June 1997 (Brown et al. 2002).

2. Model assumptions and structure

2a. Boundary layer profile

In what follows, all updrafts are assumed to originate from the surface. We distinguish two types of shallow convection: forced and active. “Forced shallow convection” refers to moist convection generated by thermals that overshoot the dry inversion layer but which, because of their negative buoyancy above the lifting condensation level (LCL), ultimately sink back into the mixed layer. These thermals reach their LCL but not their level of free convection (LFC). “Active shallow convection” refers to moist convection generated by thermals that are positively buoyant (conditionally unstable) above the LCL (Stull 1988); having overcome their CIN, active convection thermals reach their LFC and ultimately leave the subcloud system.

In the presence of active convection, the moist boundary layer has a structure described in Fig. 1. The model profile is presented for virtual potential temperature \( \theta_v \). The subcloud layer is approximated with a first-order model. The bulk model is divided into six continuous regions:
FIG. 1. Moist boundary layer structure in virtual potential temperature.

1) The surface layer extending from the surface to height $z_{SL} = 0.1z_{mr}$. In this region the temperature and humidity profiles are logarithmic, with a stability correction following Beljaars and Holtslag (1991).

2) The mixed layer extending from $z_{SL}$ to $z_m$ in which $\theta$ and $q$ are assumed to be uniform in $z$, equal to $\bar{\theta}$ and $\bar{q}$.

3) A so-called “dry” inversion layer between $z_m$ and $h$ caps the dry mixed layer. In the presence of shallow convection, the LCL is located within this dry inversion layer and forced clouds are present.

4) The ensemble of active clouds creates a cloud layer extending from the LCL to $z_1$. The dry inversion top lies above the LCL, pointing to the presence of forced clouds. The cloud layer has constant lapse rates $\Gamma^1_\theta$ for potential temperature and $\Gamma^1_q$ for specific humidity between $h$ and $z_1$. The layer is conditionally unstable.

5) Above the cloud layer lies the moist inversion layer, extending between $z_1$ and $z_2$, with a stable profile. This layer is characterized by constant lapse rates $\Gamma^2_\theta$ for potential temperature and $\Gamma^2_q$ for specific humidity.

6) The region above $z_2$ corresponds to the unperturbed region of the free-tropospheric profile, where the lapse rates $\gamma_\theta$ and $\gamma_q$ of potential temperature and specific humidity, respectively, are specified. These lapse rates vary according to prescribed large-scale tendencies.

“Cumulus layer” refers to the sum of the cloud and moist inversion layers extending from LCL to $z_2$.

All bulk variables are assumed to represent mean areal values, averaged across both cloudy and noncloudy regions. Since the fractional cover of active convection is small ($\leq 10\%$), the effect of liquid water is neglected in the area-averaged value of $\Gamma^1_\theta$, $\Gamma^1_q$, $\Gamma^2_\theta$, and $\Gamma^2_q$. This assumption is similar to most models of moist convection (e.g., Betts 1973; Arakawa and Schubert 1974; Bretherton and Park 2008).

Prognostic equations for the bulk model state variables are derived in response to surface (turbulent heat fluxes) and large-scale forcing (low-level convergence, radiation, advection, and initial free-tropospheric profiles). The evolution of the state variables (liquid potential temperature and total specific humidity) is related to the statistical moments of these variables near the surface.

The bulk model is composed of 10 variables requiring prognostic equations:

1) $\bar{\theta}$, $\bar{q}$, and $z_m$ in the dry region of the boundary layer.
2) $h$, the top of the dry inversion layer. In this layer, the temperature and humidity lapse rates are obtained by continuity of the profiles. In the case of shallow convection, the LCL is located in this layer and is diagnosed from $\bar{\theta}$ and $\bar{q}$.
3) $\Gamma^1_\theta$, $\Gamma^1_q$, and $z_1$ in the cloud layer.
4) $\Gamma^2_\theta$, $\Gamma^2_q$, and $z_2$ in the moist inversion layer.

The objective of our formulation is to relate the subcloud-layer entrainment velocity and active cloud-base mass flux to the updraft mass flux within the dry inversion by decomposing the mass flux into active and nonactive parts. To this end, we relate the updraft mass flux to the distribution of the conserved variables of plumes originating from the surface.

b. Conserved variables

The shallow clouds are assumed to be nonprecipitating. We consider $\theta_l$ and $q_{tot}$ as the conserved variables of the parcels. We define $\theta_l$ as $\theta \exp(-Lq/C_pT)$, with $L$ latent heat of vaporization, $C_p$ the specific heat of air at constant pressure, but is here approximated linearly: $\theta_l = \theta - (L/C_p)q_l$. The total specific humidity is the sum of the water vapor and liquid specific humidity, $q_{tot} = q + q_l$.

Table 1 summarizes all variables and their definitions.

c. Variability at the surface

Gentine et al. (2013) fully describes the representation of surface variability in the model. Here, only a brief summary is given for completeness. The turbulence at the bottom of the mixed layer (level $z_{SL}$) is represented as a joint probability distribution function (pdf) of the conserved variables ($\theta$, $q$) and of the vertical turbulent velocity $w$. The pdf is assumed to be Gaussian (Golaz et al. 2002a; Cheinet 2003, 2004; Berg and Stull 2004; Neggers et al. 2009) and centered around the mean values of $\bar{\theta}$ and $\bar{q}$. The limitations behind this hypothesis
are discussed in detail in Gentine et al. (2013). The variances of $u$, $q$, and $w$ are given by similarity relationships in the surface layer and are directly related to the surface sensible and latent heat fluxes. The covariances $wu$ and $wq$ are directly related to the sensible and latent heat fluxes. The correlation between $u$ and $q$ is assumed to be one for the updrafts [as in De Bruin et al. (1999)].

d. Fate of the updrafts

The updrafts, characterized by an initial virtual potential temperature anomaly $\theta'_u = \theta'_0 - \bar{\theta_u} > 0$, are buoyant and rise from the lowest level of the mixed layer $z_{SL}$. Their dynamics is described by a plume model, which laterally entrains environmental air at rate $c$ (Betts 1973; Jakob and Siebesma 2003; de Rooy and Siebesma 2008). The fractional cover of each updraft is assumed unchanged below the LCL. In the subcloud layer, the total updraft fractional cover can nonetheless change since some parcels fall back into the mixed layer under the effect of negative buoyancy. In the cumulus layer, the fractional cover of the updrafts is modified by lateral entrainment.

If the updraft reaches its LCL, cloud cover is generated. To reach the LCL, $\theta'_u$ has to be larger than a threshold.

### Table 1. List of variables and description.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>Buoyancy of the updraft</td>
<td>m s$^{-2}$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat of dry air</td>
<td>J K$^{-1}$</td>
</tr>
<tr>
<td>$f_a$</td>
<td>Fraction cover of updrafts</td>
<td>—</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Fraction cover of active updrafts with $\theta'<em>u &gt; \theta'</em>{u,LFC}$</td>
<td>—</td>
</tr>
<tr>
<td>$h$</td>
<td>Top of dry inversion layer</td>
<td>m</td>
</tr>
<tr>
<td>$L$</td>
<td>Latent heat of vaporization</td>
<td>J kg$^{-1}$</td>
</tr>
<tr>
<td>LCL</td>
<td>Lifting condensation level</td>
<td>m</td>
</tr>
<tr>
<td>LFC</td>
<td>Level of free convection</td>
<td>m</td>
</tr>
<tr>
<td>$M_u$</td>
<td>Total mass flux in the cloudy region</td>
<td>kg m s$^{-1}$</td>
</tr>
<tr>
<td>$M_{u,\text{active}}$</td>
<td>Active updraft mass flux</td>
<td>kg m s$^{-1}$</td>
</tr>
<tr>
<td>$M_{u,\text{nonactive}}$</td>
<td>Nonactive updraft mass flux</td>
<td>kg m s$^{-1}$</td>
</tr>
<tr>
<td>$q$</td>
<td>Water vapor specific humidity</td>
<td>kg kg$^{-1}$</td>
</tr>
<tr>
<td>$q_l$</td>
<td>Liquid specific humidity</td>
<td>kg kg$^{-1}$</td>
</tr>
<tr>
<td>$q_{sat}$</td>
<td>Saturation water vapor</td>
<td>kg kg$^{-1}$</td>
</tr>
<tr>
<td>$q_{tot}$</td>
<td>Total specific humidity</td>
<td>kg kg$^{-1}$</td>
</tr>
<tr>
<td>$\bar{\eta}$</td>
<td>Areal-mean value of $q$ in the dry mixed layer</td>
<td>kg kg$^{-1}$</td>
</tr>
<tr>
<td>$\bar{\eta}(z)$</td>
<td>Areal-mean value of $q$ at level $z$</td>
<td>kg kg$^{-1}$</td>
</tr>
<tr>
<td>$T$</td>
<td>Absolute temperature</td>
<td>K</td>
</tr>
<tr>
<td>$w$</td>
<td>Upward turbulent velocity</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\bar{w} \bar{\phi}$</td>
<td>Ensemble-mean value of conserved variable $\phi$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\bar{X}$</td>
<td>Ensemble-mean value of variable $X$ over the updraft ensemble</td>
<td>—</td>
</tr>
<tr>
<td>$\bar{X}_{\text{env}}$</td>
<td>Ensemble-mean value of variable $X$ over the environment</td>
<td>—</td>
</tr>
<tr>
<td>$\bar{X}'$</td>
<td>Turbulent deviation of $X$ around its mean statistical value $\bar{X}$</td>
<td>—</td>
</tr>
<tr>
<td>$z_m$</td>
<td>Mixed-layer depth</td>
<td>m</td>
</tr>
<tr>
<td>$z_1$</td>
<td>Cloud-layer depth</td>
<td>m</td>
</tr>
<tr>
<td>$z_2$</td>
<td>Moist-inversion-layer depth</td>
<td>m</td>
</tr>
<tr>
<td>$\bar{\delta}$</td>
<td>Detrainment rate of the cloud updrafts</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Entrainment rate of the cloud updrafts</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_u^1$</td>
<td>Potential temperature lapse rate in the cloud layer</td>
<td>K m$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_q^1$</td>
<td>Specific humidity lapse rate in the cloud layer</td>
<td>Kg kg$^{-1}$ m$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_u^2$</td>
<td>Potential temperature lapse rate in the inversion layer</td>
<td>K m$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_q^2$</td>
<td>Specific humidity lapse rate in the inversion layer</td>
<td>Kg kg$^{-1}$ m$^{-1}$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Conserved variable $\phi = {\theta_l, q_{tot}}$</td>
<td>—</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Air density</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Potential temperature</td>
<td>K</td>
</tr>
<tr>
<td>$\theta_l$</td>
<td>Liquid potential temperature</td>
<td>K</td>
</tr>
<tr>
<td>$\theta_{u,h}$</td>
<td>Minimum virtual potential temperature anomaly required to reach the top of the dry inversion $h$</td>
<td>K</td>
</tr>
<tr>
<td>$\theta_{u,LCL}$</td>
<td>Minimum virtual potential temperature anomaly required to reach the LCL</td>
<td>K</td>
</tr>
<tr>
<td>$\theta'_{u,LFC}$</td>
<td>Minimum virtual potential temperature anomaly required to reach the LFC</td>
<td>K</td>
</tr>
<tr>
<td>$\bar{\theta}(z)$</td>
<td>Areal-mean value of $\theta$ in the dry mixed layer</td>
<td>K</td>
</tr>
</tbody>
</table>
value \( \theta'_{y,LCL} \). The partitioning of the updrafts based on their initial buoyancy is depicted in Fig. 2. In principle, the LCL has different values across the updraft spectrum because of varying humidity content in the updrafts. However, using a Monte Carlo technique to investigate the LCL variations across updraft parcels, we note variations less than 1%, so we neglect LCL variations here. Among the subset of updrafts reaching the LCL only a small fraction is able to reach the LFC and therefore to overcome the CIN. A CIN threshold \( \theta'_{v,LFC} \) can thus be defined for the surface pdf. Above this threshold, the updrafts reach the LFC and ultimately leave the subcloud layer, generating active shallow convection. As in the dry case in Gentine et al. (2013), only the parcels with initial buoyancy anomaly larger than \( \theta'_{v,h} \), the dry CIN, generate subcloud-layer entrainment velocity. Since the updrafts overcoming the CIN, characterized by \( \theta'_{v} > \theta'_{v,LFC} \), leave the subcloud layer, only the parcels with \( \theta'_{v,h} < \theta'_{v,LFC} \) induce mixed-layer growth.

In summary, the updrafts can be divided into four categories, as depicted in Fig. 2:

1. If \( 0 < \theta'_{v} \leq \theta'_{v,LCL} \), the updrafts are dry and do not induce subcloud layer growth since they cannot reach \( h \).

2. If \( \theta'_{v,LCL} < \theta'_{v} \leq \theta'_{v,h} \), the updrafts produce condensate but do not induce subcloud layer growth since they cannot reach \( h \). These updrafts generate forced clouds.

3. If \( \theta'_{v,h} < \theta'_{v} \leq \theta'_{v,LFC} \), the updrafts reach both their LCL and \( h \), and they thus produce condensate, generating forced cloud cover, and induce subcloud-layer growth. These updrafts ultimately sink back into the mixed layer.

4. If \( \theta'_{v} > \theta'_{v,LFC} \), the updrafts become cloudy above the LCL and then reach their LFC, creating active shallow cumuli. These active updrafts leave the subcloud layer thanks to the buoyancy acquired by condensation. The leaving mass flux reduces the growth of the mixed layer compared to the dry case.

3. Method of solution

a. Overview

Figure 3 summarizes the method of solution. In both the subcloud and cumulus layers, the vertical profiles of the updraft state variables \( (\theta'_{u}, q'_{tot}, w'_{u}) \) are determined by an entraining plume model (see next subsection). In the subcloud layer, \( z \leq LCL \), the mass flux is obtained by integration of the initial buoyancy anomaly over the updrafts reaching level \( z \):

\[
M_u(z) = \rho \int_0^z \max(w_{u}, 0) N(\theta'_{v}) d\theta'_{v},
\]

where \( w_{u} \) is given by integration of the plume model and \( N(\theta'_{v}) \) is the Gaussian distribution in virtual potential temperature anomaly at the surface. This expression has a similar flavor to the cloud-base mass-flux derivation of Bretherton et al. (2004). The semianalytical solution of Eq. (1) is relatively easy since all processes are a linear transformation of the surface Gaussian distribution in \( \theta'_{v} \) and are therefore Gaussian.

The mass flux at \( z = h \) is used to compute the entrainment velocity [see section 4d(1)]. The mass flux at cloud base (LCL) is used as the boundary condition for the cumulus scheme.

In the cumulus layer, \( z \geq LCL \), the computation of the updraft characteristics is complicated by the nonlinear condensation process. Consequently, instead of considering the whole pdf, we only use two diagnostic “Dirac” plumes [as in Neggers (2009) and Neggers et al. (2009)], which sample the tail (\( \theta'_{v} > \theta'_{v,h} \)) of the surface pdf. These two plumes, represented by two bars in Fig. 2, are
1) a “bulk diagnostic” updraft representative of the conditions averaged over the tail of the distribution, used to define the convective transport. This updraft defines the cloud-layer top $z_1$ at its level of neutral buoyancy (LNB).

2) A dominant-mode entraining plume, with $3\sigma_u$, initial anomaly, in which the overshoot determines the top of the moist inversion, as the cloud top.

b. Turbulent transport in the subcloud and cumulus layers

1) PLUME MODEL

The moist-conserved variables of the updrafts are computed using a single entraining plume model (Simpson et al. 1965; Simpson and Wiggert 1969; Betts 1975; Siebesma et al. 2003; Bretherton and Park 2008):

$$\frac{d\phi^u}{dz} = -\epsilon(\phi^u - \phi^{env}),$$  \hspace{1cm} (2)

$$\frac{1}{2} \frac{d\omega^u_2}{dz} = c_1 B(z) - c_2 \omega^u_2,$$  \hspace{1cm} (3)

where $\phi^u$ refers to the moist-conserved variables of the updraft (i.e., $\{\theta_u, q_{tot}\}$) and $\phi^{env}$ refers to the conserved variables of the environment, $c_1 = 1/3$ and $c_2 = 2$ as in Jakob and Siebesma (2003) and $B(z) = (g/\theta_u^{env})(\theta^u - \theta_u^{env})$ is the updraft buoyancy. Since the fractional cover of moist convection is small, the liquid water content effect on the environmental value is neglected so that $\phi^{env} = \{\theta^{env}, q^{env}\}$. In addition, the environmental values can be approximated by the areal-mean value $\overline{\phi}(z) = \{\overline{\theta}(z), \overline{q}(z)\}$, the averaged value at level $z$.

Once the conserved variables of the updrafts $\theta^u$ and $q_{tot}^u$ are determined, the potential temperature $\theta^u$, water vapor specific humidity $q^u$, and virtual potential temperature $\theta^v$ are found after calculation of the moist adiabatic and the saturation specific humidity $q^*(T, P)$ (see appendix A), assuming that the water vapor specific humidity $q^u$ is equal to its saturation value (i.e., no supersaturation).

In the cumulus layer, the entrainment rate formulation of de Rooy and Siebesma (2008), $\epsilon = c_1/z_m$ with $c_1 = 1$. In the subcloud layer, the lateral entrainment is assumed to scale with the height of the mixed layer with a similar equation $\epsilon = c_1/z_m$. In the subcloud layer, the vertical velocity $w_u(z)$ is solved analytically [as in Gentine et al. (2013)] by first solving the conserved variables $\phi^u(z)$ and buoyancy anomaly. The fraction of updrafts at level $z$, $f_u(z)$ is then given as the probability of updrafts reaching level $z$. The corresponding mass flux is thus known analytically at all levels until cloud base.
2) **Transport in the Cumulus Layer: Mass Flux**

The turbulent transport in the cumulus layer is assumed to be dominated by the updraft transport (Soares et al. 2004; Bretherton et al. 2004). The downdraft mass flux is negligible at LCL for nonprecipitating shallow convection. The turbulent transport is described by a mass-flux approximation (Betts 1975; Siebesma et al. 2003; Bretherton and Park 2008), in which a single diagnostic plume (Fig. 2) is used:

\[
\bar{\rho} u' \varphi' = M_{\text{active}}(z, u' - \varphi_{\text{env}}).
\]

In our bulk model we only need to find the turbulent transport at levels LCL, \(z_1\), and \(z_2\). The turbulent transport at the LCL is obtained by continuity of the clear boundary layer transport. At the cumulus top \(z_2\), the updraft transport vanishes since the velocity vanishes. Therefore the transport only needs to be specified at the bottom of the moist inversion \(z_1\). This allows some simple and robust sensitivity test on the effect of the transport partitioning between the cloud and moist inversion layers (e.g., owing to different detrainment parameterizations).

Our estimate of the detrainment is based on the scheme of de Rooy and Siebesma (2008). In this formulation the detrainment rate is time varying and depends on the cloud height. This parameterization is attractive since it is both analytical and capable of realistically representing a wide range of observed mass-flux profiles from the shallowest to the tallest clouds. In this formulation the updraft mass-flux profile is exponentially decreasing until a reference level \(z^*\) and then decreases linearly to vanish at cloud top. Between LCL and \(z^*\) (de Rooy and Siebesma 2008), the updraft mass-flux profile is

\[
M_{\text{active}}(z) = M_{\text{active}}(\text{LCL}) \left(\frac{z}{\text{LCL}}\right)^{c_1} e^{-\delta(z-\text{LCL})},
\]

where the boundary condition \(M_{\text{active}}(\text{LCL})\) will be computed in the next section. The detrainment \(\delta\) depends on the critical mixture \(\chi_s\) of environmental air required to obtain neutral buoyancy of the updraft, at level \(z^*\). Detrainment is uniform below \(z^*\) and \(z\) dependent above it to satisfy the linear decay of the mass flux.

In their original derivation, de Rooy and Siebesma (2008) used the middle of the cloud (LCL + cloud top)/2 as \(z^*\). In the early stage of shallow convection, the updraft buoyancy is negative at midcloud level. The level of neutral buoyancy of the updraft is located below midcloud. Consequently, \(\chi_s\) is undefined. To correct this undesirable effect we define \(\chi_s\) at a new \(z^* = (\text{LCL} + \text{LFC})/2\)—that is, at midpoint within the cloud layer where the updraft is always positively buoyant by construction. This modified formulation better describes the cloud dynamics in the early stage of shallow convection development. The mass-flux profile is only evaluated at \(z_1\) (i.e., within the linearly decaying part of the profile).

3) **Boundary Condition at LCL: Connection Between Subcloud and Cumulus Layers**

The bulk-diagnostic updraft is by definition the mean of all active updrafts (i.e., those overcoming the CIN). Its conserved variables \(\bar{\varphi}^{\text{act}}\) are obtained by integration of the surface pdf over the active part, \(\theta'_{\text{v}} > \theta'_{\text{v,LFC}}\)—that is, the dark gray area in Fig. 2. The term \(X^{\text{act}}\) represents the conditional average of \(X\) over the active updrafts with initial \(\theta'_{\text{v}} > \theta'_{\text{v,LFC}}\). This conditional average can be solved analytically and gives

\[
\bar{\varphi}^{\text{act}} = \bar{\varphi} + \Gamma_{\varphi} \left(\frac{z - z_m - \epsilon}{\epsilon}\right)
+ \exp[-\epsilon(z - z_m)] \frac{\Gamma_{\varphi} \epsilon + \epsilon \exp(-\epsilon z_m) \bar{\varphi}_0^{\text{act}}}{\epsilon},
\]

with

\[
\bar{\varphi}_0^{\text{act}} = \frac{\sigma_{\varphi}}{2\pi} \exp\left(\frac{-1}{2} \frac{\varphi_{\text{LFC}}^2}{\sigma_{\theta}^2}\right),
\]

and \(\varphi_{\text{LFC}} = \sigma_{\varphi} / \sigma_{\theta} \theta'_{\text{v,LFC}}\) by linearity of the Gaussians and unit surface correlation between \(q\) and \(\theta\).

The updraft mass flux is found by continuity at LCL and is calculated by averaging the vertical velocity \(w_u\) of the active updrafts emerging from the mixed layer:

\[
M_{\text{active}}(\text{LCL}) = \rho u' w_u^{\text{act}}(\text{LCL}),
\]

with \(f_a\) the fraction of active updrafts at LCL. We find \(f_a\) by integrating the surface pdf over the light gray area of Fig. 2:

\[
f_a = \frac{1}{2} \text{erfc} \left(\frac{\theta'_{\text{v,LFC}}}{\sqrt{2} \sigma_{\theta}}\right).
\]

The mean velocity of the active updrafts at the LCL is
Our formulation does not impose any a priori fraction of active updrafts [as in Siebesma et al. (2007); Neggers et al. (2009); Neggers (2009)]. The mass flux thus evolves as a function of the fractional coverage and vertical velocity of the active updrafts. Since the formulation has a similar flavor to Bretherton et al. (2004), to lowest order it defines a CIN criterion based on the vertical turbulent kinetic energy of the updrafts at LCL: initial buoyancy has to be sufficient to overcome the CIN imposed by the environmental profile and especially by the strength of the dry inversion \( \Gamma_{e,C} \), as seen in Eq. (10).

4. Subcloud-layer evolution

a. Subcloud-layer growth

As in the clear-sky case, the energetic updrafts overshooting the dry inversion are responsible for the growth of \( h \). The thermals reaching the dry inversion have to initially possess sufficient buoyancy \( \theta'_v > \theta'_{e,h} \). The major differences with the dry case is that the updrafts with \( \theta'_v > \theta'_{e,LFC} \) overcome the CIN and leave the boundary layer, generating active convection. Those parcels reduce the growth of \( h \) since their mass flux is lost to the free troposphere (Stull 1985). The growth of \( h \) is found using a mass budget [as in Stull (1985); Stevens (2006)]:

\[
\frac{dh}{dt} = w_e - \frac{M_{u,\text{active}}}{\rho} + \bar{w}.
\]

The top-of-the-boundary-layer entrainment velocity in the absence of active convection is (Gentine et al. 2013)

\[
w_e = \int_{\theta'_{e,h}}^{\infty} w_u(h)N(\theta'_v) d\theta'_v = \frac{M_u(h)}{\rho},
\]

with \( N(\theta'_v) \) the surface Gaussian distribution in \( \theta'_v \). The updrafts participating in the growth of the boundary layer can be either dry or moist depending on whether the LCL is below or above \( h \). In general, though the LCL is localized within the dry inversion layer and most thermals participating in the growth of the boundary layer are moist.

The mass flux of the active updrafts is also related to the surface pdf as

\[
M_{u,\text{active}} = \rho \int_{\theta'_{e,LFC}}^{\infty} w_u(h)N(\theta'_v) d\theta'_v.
\]

Developing Eq. (11) in terms of the total updraft mass flux \( M_u \) gives

\[
\rho \frac{dh}{dt} = M_{u,\text{active}} - M_{u,\text{nonactive}} + \bar{w} = M_{u,\text{active}} + \bar{w}.
\]

The fundamental novelty of this new closure is that the active mass flux and entrainment velocity \( w_e \) are tightly coupled through the definition of the surface distribution and through the convective inhibition \( \theta'_{e,LFC} \). This buoyancy threshold is purely a diagnostic of the system depending on the evolving environmental profiles. Our new formulation thus extends the unified approach of Bretherton et al. (2004) since the entrainment velocity of the subcloud layer is also related to the mass flux of the (nonactive) updrafts. Our new formulation of the top of the boundary layer entrainment velocity naturally represents this smooth transition between dry and moist convection through a single formulation as will be demonstrated in the next section.

b. Mixed-layer growth

The mixed-layer top is diagnosed using the same formulation as in the dry case. We define the top of the mixed layer as the zero-buoyancy flux height [similar to Stull (1988) and Fedorovich et al. (2004)] and in order to find it, a single dry updraft is used as in Betts (1973). This updraft has properties averaged across all updrafts (i.e., \( \theta'_v > 0 \)) and therefore has surface potential temperature and specific humidity anomalies of \( \sigma_{\theta}/\sqrt{2\pi} \) and \( \sigma_q/\sqrt{2\pi} \), respectively. The zero-buoyancy flux is diagnosed as the LNB of the updraft where \( \theta'_v(LNB) = \theta'_{env}(LNB) \). Since lateral entrainment acts on the updraft throughout its rise in the boundary layer, this formulation of the mixed layer directly depends on \( \epsilon \).

The rate of growth of the mixed layer is found using the eddy overturning time scale \( \tau = z_m/w_e \):

\[
dz_m = \frac{LNB - z_m}{\tau} = \frac{M_{u,\text{active}}}{\rho} + \bar{w}.
\]

c. Mixed-layer heat budget

Using the Leibniz rule, the integration of the conservation equations for \( \phi = \{ \theta, q \} \) in the mixed layer yields [similar to Bretherton et al. (2004)]

\[
z_m \frac{d(\phi)}{dt} = w' \phi'(0) + w_e \Delta \phi(z_m) - \frac{M_{u,\text{active}}}{\rho} (\phi' - \phi)
\]

\[
+ z_m \left( \frac{d\theta'}{dt} \right)_{LS},
\]

with \( \Delta \phi(z_m) \) the jump of \( \phi \) at the mixed-layer top, obtained by extending the cloud layer profile to the mixed-layer top.
It should be noted that the active transport outside of the mixed-layer $M_a^{active} (\phi^u - \bar{\phi})$ is not accounted for in most bulk models of shallow convection (e.g., Albrecht et al. 1979; Stevens 2006; Bellon and Stevens 2005). This term reduces the moist static energy in the mixed layer and can be important when the surface heat fluxes are large. Our mixed-layer runs could not approach the large-eddy simulations outputs without inclusion of this moist static energy reduction term.

5. Cloud and moist inversion layers evolution

a. Cumulus layer growth

As mentioned, two diagnostic entraining plumes are used to define the growth rate and budget change of the cloud and inversion layers. The most energetic plume with anomaly $\theta'_e = 3 \sigma_{\theta_e}$ is used to compute the cloud top. The plume trajectory, implied in our model, is depicted in Fig. 3.

The LNB of the bulk-diagnostic plume is used to define the rate of growth of $z_1$. The LNB of the bulk-diagnostic plume divides the lower layer (cloud layer) in which the effect of detrainment is relatively small from the upper layer (moist inversion layer) in which the updrafts are mainly negatively buoyant and the detrainment is the main process cooling and moistening the profile.

The rate of growth of $z_1$ is obtained from the diagnostic LNB:

$$\frac{dz_1}{dt} = \frac{\text{LNB} - z_1}{\tau}, \quad (17)$$

in which $\tau$ is the eddy overturning time scale approximated as (cloud top – LCL)/$w_u$(LCL). This relaxation time scale is only used to ensure numerical stability in the growth of the cumulus layer. The scheme is almost insensitive to the definition of this time scale since the cloud layer evolution is rapid.

The top of the moist inversion layer is obtained from the diagnostic cloud top $z_{\text{top}}$ of the $3\sigma_{\theta_e}$ plume, where its vertical velocity vanishes; that is, $w_u(z_{\text{top}}) = 0$:

$$\frac{dz_2}{dt} = \frac{z_{\text{top}} - z_2}{\tau}. \quad (18)$$

b. Cumulus heat and moisture budget

The evolution of the lapse rates of in the cloud layer can be found by writing the equation of conservation of temperature and humidity and averaging them over the layers (see the details of the derivation in appendix B; Emanuel 1994). In the moist inversion, between $z_1$ and $z_2$ this procedure gives

$$-\frac{(z_2 - z_1)^2}{2} \frac{d\Gamma_2^2}{dt} + (\gamma_q - \Gamma_2^2) (z_2 - z_1) \frac{dz_2}{dt}$$

$$= w'u'(z_2) - \Gamma_2^2 \int_{z_1}^{z_2} w(z) \, dz + R(z_2) - R(z_1), \quad (19)$$

Analogously, in the cloud layer integration of the heat and moisture conservation equations between LCL and $z_1$ (see appendix B) gives the prognostic equations for $\Gamma_1^1$ and $\Gamma_1^q$:

$$-\frac{(z_1 - \text{LCL})^2}{2} \frac{d\Gamma_1^1}{dt} - (z_1 - \text{LCL}) (z_2 - z_1) \frac{d\Gamma_2^1}{dt} + (\gamma_\theta - \Gamma_1^1) (z_1 - \text{LCL}) \frac{dz_1}{dt} + (\gamma_q - \Gamma_1^q) (z_1 - \text{LCL}) \frac{dz_1}{dt}$$

$$= w'u'(\text{LCL}) - \Gamma_1^1 \int_{\text{LCL}}^{z_1} w(z) \, dz + R(\text{LCL}) - R(z_1), \quad (20)$$

To fully solve these equations, we need the turbulent transport terms $w'u'$ and $w'q'_\text{tot}$ at two heights: LCL and $z_1$. These are found using the mass-flux equations described in section 3b above.

c. Method of solution

The model is integrated with a 1-min time step. In a model time step $\Delta t$, the growth of the different layers is
found using Eq. (15) for $dz_m/dt$, Eq. (11) for $dh/dt$, Eq. (17) for $dz_1/dt$, and Eq. (18) for $dz_2/dt$. These growth rates are then used to define the potential temperature and humidity changes in the mixed layer [Eq. (16)], cloud layer [Eqs. (21) and (22)] and moist inversion layer [Eqs. (19) and (20)]. The LCL is computed as the saturation level following a dry adiabatic using the mixed-layer potential temperature and specific humidity.

6. Comparison with observations and synthetic datasets

a. BOMEX

The LES intercomparison of steady-state trade wind cumulus from BOMEX (Siebesma et al. 2003) is used to evaluate PBCM. Figure 4 shows the PBCM profiles (thick line) compared to the mean, minimum, and maximum LES outputs at the end of the simulation (6 h). The surface and mixed-layer parameters are as in Gentine et al. (2013) for the clear-sky case. The PBCM correctly reproduces the temperature and humidity profiles. The steady-state cloud-base mass flux of the model is 0.025 kg m$^{-1}$ s$^{-1}$, in good agreement with the mean LES value of 0.021 kg m$^{-1}$ s$^{-1}$, and within the range of observed LES.

For nonprecipitating trade wind cumuli the rate of growth of the boundary layer in Eq. (14) is negligible. An equilibrium between entrainment, convection, and subsidence is created in the subcloud layer (Stevens 2006); namely,

$$w_e - \frac{M_{u_{\text{active}}}}{\rho} + \bar{w} = \frac{M_{u_{\text{nonactive}}}}{\rho} + \bar{w} = 0. \quad (23)$$

In typical shallow convection parameterization the entrainment velocity and active mass flux are imposed through separate parameterizations. As discussed in section 4, our formulation couples the entrainment velocity and active mass flux through CIN, with the latter acting as a valve that reduces the growth and moist static energy of the mixed layer (Betts 1970, 1973). The inhibition at steady state is directly related to the magnitude of the subsidence. We believe that our formulation of this balance in terms of the surface-layer probability distribution gives fundamental new understanding into the subcloud layer equilibrium of nonprecipitating shallow convection. In addition, the cloud cover responds naturally to this coupling through the definition of $\theta_{u_{\text{LCL}}}$, which depends on the same buoyancy distribution and on the mixed-layer state LCL($\bar{\theta}$). Of course, the characteristics of the cloud cover also depend on
microphysics, which is not considered in this specific study.

The cumulus layer is in radiative–convective equilibrium. Summing Eqs. (19) and (21) at steady state depicts the following radiative–convective equilibrium:

$$\Gamma_{\theta}^{1} \int_{LCL}^{\zeta_{1}} \bar{w}(z) \, dz + \Gamma_{\theta}^{2} \int_{\zeta_{1}}^{\zeta_{2}} \bar{w}(z) \, dz = R_{\text{tot}}(LCL) - R_{\text{tot}}(z_{2}),$$

(24)

where $\bar{w} \theta'(LCL)$ is neglected since surface sensible heat flux is small in the trade wind case (Betts 1974, 1975).

Equation (24) demonstrates the strong coupling between the temperature stratification of the cloud and moist inversion layers (Betts 1973). Radiative cooling compensates the warming through subsidence (Betts and Ridgway 1989; Emanuel 1994). The microphysics alters the radiation in Eq. (24) and the cumulus temperature lapse rates by adjustment.

Similarly, in terms of humidity, a convective–moisture flux equilibrium is created. Summing Eqs. (20) and (22) at steady state,

$$\Gamma_{q}^{1} \int_{LCL}^{\zeta_{1}} \bar{w}(z) \, dz + \Gamma_{q}^{2} \int_{\zeta_{1}}^{\zeta_{2}} \bar{w}(z) \, dz = \bar{w} q'(LCL).$$

(25)

The cloud-base latent heat flux compensates for the drying induced by subsidence. Using the mixed-layer equilibrium budget for moisture in Eq. (16), neglecting the moisture flux divergence in the mixed layer, which is small at equilibrium, and integrating the moisture budget between the surface and $\zeta_{2}$ yields

$$\Gamma_{q}^{1} \int_{LCL}^{\zeta_{1}} \bar{w}(z) \, dz + \Gamma_{q}^{2} \int_{\zeta_{1}}^{\zeta_{2}} \bar{w}(z) \, dz \approx \bar{w} q'(0)$$

(26)

to the first order. Consequently, if surface latent heat flux increases (i.e., sea surface temperature warming), nonprecipitating trade wind cumuli deepen, under similar large-scale subsidence conditions, until they reach a deep convective regime.

b. ARM SGP 21 June 1997

The SGP Cloud and Radiation Testbed (CART) is operated by the U.S. Department of Energy as part of ARM. Results of the PBCM are tested using data from 21 June 1997, which is a reference case of shallow convection over land (Brown et al. 2002). This day was selected since negligible large-scale advection and convergence forcing were present. We use the same forcing as in the LES: no large-scale divergence $\bar{w} = 0$ and negligible radiative cooling $R_{\text{rad}} = 0$, since most of the dynamics was supposed to be imposed by the surface forcing.

Instead of using direct observations, the synthetic forcing imposed in the LES is used (Brown et al. 2002). This synthetic experiment facilitates the intercomparison among models and reduces the observed variability in the atmospheric sounding. A piecewise-linear temporal forcing of the surface heat fluxes was imposed as shown in Fig. 5. The initial atmospheric profiles are also the same as the ones imposed in the LES intercomparison and are depicted in Fig. 5.

The simulation is run from 1130 UTC 21 June until 0200 UTC 22 June and compared to the output of a LES performed with the same forcing using the Dutch Atmospheric Large-Eddy Simulation (DALES) model (Heus et al. 2010).

c. Boundary layer heights

The heights of the PBCM are compared with the outputs of the LES. Figure 6 shows $z_{y}$, LCL, $z_{2}$, and $z_{\text{top}}$.

The timing of the appearance of forced cloud cover (1500 UTC) is perfectly captured by the PBCM compared to the LES outputs. The timing of the active convection triggering is also perfectly captured by the model, as emphasized by the mass flux at cloud base depicted in Fig. 7. The diurnal course of the cloud-base and cloud-top heights is also satisfying.

d. Mass flux and lapse rates

The mass flux of the PBCM compares well with the LES, as seen in Fig. 7, although PBCM slightly overestimates the value relative to LES. That the mass flux at cloud base is well represented by the PBCM both in terms of timing of the mass-flux triggering as well as of magnitude further confirms the realism of the simplifications and physical assumptions of the model.

The profiles of the model are depicted in Figs. 8 and 9. The dynamics of the atmospheric profiles and of the mixed layer are well captured by the PBCM, further confirming the importance of the coupling between the subcloud and cumulus layers. These results are especially encouraging since no tuning has been performed on the model parameters. Before 2030 UTC no active cumulus is present and all of the cloud cover is forced, as the CIN has not been overcome. Once the first active cloud emerges, the layer above the dry inversion (cloud layer) moistens and becomes more conditionally unstable further facilitating the rise of subsequent updrafts.

e. Cloud cover

The cloud cover of the PBCM is compared to outputs from the LES intercomparison of Brown et al. (2002) in Fig. 10. Forced cloud cover is obtained as the fraction of plumes with $\theta'_{\text{LCL}} < \theta'_{y} < \theta'_{\text{LFC}}$. Active cloud cover is due to the active updrafts with $\theta'_{y} > \theta'_{\text{LFC}}$. The total
cloud cover is the sum of the forced and active cloud cover. The model is run at a 30-min time step, which corresponds to the typical life time of a convective cloudy updraft. We have no explicit model for passive or decaying clouds.

There is substantial spread of the cloud cover between the different LES outputs. In the earlier stage of the cloud cover occurrence the PBCM tends to underestimate the total cloud cover. The PBCM active cloud cover is able to reproduce the decay of the cloud cover later in the day. This evolution of the active cloud cover reflects the increase of the CIN through the reduced surface buoyancy anomalies of the parcels. The forced cloud cover tends to be overestimated in the late afternoon (after 2200 UTC). The higher forced cloud cover can point to a possible underestimation of the LCL in the PBCM compared to LES: this effect is evident in the humidity profiles at 2130 UTC, as the PBCM is moister than the LES.

FIG. 5. (a) Turbulent heat flux forcing and (b),(c) initial atmospheric profiles as imposed in the large-eddy simulation intercomparison of 21 Jun 1997 for ARM SGP site in Oklahoma (Brown et al. 2002).

FIG. 6. PBCM levels evolution as a function of time of day, compared with cloud base and top from large-eddy simulations of 21 Jun 1997 for ARM SGP site in Oklahoma. Cumulus-related PBCM levels are only plotted when active convection is triggered.

FIG. 7. Comparison of PBCM mass flux at the LCL compared to large-eddy simulations of 21 Jun 1997 for ARM SGP site in Oklahoma. Black continuous line represents the PBCM outputs and the circles represent the results from LES.
f. Mixed-layer entrainment

The diurnal course of the LCL, which is both a cause and consequence of the mixed-layer growth, exhibits a tight coupling with the mixed-layer growth $z_m$. When the mixed-layer top approaches the LCL the mixed-layer growth is reduced because of the active mass flux of updrafts leaving the subcloud layer. An equilibrium is reached in which $z_m^{\text{LCL}}$ and $LCL/dt = w_{\text{nonactive}} M_{\text{active}}/\rho + \bar{w}$. The LCL rise, induced by dry, warm air entrainment from the cloud layer into the mixed layer, defines the growth of the mixed layer since $z_m$ and LCL are tied together. The CIN $\theta_u^{\text{LFC}}$ controls both the mixed-layer growth and the active mass flux at cloud base. Our modeling of this coupling is a fundamental improvement in the description of the feedback between the mixed layer and shallow convection.

7. Sensitivity

Here, we test the sensitivity of the PBCM by modifying the main parameters of the mixed layer and convection models for the ARM case. We increase the surface variance $\text{var}(\theta)$ and $\text{var}(q)$, the coefficient of lateral entrainment $c_s$, and the parameters of the plume model $c_1$, $c_2$ by 10% and 100% as shown in Table 2. In section 7d we discuss the sensitivity to the detrainment formulation.

a. Variability at the surface

A 10% increase in the variance of $\theta$ leads to almost no changes in the mixed-layer, cloud, and moist-inversion-layer tops. The main reason for the lack of change in the evolution of the different layers is that the dry inversion layer, which controls the CIN, adjusts to the kinetic energy of the updrafts. Its strength also controls the dry CIN and therefore the entrainment velocity of the subcloud layer. This tight coupling leads to reduced modification of the dynamics when modifying the surface variance and thus confirms the stability of the model as it is rather insensitive to the exact definition of the parameters. The effect of the variance of the surface potential temperature is more readily observed on the cloud and inversion lapse rates. Both the temperature and humidity lapse rates are affected. The moist inversion layer is drier and warmer. The higher liquid potential temperature variance leads to increased enthalpy flux at the moist inversion base $\bar{w} \bar{\theta}_l(z_1) = M_\theta(z_1)(\theta_l(z_1) - \bar{\theta}(z_1)) < 0$. As a consequence the partitioning of heat in the cumulus (cloud plus moist inversion) favors heating in the cloud layer. Since the surface humidity variance has not been modified, the updrafts have higher potential temperature for the same humidity amount. That is, each updraft carries a humidity deficit compared to the reference case. Consequently, the latent heat flux at the moist inversion base is reduced and the moist inversion dries up. An increase in the variance of specific humidity, $\text{var}(q)$ has a very small impact on the overall structure.

The 100% increase in the surface temperature variance, shown in the lower section of Table 2, is a more demanding test of the model sensitivity. This mostly impacts the cloud-base mass flux, which increases by 19%, and the slope of the potential temperature in the moist inversion, which increases by 29%. The mixed-layer depth increases by about 10%. The other variables do
not change more than 5%. Doubling the specific humidity variance induces a 13% increase in the cloud-layer moisture slope and reduces the moist inversion slope by 12%. This corresponds to a strong moistening of the cloud layer produced by the moister updrafts.

\[ \text{b. Plume model} \]

In the plume model, \( c_1 \) controls the efficiency of the transformation of buoyancy into vertical turbulent kinetic energy and \( c_2 \) corresponds to a drag term induced by the mixing with the environment.

Surprisingly, a 10% increase in \( c_1 \) has almost no effect on the height of the cloud and inversion levels. The mixed-layer top decreases with \( c_2 \) since the updrafts are less energetic. The cloud-base mass flux is reduced in this reduced-magnitude sensitivity test. A possible explanation is the deepening of the dry inversion layer, which reduces the cloud-base mass flux and therefore increase of the CIN. The lapse rates of the cloud and moist inversion layer are noticeably affected by the change in the buoyancy efficiency and drag coefficient. This is rather obvious since those changes induce a modification of the partitioning of the turbulent transport between the cloud and moist inversion layers. A rise in \( c_1 \) increases all lapse rates except the inversion-layer humidity lapse rate. Increasing the plume drag has an opposite effect. Overall the sensitivity responses (maximum of 6.2% variation) are smaller than the initial perturbation of 10%.

With a 100% increase in \( c_1 \), the kinetic energy acquired through buoyancy in the mixed layer becomes large. As a consequence, the mass flux at cloud base experiences a large increase of 43%. The moist inversion is much

---

**Fig. 9.** Potential temperature and specific humidity profiles at 2130 UTC for the 21 Jun 1997 ARM SGP case. PBCM is thick black, LES is thick gray, and the constant detrainment \( \delta = 2 \times 10^{-3} \text{ m}^{-1} \) case is thin black.

**Fig. 10.** PBCM total (continuous black line) and active cloud cover (dashed black line) compared to the mean (continuous gray line), minimum (dashed gray line), and maximum (dotted gray lines) LES outputs of Brown et al. (2002).
warmer with an increase of the 39% of the slope. The other changes are small. When doubling $c_2$, the drag increases and the mass flux at cloud base is reduced by 28%. The mixed-layer, cloud-, and moist-inversion-layer tops are subsequently reduced by about 10%.

c. Entrainment

A 10% increase in $c_e$ gives a small increase in cloud-base mass flux. The mixed-layer height is reduced by 3%, $z_1$ by 3%, and $z_2$ by 5%. Doubling the entrainment rate leads to a strong decrease in the cloud-layer top (28%) and in the moist-inversion-layer top (22%). The mixed-layer depth only exhibit small changes (–3%) similar to the 10% sensitivity test. With the larger rise in entrainment rate, the mass flux strongly decreases (22%), which is a more intuitive result than in the small-increase case. The humidity in the moist inversion is strongly reduced: the moist-inversion specific humidity lapse rate increases by 26%. The lateral mixing with the environment reduces the moisture of the air reaching the moist inversion yet it also affects the depth of the cumulus layer. Overall, the increased entrainment dries out the cumulus layer but the specific humidity slopes are steeper because of the reduced cumulus depth.

d. Detrainment and mass-flux formulation

We compared our reference detrainment scheme to a constant and uniform detrainment rate, $\delta = 3 \times 10^{-3}$ m$^{-1}$ (Bechtold and Siebesma 1998; Soares et al. 2004), in order to evaluate the role of detrainment on the cloud and mixed-layer dynamics. The constant detrainment is insufficient to maintain a cool and moist inversion layer as seen in Fig. 9. This weak moist inversion directly impacts the diurnal dynamics of the cloud top, which becomes lower than with the reference detrainment scheme as seen in Fig. 11. Insufficient detrainment occurs in the moist inversion layer, and as a consequence the cloud layer is too stable. The plume entrains drier air in the upper cloud layer, reducing its buoyancy. The cloud top is then reduced.

This sensitivity test emphasizes the fundamental role of detrainment on both the dynamics and thermodynamics of shallow convection (Betts 1975). In the model, the detrainment rate is the most sensitive parameter, and it affects the mass flux at $z_1$. A modification of the mass flux at $z_1$ adjusts the partitioning of the heat and moisture transport between the cloud and moist inversion layers.

We use the BOMEX case to evaluate the effect of the detrainment on the transient and steady-state mass-flux response (Fig. 12). During the transient part of the run (first few hours), the scheme of de Rooy and Siebesma (2008) exhibits a much higher mass flux at $z_1$ than the constant detrainment case. As a result, realistic temperature and humidity structures are obtained, with a stronger moister inversion. At the end of the run, both simulations have comparable mass flux $M_f(z_1)$ since the heat flux at

<table>
<thead>
<tr>
<th>$Y$</th>
<th>$\Delta Y/Y$ for $\Delta X/X = 10%$</th>
<th>$\Delta Y/Y$ for $\Delta X/X = 100%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>var(θ)</td>
<td>−0.8</td>
<td>3</td>
</tr>
<tr>
<td>var(q)</td>
<td>−0.2</td>
<td>1.1</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.4</td>
<td>4.4</td>
</tr>
<tr>
<td>$c_2$</td>
<td>−0.5</td>
<td>−3.7</td>
</tr>
<tr>
<td>$c_e$</td>
<td>−5.1</td>
<td>−1.4</td>
</tr>
</tbody>
</table>

### Table 2. Sensitivity study: daylight-hours average of a change of variable $Y$, $\Delta Y/Y$, for a change $\Delta X$ equal of initial reference value $X$:

$\Delta X/X = 10\%$ and $100\%$. All values are percentages.

![Fig. 11](image-url)
the inversion base has to adjust to respect the radiative-convective equilibrium since radiation is imposed in these runs. Interactive radiation may impact the steady-state equilibrium.

These results show that a strong coupling exists between the moist static energy of the cloud layer, its stability, the moist inversion to cloud-top depth and the mass flux at the base of the moist inversion. A moist, more unstable, cloud layer favors higher penetration of the updrafts because of the reduced entrainment. The moist inversion becomes sharper and the relative depth of the cloud layer to the total cloud depth \((z_1 - LCL)/(z_{top} - LCL)\) increases. In turn, the detrainment in the cloud layer is reduced, as captured by the scheme of de Rooy and Siebesma (2008), and as a result, the cloud depth increases. The detrainment and entrainment rates are thus strongly coupled via the height of the moist inversion. It is this coupling that imposes the exact partitioning of heat between the cloud and moist inversion layers and the dynamics of the shallow convection. The detrainment and entrainment rates should thus not be thought of as independent parameters. Buoyancy-sorting algorithms take into account some of this coupling (Raymond and Blyth 1986; Kain and Fritsch 1990; Emanuel 1991; Bretherton et al. 2004), as opposed to constant detrainment schemes. Further work is required to understand the coupling of these two processes.

8. Conclusions

A new bulk model of the coupled mixed layer and shallow convection, the probabilistic bulk coupled model (PBCM), is developed. The PBCM is able to represent a smooth transition between dry and moist convection. Shallow convection is divided into forced convection, thermals emerging from the dry boundary layer reaching their condensation level but not their level of free convection, and active convection, with positively buoyant updrafts having reached both their LCL and LFC.

The PBCM has several advantages over previous approaches:

- The mass flux at cloud base is directly related to the fraction of “active” updrafts able to reach the level of free convection (LFC) by overcoming the convective inhibition (CIN) and to their vertical kinetic energy at the lifting condensation level (LCL).
- The mixed-layer entrainment is expressed as the mass flux of the nonactive thermals able to overshoot the inversion. Our formulation unifies the treatment of the mixed-layer growth and cloud-base mass flux, introducing an important coupling for the mixed-layer state and dynamics.
- The cloud cover is naturally represented in the model through the definition of a buoyancy threshold \(\theta_{b,LCL}^c\) for the updrafts originating from the surface. This potentially allows the modeling of the coupling between the radiation (with the addition of a microphysics scheme) and the convective mass flux.

We have demonstrated that accurate detrainment in the moist inversion layer strongly controls the structure and dynamics of the cumulus (cloud plus inversion) layer. Inaccuracies in the detrainment process lead to incorrect heat and moisture stratification and dynamics of the
cloud and inversion layers. Further research about the detrainment process is needed [as highlighted by de Rooy and Siebesma (2008) and de Rooy et al. (2013)] to accurately describe the temperature and moisture profiles of shallow convection and transition from shallow to deep convection. It is shown that the definition of the mass flux at the base of the inversion imposes the heat and moisture transport partitioning between the cloud and inversion layers. The detrainment and entrainment rates need to be considered as dependent parameters. The PBCM is currently being extended to account for nonsurface generated sources of turbulence such as cold pools, which is important for the transition and duration of deep convection, and radiatively driven turbulence, which is a fundamental mechanism of TKE generation in the stratocumulus-topped boundary layer.
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APPENDIX A

Derivation of Moist Adiabatic Lapse Rates

The moist adiabatic lapse rate of the updrafts is derived as follows. First, a hydrostatic approximation is used to find the pressure dependence in vertical coordinates:

\[ P(z) = P_0 \left( 1 - \frac{gz}{C_p \theta} \right)^{C/R_d}. \]  

(A1)

The liquid temperature is defined from the liquid potential temperature:

\[ T_l = \theta_l \left( \frac{P}{P_0} \right)^{R/C_p}. \]  

(A2)

The saturation specific humidity is linearized around the liquid temperature in order to calculate the first guess of the liquid temperature:

\[ q_{sat} = q_{sat}^* + dq_{sat}^*(T - T_l), \]  

with

\[ q_{sat}^* = q_{sat}(T_l, P) \]  

and

\[ dq_{sat}^* = \frac{\partial q_{sat}^*}{\partial T}(T_l, P). \]  

(A5)

This linearized saturation value is used to determine the liquid specific humidity since the total humidity \( q_{tot} = q_{sat} + q_l \) is conserved (neglecting supersaturation):

\[ q_l = \max \left[ \frac{q_{tot} - q_{sat}^*}{1 + (\lambda/C_p) dq_{sat}^*}, 0 \right]. \]  

(A6)

The potential temperature is then found from its relationship with the liquid potential temperature and liquid specific humidity:

\[ \theta = \theta_l + \frac{\lambda}{C_p} q_l. \]  

(A7)

The absolute temperature is then found as

\[ T = \theta \left( \frac{P}{P_0} \right)^{R/C_p}. \]  

(A8)

APPENDIX B

Derivation of Conservation Equations in the Cloud and Inversion Layer

The conservation equation for the averaged liquid potential temperature reads

\[ \frac{\partial \theta_l}{\partial t} = - \frac{\partial w' \theta'}{\partial z} - \bar{w} \frac{\partial \theta_l}{\partial z} - \frac{\partial R_{tot}}{\partial z}. \]  

(B1)

where \( R_{tot} \) represents the total radiative flux (cloud plus environment) per unit height, and \( \bar{X} \) represents the areal mean of \( X \) at level \( z \). For humidity,

\[ \frac{\partial q_{tot}}{\partial t} = - \frac{\partial w' q_{tot}}{\partial z} - \bar{w} \frac{\partial q_{tot}}{\partial z} - P, \]  

(B2)

where \( P \) is the precipitation per unit height.

The areal-average liquid potential temperature can be divided into two terms: \( \bar{\theta}_l = \bar{\theta} - (\lambda/C_p) \bar{q}_l \). Similarly, \( q_{tot} = \bar{q} + \bar{q}_l \). The liquid water content is only present in the cloudy region. This latter term is negligible during
the active convection regime since the cloud cover is very small. Consequently, $\bar{v} = \bar{q}$ and $q_{\text{tot}} = \bar{q}$.

We can thus rewrite the conservation equations in terms of $\bar{q}$ and $\bar{q}$, which will be integrated to obtain the lapse-rate evolution:

$$\frac{\partial \bar{q}}{\partial t} = -\frac{\partial \bar{q} / \partial z}{\partial z} - \bar{q} \frac{\partial R_{\text{tot}}}{\partial z}, \quad (B3)$$

$$-\frac{1}{2} \left( z_1 - \text{LCL} \right)^2 \frac{d \Gamma_\theta^1}{dt} - (z_1 - \text{LCL})(z_2 - z_1) \frac{d \Gamma_q^2}{dt} + (\gamma_q - \Gamma_q^2)(z_1 - \text{LCL}) \frac{dz_2}{dt} + (\Gamma_q^2 - \Gamma_q^1)(z_1 - \text{LCL}) \frac{dz_1}{dt} + \bar{w} \frac{\partial \bar{q} / \partial z}{\partial z} \bar{w}(z) dz + R_{\text{tot}}(\text{LCL}) - R_{\text{tot}}(z_1). \quad (B5)$$

Similarly, between $z_1$ and $z_2$,

$$-\frac{1}{2} \left( z_2 - z_1 \right)^2 \frac{d \Gamma_\theta^2}{dt} + (\gamma_q - \Gamma_q^2)(z_2 - z_1) \frac{dz_2}{dt} = -\bar{w} \frac{\partial \bar{q} / \partial z}{\partial z} \bar{w}(z) dz + R_{\text{tot}}(z_1) - R_{\text{tot}}(z_2). \quad (B6)$$

For humidity, similar equations are obtained:

$$-\frac{1}{2} \left( z_1 - \text{LCL} \right)^2 \frac{d \Gamma_q^1}{dt} - (z_1 - \text{LCL})(z_2 - z_1) \frac{d \Gamma_q^2}{dt} + (\gamma_q - \Gamma_q^2)(z_1 - \text{LCL}) \frac{dz_2}{dt} + (\Gamma_q^2 - \Gamma_q^1)(z_1 - \text{LCL}) \frac{dz_1}{dt} + \bar{w} \frac{\partial \bar{q} / \partial z}{\partial z} \bar{w}(z) dz. \quad (B7)$$

Similarly, between $z_1$ and $z_2$,

$$-\frac{1}{2} \left( z_2 - z_1 \right)^2 \frac{d \Gamma_q^2}{dt} + (\gamma_q - \Gamma_q^2)(z_2 - z_1) \frac{dz_2}{dt} = -\bar{w} \frac{\partial \bar{q} / \partial z}{\partial z} \bar{w}(z) dz. \quad (B8)$$

The turbulent heat transport terms are described in section 5.
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