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In this paper, we propose a new rate control scheme designed for the newest high efficiency video coding (HEVC) standard, and aimed at enhancing the quality of regions of interest (ROI). Our approach allocates a higher bit rate to the region of interest while keeping the global bit rate close to the assigned target value. This algorithm is developed for a videoconferencing system, where the ROIs (typically, faces) are automatically detected and each coding unit is classified in a region of the interest map. This map is given as input to the rate control algorithm and the bit allocation is made accordingly. Experimental results show that the proposed scheme achieves accurate target bit rates and provides an improvement in the region of interest quality, both in objective metrics and based on subjective quality evaluation.

Index Terms— HEVC, Rate control, ROI coding

1. INTRODUCTION

Rate control (RC) is an important tool that helps to deal with bit rate and compressed media quality fluctuations. RC methods have been widely studied and suitable schemes have been developed for specific applications [1]. This problem is also related to challenging issues such as resource availability, computational complexity and real-time [2]. In this paper, we consider RC for a specific class of applications, namely videoconferencing. In this context, one of the most interesting issues to focus on is the quality enhancement of regions of interest.

In videoconferencing systems (but also in other fields such as video surveillance and telemedicine), the subjective visual quality mainly depends on some important areas, called regions of interest (ROIs). Therefore, many contributions have introduced rate control algorithms based on ROIs. For example, in [3] a rate control scheme based on adjustable quality of the ROI has been proposed. The RC algorithm used the same quadratic model implemented in H.264/AVC to compute for each region a quantization parameter (QP) referring to a quality level chosen by the user. The same quadratic model is used in [4] to compute the QP of each macroblock and then adjust it referring to an input saliency map and to the number of bits allocated to each region. For a video surveillance system, RC in [5] uses a linear rate-quantization (R-Q) model to decide the bit-stream length and then the QP of each region.

These techniques considered the quadratic RC model and are useful for H.264/AVC implementations [3] [4]. Meanwhile, the new HEVC standard has been recently finalized by ITU-T and ISO/IEC [6] and many works have focused on rate control and developed new R-Q schemes for it. In the reference software two different schemes have been proposed. The first one is based on a quadratic model and the mean absolute difference (MAD) between the original and the reconstructed signal [7] [8]. In the second algorithm, an $R-\lambda$ model that takes into account the hierarchical coding structure has been adopted [9]. Moreover, textured and non textured rate models for HEVC have been constructed to deal with more complex content and ensure more accurate rate control [10].

All the above-mentioned RC algorithms developed for HEVC do not take into account the importance of some regions of the frame. Therefore, we propose a new rate control scheme for videoconferencing systems at low bit rates which processes the faces and the background separately. Our proposed algorithm is based on the model implemented in the reference software HM.10 [9] and enhanced with three main features; first, using Viola and Jones object detection method [11], we detect our ROI and generate automatically an ROI map. The target bit rate is allocated for each region considering a fixed weight. Then, the QP of each coding unit (CU) is computed referring to the rate model of the corresponding region and the allocated bit budget. Finally, the proposed method considers independent rate-distortion models for each region and different clipping of QP variation, taking into account the importance of each part of the image. Overall, we show that the quality of the ROI is improved and the bit rate limit is respected.

The paper is organized as follows. Section 2 describes the general rate control problem and HEVC solutions. Then, the proposed rate control approach is explained in Section 3. Section 4 provides a description of experimental results of the proposed method. Finally, conclusions are given in Section 5.

2. RELATED WORKS

The objective of RC is to achieve a target bit rate as near as possible to a given constant with a minimum quality distortion.
Knowing that quantization consists in reducing the bit rate of the compressed video signal, the major role of RC algorithms is to find for each sample the appropriate QP under the constraint $R_s(QP) \leq R_{\text{max}}$. The fixed bit budget is $R_{\text{max}}$ and $R_s(QP)$ is the number of coding bits for the source sample $s$.

In video coding, RC usually incorporates rate distortion optimization (RDO). Knowing the QP given by the rate control, RDO consists in minimizing the cost

$$ J = D(QP) + \lambda_{\text{MODE}} R(QP) $$

(1)

to achieve the optimized mode decision of each CU. Using a Lagrange multiplier $\lambda_{\text{MODE}}$ in (1), the distortion $D(QP)$ is associated with the number of bits $R(QP)$ to evaluate all possible coding modes and select the one that minimizes $J$ [12] [13].

Consequently, these problems need explicit rate-distortion models that relate the average bit rate to the QP. Several works have been done in perceptual quality and rate modeling. Different rate models have been developed, some of them based on simple linear expressions, others on more complex mathematical representations. For example, in [14], the traditional linear model that was employed in TM5 for high bit rate video coding is studied for HEVC; $R(QP) = \frac{C}{QP}$, where $C$ is the model parameter. The quadratic model represented as

$$ R(QP) = \frac{C_1 \times \text{MAD}}{QP} + \frac{C_2 \times \text{MAD}}{QP^2} $$

(2)

where $C_1$ and $C_2$ are the model parameters, has been adopted in VM8 for MPEG4 [15], H.264/AVC [16] and also for HEVC [17].

The accuracy of these models has been enhanced by introducing the so-called complexity of the source, using the per pixel gradient value in the R-Q model in [18]. The sum of absolute transformed differences (SAD) has been adopted in [19]. The MAD between original frame and reconstructed one has been introduced in [7] as represented in (2). In a different way, the RC has improved by considering a representation in the $\rho$ domain [20] as proposed in [21] and by taking into account additional parameters, as the frame rate [22].

The most recent rate-distortion model in the HEVC test software is the $R$-$\lambda$ model expressed as follows:

$$ \lambda = \alpha \times R^\beta $$

(3)

where $\alpha$ and $\beta$ are the model parameters [9]. We note that this model defines a relationship between the rate in bits per pixel $R$ and the Lagrange parameter $\lambda$ which is used in RDO to decide the coding mode. Using this $R$-$\lambda$ model, $\lambda$ is generated first then the QP is computed. In our work, this model has been adopted and modified for our videoconferencing system.

For visual quality, a distortion model is usually developed to help predicting the relationship between the quality degradation and the quantization step. In fact, the model and the used metric vary from one work to another [1].

As stated before, each model targets a specific video coding system under particular conditions. However, all rate control methods aim at allocating appropriate number of bits and at determining the quantization parameter of each encoding unit. The complete $R$-$\lambda$ RC scheme in HEVC can be represented as follows:

![Fig. 1. Rate control scheme](image)

As shown in Fig. 1, the controller operates at three main levels: group of pictures (GOP), frame and CU [6]:

i. GOP level: the input parameters are the target bit rate, the sequence frame rate, the GOP size and the virtual buffer occupancy. The rate control algorithm computes an average number of bits per GOP.

ii. Frame level: considering the average allocated bits per frame, a target bit is fixed for the current frame. The bit allocation takes into account the hierarchical level of each frame. Then, the $R$-$\lambda$ model is used to compute the frame QP.

iii. CU level: the process is divided into three parts. First, the required number of allocated bits for the CU is computed using the frame budget, the cost of the coded CUs of the frame and the MAD of the CUs. Second, the budget is used in the $R$-$\lambda$ model to compute $\lambda$ and the QP of each CU. $\lambda$ and QP variation are clipped referring to a fixed range. Finally, the last step is the RDO in order to find the optimized mode decision [23], referring to the QP given by the second step. The unit is then coded and all the parameters are updated.

3. PROPOSED APPROACH

The proposed approach is based on the $R$-$\lambda$ model for HEVC. The relationship between $R$ and $\lambda$ represented by (3) in Sec. 2 is used to compute QP of the frame and each CU of the image. This model has given better performances than the quadratic one [7] [8]. In this section we describe the proposed approach in our work and we focus on the two main steps of the rate control: the bit allocation at frame and CU levels and the computation of QP by the proposed model.
We introduce the region bit allocation at two levels; at frame level where the subscript \(M\) will be given as input to our controller. The target bit rate for the non-ROI:

\[
R = K \times R_n
\]

where the subscript \(r\) denotes the ROI and \(n\) the non-ROI. We assume that the current allocated bits per frame \(T_{Pic}\) is the sum of the number of bits of the two regions \(T_r\) for the ROI and \(T_n\) for the non-ROI:

\[
T_{Pic} = T_r + T_n
\]

\[
T_n = R_n \times M \times P_n
\]

where \(M\) is the total number of pixels of the frame and \(P_n\) the area of non-ROI. From (4), (5) and (6), non-ROI bit rate \(R_n\) is computed as follows:

\[
R_n = \frac{T_{Pic}}{M (1 + \frac{P_r}{P_n} (K - 1))}
\]

At CU level, the bit allocation depends on the number of bits allocated per region and on the weights of CUs of the same region. For each CU of the ROI the allocated bits are:

\[
T_{CUr} = \frac{R}{\lambda} \sum_{i \in I_r} w_{CUr}
\]

where \(T_r\) is the effective number of bits of already encoded CUs of the ROI, \(I_r\) is the set of indexes of ROI CU that have not yet been coded, and \(w_{CUr}\) is the weight of the current CU of the ROI. Finally, the weight of each coding unit of index \(i\) is estimated by the MAD between the current unit \(p\) and the previous one \(p'\):

\[
w_i = \left( \frac{1}{N} \sum_{j \in N} |p_j - p'_j| \right)^2
\]

where \(N\) is the number of pixels of the CU.

### 3.2. Region independent rate control models

Once the number of allocated bits for each CU is initialized, the QP is computed using the \(R\)-\(\lambda\) model. In our proposal the model of CUs from the ROI \(r\) is independent from the model of CUs of the non-ROI \(n\). In fact, we have two models; in ROI, using the effective CU bits per pixel \(R_{CUr}\) of each unit,

\[
\lambda_{CUr} = \alpha_r R_{CUr}^{\beta_r}
\]

and for CUs from the non-ROI, using the effective CU bits per pixel \(R_{CUn}\),

\[
\lambda_{CUn} = \alpha_n R_{CUn}^{\beta_n}
\]

The model parameters are updated separately. For the ROI, the parameters \(\alpha_r\) and \(\beta_r\) are updated referring to the original rate control algorithm [9], as follows:

\[
\lambda_r = \alpha_r R_{CUr}^{\beta_r}
\]

\[
\alpha_r = \alpha_r' + 0.1 (\ln \lambda'_r - \ln \lambda_r) \alpha'_r
\]

\[
\beta_r = \beta_r' + 0.05 (\ln \lambda'_r - \ln \lambda_r) \ln R_r
\]

where \(\alpha'_r, \beta'_r\) and \(\lambda'_r\) are the old values of \(\alpha, \beta\) and \(\lambda\). In (11) and (13), \(R_r\) is the effective number of bits per pixel after encoding the unit. The same update process is used for the CUs of the non-ROI.

### 3.3. QP and \(\lambda\) variation

The last modification consists in considering new clipping ranges for \(\lambda\) and QP at CU level. Thus, we can make different clipping for CUs of ROI and the other CUs. We allow a larger QP range than in the reference algorithm, to accommodate differences in quality between the ROI and the non-ROI. We define \(\Delta QP_{Pic} > 2\) and \(\Delta QP_{CU} > 1\) that guarantee

\[
QP_{Pic} - \Delta QP_{Pic} \leq QP_{CU} \leq QP_{Pic} + \Delta QP_{Pic}
\]

\[
QP_{CU} - \Delta QP_{CU} \leq QP_{CU} \leq QP_{CU} + \Delta QP_{CU}
\]

where \(QP_{CU}, QP_{Pic}\) and \(QP_{CU}\) are respectively the QPs of the current CU, the current picture and the previously encoded CU.
4. EXPERIMENTAL RESULTS

We implemented the proposed rate control scheme in the HM.10 of HEVC [24]. To compute the ROI map, we used the Viola and Jones object detection method [11]. Then, a reference test is performed using the rate control algorithm described in [9]. This first test gives us the reference performance: the ratio $K$ between ROI bit per pixel and non-ROI bit per pixel, the bit budget used for encoding each region and the PSNR of each region. Various sequences of different formats have been tested, with different bit partitioning, QP ranges and target bit rates. The examples reported here are "Johnny" and "Vidyo4" (1280x720 resolution with frame rate 60fps) [25] as the face detection algorithm gives the best face detection performances for these two sequences. The tested clipping ranges are $(\Delta QP_{pic}, \Delta QP_{CU}) \in \{(2, 1); (3, 2)\}$ and the target bit rate evaluated is 128 kbps. Moreover, the tests are performed using a low delay B configuration with a GOP size equal to 4.

<table>
<thead>
<tr>
<th>Johnny</th>
<th>Vidyo4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>Bit rate (kbps)</td>
</tr>
<tr>
<td>5.49</td>
<td>127.96</td>
</tr>
<tr>
<td>7.69</td>
<td>127.93</td>
</tr>
<tr>
<td>8.50</td>
<td>127.98</td>
</tr>
</tbody>
</table>

**Table 1.** Global performance at 128kbps

Using hierarchical bit allocation at frame level and an LCU size equal to 64x64, the budget constraint is respected. Table 1 shows that our modifications to the rate control algorithm do not impair considerably the rate-distortion performance. At 128 kbps, we can increase the ratio compared to the reference ($K = 5.49$) for "Johnny" and ($K = 3.67$) for "Vidyo4" by keeping an output bit rate close to the assigned value. The overall PSNR decreasing slightly as our approach tends to alter the background quality which consists 87 % and 91 % of the frame, respectively, for "Johnny" and "Vidyo4".

Now we examine the quality of ROI and non-ROI for different bit rate ratios $K$. Table 2 shows the PSNR difference of each region between the proposed scheme and the original one. Overall, the bigger is $K$ the better is the global quality of the ROI in the sequence and the lower is the PSNR of the non-ROI.

<table>
<thead>
<tr>
<th>Johnny</th>
<th>Vidyo4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>ROI</td>
</tr>
<tr>
<td>7.69</td>
<td>0.56</td>
</tr>
<tr>
<td>8.50</td>
<td>0.57</td>
</tr>
<tr>
<td>9.00</td>
<td>0.66</td>
</tr>
</tbody>
</table>

**Table 2.** $\Delta$ PSNR (dB) for each region at 128kbps

We notice from Fig. 3 that the quality of the ROI is improved in all the GOPs while the quality of the non-ROI is decreased in all the GOPs. The performed tests show that the difference in quality of each region between the proposed scheme and the reference RC [9] is more important when $K$ is bigger (as represented in Fig. 3). This means that our method allocates more bits to the ROI by improving its quality and respecting the overall bit rate constraint.

![Fig. 3. $\Delta$PSNR ROI and non-ROI for the last 25 GOPs of the sequence "Johnny"](image)

Experimental results show both advantages in objective PSNR and subjective evaluation for ROI as represented in Fig. 4. We notice that, using our proposed scheme we can distinguish more details in the face and less artifacts, while the non-ROI does not present noticeable deterioration in visual quality.

![Fig. 4. Subjective comparison of the face (ROI) for "Johnny" and "vidyo4" coded at 128kbps](image)

5. CONCLUSION

In this paper, an ROI-based rate control for HEVC is proposed. The scheme achieves better visual quality in ROIs thanks to an independent processing at CU level of the two regions and a larger QP clipping range. The proposed algorithm shows better quality in ROI, while respecting the global bit rate constraint. This scheme is useful for videoconferencing systems by allowing a better representation of the facial expressions.
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