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Abstract. Evaluation of supply chain or workshop managen®nften based on simulation. This simulation
task needs models which are difficult to designe @m of this work is to reduce the complexity mhgla-
tion model design and to partially automate théktay combining discrete and continuous approathes-
der to construct more efficient and reduced moklleidel design focuses on bottlenecks with a discagte
proach according to the theory of constraints. fEmeaining of the workshop is modeled in a lessipeeway
by using continuous model in order to describe ¢y the bottlenecks are fed. This used continuoodel

is a regression tree algorithm. For validations ggbproach is applied to the modeling of a sawwolikshop
and the results are compared with results obtginedously by using a neural network model.
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1 I ntroduction

Planning or scheduling scenario evaluation is gmomant issue for internal/external Supply Chai8€) con-
trol. Simulation is useful to perform this evaluatiand allows to highlight evolution of the resmgcstates,
work in process and queues. This information alltavperform a “Predictive scheduling” [10] whichrnoeerns
MPS which is initially established with the Manufiang Planning and Control System. This first agwh
must not be confused with “Reactive scheduling” ckhgives new MPS solution, established after sicpmift
events occur on the shop-floor. The real time sgstperforming production reporting lead to obtafoimation
into the management system very quickly [6]. Howeiteis difficult to use this huge of informatido take a
decision [13, 14]. At this level of planning, loadpacity balancing is obtained via the “manageméwtitical
resource capacity” function or Rough-Cut CapacitgnRing which essentially concerns bottlenecks .[19]
Goldratt and Cox [4] propose to manage all the Bupbain by bottlenecks control and call it TheafyCon-
straints (TOC). For this purpose, the use of dyeadiscrete event simulation of material flow isgfal [16].
Simulation models of real industrial cases are wenyplex and can lead to problems of scale [12]ithavhy it
is interesting to use simplest (reduced/aggregatedels of simulation [2, 3, 20]. To design thesguced mod-
el, different approaches may be used as usingraonis flow model to approximate discrete manufactur
environments [5, 15], or using metamodels (linegression, splines, Kriging...) in order to perforimugation
model [7]. Neural networks are also been used tfope this task [17, 18]. Another tool, regresstoge, is able
to find a suitable model useful for the model reauc Classification and regression trees are nmechgarning
methods able to fit a model to data. Models araiabtl by partitioning data space and thanks t@#iseciation
of a simple prediction model to each subspaceThg main goal of this paper is to evaluate theitgbiif re-
gression trees to be used in order to reduce siionlanodel. In the second part, the proposed apbroé re-
duction model and the regression trees are prakente third part will be devoted to the preseptatdf an
industrial application which is a sawmill flow shopse. In order to evaluate the pertinence of thegsition,
the reduced simulation model of sawmill internal &3e is presented and, before to conclude, is amdgo
the same work performed by using neural netwotkénlast part.



2 Thereduced mode

21 Thealgorithm

Model complexity is relative to the number of elense connections and model calculations [21]. Défe ap-
proaches have been proposed to reduce model. Ta Iseef overview, see [18]. The proposed reductilgo-

rithm is a modification of those presented by Theraad Thomas [17]. The proposed approach is basdideo
association of discrete event models and continuwodels (regression tree) in order to design a Isitioun

model. Our objective is to maximize the bottlenetiization rate and, at the same time, simplifynsiation

model design for modelers. Its main steps are lestaind explained below:

1. Identify the structural bottleneck (work center (\&hich for several years has been mainly consthin
capacity).
2. Identify the conjunctural bottleneck for the bundfeManufacturing Orders (MO) of the MPS under d¢dns
eration.
3. Among the WC not listed in 1 and 2, identify theedsynchronisation WC) satisfying these two coodii
(a) present at least in one of the MO using a bottlienec
(b) widely used considering the whole MO.
. If all MO have been considered go to 5 if not g@to
. Use regression tree for modelling the intervalsvieen WC that have been found during preceding feps
ure 1).

[S20 >3

Work Centers (WC) remaining in the model are eittmmjunctural or structural bottlenecks or WC whale
vital to the synchronization of the MO. Other W ancorporated in “aggregated blocks” upstream awrd
stream of the bottlenecks [18].

Before bottleneck After bottleneck
BOTTL
Regression tree Regression tree

Fig. 1. Reduction model algorithm

2.2 Regressiontree

Decision trees are sequential models, which loljicedmbine a sequence of simple tests. A regressem
looks like a classification tree, except that tiipat variable is a continuous one and a regressiatel is fitted
to each node to give the predicted value of theuiu]. The first regression tree (AID) has beeopomsed by
Morgan and Sonquist [11]. The principle of thisneggion tree is to begin to the root node, and, tfeereach
node, find the test on the input patterns whichimires the sum of the node impurities in its twddinodes.
Classification and Regression Tree (CART) algorittworks on the same principle [1]. The main diffexen
between AID and CART relies with the pruning antimeation process. CART is based on the generatinaif
the binomial variance called Gini index. The grogviprocedure of the tree is recursive and the peotes
stopped when [8]:

— there is only one observation in each of the chddes,

— all observations within each child node have treniital distribution of predictor variables, makispglit-
ting impossible,

— an external limit on the number of levels in theetor on impurity decrease level threshold is redch

The resulting tree presents generally overfitingbpgm and needs a pruning phase, based on theifynfgrm
used during the growing phase (Gini) associated f@enalty term corresponding to the number of teami
nodes. The final tree selection is performed bpgisi cross-validation procedure [1].

3 Overview of the sawmill

The proposed approach is applied to build a sinmdanodel of a sawmill workshop. In this actual &asian-
agers need a tool to help them in their weeklysienimaking Master Production schedule (MPS) p&cEkey
want:



— to evaluate the effectiveness of its MPS,
— to maximize its load rate, and so, its global paiity,
— to explain some unexplained congestion phenometteedfimmer WC.

A first work [16] with a complete model has allowtdrepresent the congestion phenomena and tdisseep-
resentation in order to improve the load rate. Thiglel, has showed that a bottleneck load ratdigio (higher
than 60%) degrades productivity of bottleneck, aadsawmill productivity. The difficulty is that bteneck is
the last sawmill WC but all influent factors on teneck productivity depend of the first WC. Howgvthis

complete model is unusable on a real case for A& Blynamic evaluation because of time needed tafyriad

Sawmill can be described from a process point efwilt can be represented by two linear paraltivé for

main and secondary products. This fact, assoctatedriation of log dimensions lead process to be-imear.
Therefore, the physical industrial production sgst&an be divided into three main parts. To expl@process,
the trip of a log from its admission into the pregdo its exit in planks form will be described.eTfirst process
part is the Canter line presented figure 2. Dastrealws indicate the products flow. The considedagi$ taken
into the process by using conveyors RQM1, RQM2, R@dM3. According to its characteristics (determirsd
scanner MS), the log is driven to conveyors RQM&R@M5, which are used as input inventory for thet€a

line. After that, logs go on the first canter’s thiae and later on the CSMK saw, which transforngs lomto
square-shaped parallelepipeds.
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This step gives the two first sides of the parapgeds (the added value on the log) and prodweeplanks
(secondary products), which are taken out of thet&€dine by the BT4 and BT5 conveyors. The loghisn
driven on the RQM6 conveyors, rotated 90°, andestan RQM7 awaiting its second passage on the CSMK
saw. After the second passage, the squared is etadpland two other secondary products are takenfdbe
Canter line by BT4 and BT5 toward the second phtthe process, the Kockums line. The squared lagin

the MKV saw into three planks (called main product$hese main products are driven to the third pathe
process, the trimmer line.
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Fig. 4. The trimmer line

Figure 3 shows the second part of the process,emier main machine is the Kockums saw. Only seagnda
products are driven on this part. As previouslylsHie secondary products are taken in the linth&yBT4 and
BT5 conveyors. They are cut by the QM11 saw, aftieich they reach the Kockums saw, which optimizes t
planks according to the products needed. The akgiiable is used as the input inventory of thek€oas saw.
The secondary products are finally sent to thelthart of the process by the exit conveyor.

The third part of the process is the trimmer lwaijch is presented in figure 4. This line perforting final oper-
ation of cross cutting. This operation consistgutting up products to length. The inputs of theelare from
collectors 1 and 2, which collect the secondary laaéh products from Kockums and Canter lines rebpey.
Saw 1 is used to perform default bleeding and Sawt2 up products to length. A previous work [1&% lshown
that this last machine, the trimmer saw, is thell®oéck of the entire process, and, as said preljpthe
productivity of the trimmer depends to the decisitaken on the canter work center. So, the implload deci-
sions are seen too much late to be corrected. Saler to evaluate decisions, managers need aatiomtool.

4 The simulation models

As said previously, the bottleneck of this linghe trimmer. Consequently, modeling the functionhaf inven-
tories RQM4, RQM5, and RQM7, and of the Canter Kndkums lines is unnecessary and gave no direct and
useful information for the evaluation of the MP8.fact, only the arrival times of the products e trimmer
gueue are useful for simulating the load of thitlbneck. So, in the complete model presented éidyrall the
parts surrounded with dashed line is unnecessatyray be replaced by a continuous model, hererassign
tree.

According to the modeling process recalled in Rathe specific sawmill model could be designed.btidd
this model, we need to identify the input variabl@somaset al. [18] collected the available input data which
can be classified into three categories: Dataadltd the products (here the logs), data relatébdet@rocess and
data related to the bill of material or routing rh¢he cutting plan). The data related to the pctxlare mainly
dimensional ones as length (Ig) and three valuesidfier diameters (diaPB, diaGB, and diaMQY). Twa
related to the process are the process variablectsn at the time of log arrival. In particulave require the
input stock and the utilization rate of the bottlek, here the trimmer (Q_trim, and U_trim, respesdyi). The
number of logs present in the process betweennjingts and the exit of the Canter line (Q_RQM) amdhie
input inventories (Q_RQM4, Q_RQM5 and Q_RQM?7) ageded.
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Fig. 5. Complete model

The data related to the routing correspond hetbadnformation related to the cutting plan of tbgs which
must be cut into main and secondary products. ififasmation is given by the type of part (T_piece).
Consequently, the model input variables are: LgG#i, diaMOY, diaPB, T_piece, Q_trim, U_trim, Q_RQM,
Q_RQM4, Q_RQMS5 and Q_RQM?7. In our application, 12products are simulated with the complete model.
These data are used to fit the behavior of theasdimodel to the complete one which serve as rafermodel.

The next step is to identify the output variableiwr @bjective is to estimate the delayT) corresponding to
the duration of the throughput time for the 12778dpicts. AT is measured between the process input time and
the trimmer queue input time. For regression proilethe goal is to reduce the distance betweemtuel and
the data. Hence, the RMSE criterion is suitablé,iarused in this work:



RMSE =<0 (v, ~5,)° )

whereN denotes the number of dayajs then™ actual data point, an&'n is the predicted value.

Figure 6 presents the evolution of the RMSE in fiomcof the number of nodes in the tree. This figshows
that classically, even if RMSE always decreasetheriearning data set, it is not the same on tlidataoon data
set. It begins by decreasing before to increases fhat illustrates the overfitting problem and selection of
the best model must be performed by using a cralg$ation strategy. In our case, the selected moadielprises
296 nodes.
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Fig. 6. Evolution of RMSE in function of nodes number —itification data set in blue dashed — validatiotadzet in red

This best model must be compared with those olddimgreceding work which use neural network mqd8.
These results are presented table 1. They showebegssion tree outperforms neural model and altmam-
prove results of 20%.

RMSH Identification Validation
Neural modg|l 408.45 413.93
Tree mode| 263.47 324.10

Table 1. Comparison of RMSE for Neural network and regressiea models

5 Conclusion

The use of regression tree in order to build acedwsimulation model is investigated here. Theasgjon tree
model is used to model the functioning of a parhef process that is not constrained in capactts &pproach
has been applied to the modeling of a sawmill wloks The results show that the complete and redonstéls
gave similar results even if the log arrival ruidechanged. Moreover, the results are comparedresthits ob-
tained with a neural network model and the comparishows that regression tree outperforms neutalank
on this application. This means that it seems iefficto use a regression tree to model a partppbeess instead
of constructing the complete model. Assuming tih&t ¢onstruction of a regression tree is a quasiraalted
task, in which the modeler only collects and sal¢iee input data set. It is faster and easier sigdethis kind of
reduced model. This approach allows the modelérdos on the management of bottlenecks. Our irdaatfor
future works are the validation of this approachddferent applications, particularly on severatezral supply
chains, such that at least one particular enterjfédongs to different supply chains.
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