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A SIMPLE WELL-BALANCED AND POSITIVE NUMERICAL SCHEME FOR THE SHALLOW-WATER SYSTEM. ∗
EMMANUEL AUDUSSE †, CHRISTOPHE CHALONS ‡, AND PHILIPPE UNG §

Abstract. This work considers the numerical approximation of the shallow-water equations. In this context, one faces three important issues related to the well-balanced, positivity and entropy-preserving properties, as well as the ability to consider vacuum states. We propose a Godunov-type method based on the design of a three-wave Approximate Riemann Solver (ARS) which satisfies the first two properties and a weak form of the last one together. Regarding the entropy, the solver satisfies a discrete non-conservative entropy inequality. From a numerical point of view, we also investigate the validity of a conservative entropy inequality.
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1. Introduction.
In this work, we look for a numerical scheme for the shallow-water equations given by:

\[
\begin{align*}
\partial_t h + \partial_x (hu) &= 0, \\
\partial_t (hu) + \partial_x \left( hu^2 + \frac{gh^2}{2} \right) &= -gh \partial_x b(x),
\end{align*}
\]

where \( b(x) \) is a smooth topography, \( g \) refers to the gravitational acceleration, and the water height \( h(t,x) \) and the velocity \( u(t,x) \) depend on time \( t \) and space \( x \). We denote \( h_0 \) and \( u_0 \) the initial values respectively for the water height and the velocity. In addition, the associated entropy inequality we will call non-conservative entropy inequality, is written as:

\[
\begin{align*}
\partial_t \mathcal{U}(w) + \partial_x \mathcal{F}(w) &\leq -ghu \partial_x b, \\
\mathcal{U}(w) &= \frac{hu^2}{2} + \frac{gh^2}{2}, \quad \mathcal{F}(w) = \left( \frac{u^2}{2} + gh \right) hu,
\end{align*}
\]

where \( w = (h,hu)^T \). We also recall the expression of the conservative entropy inequality [6],

\[
\partial_t \tilde{\mathcal{U}}(w,b) + \partial_x \tilde{\mathcal{F}}(w,b) \leq 0,
\]

with the conservative entropy \( \mathcal{U} \) and the associated flux \( \mathcal{F} \) defined by,

\[
\tilde{\mathcal{U}}(w,b) = \mathcal{U}(w) + ghb \quad \text{and} \quad \tilde{\mathcal{F}}(w,b) = \mathcal{F}(w) + ghub.
\]
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The scheme should preserve the steady states of the lake at rest defined by
\[
\begin{align*}
  h_L + b_L &= h_R + b_R, \\  u_L &= u_R = 0,
\end{align*}
\]
and the positivity of water heights for two initial states \((h,hu,b)_L\) and \((h,hu,b)_R\) separated by a discontinuity, and satisfy a discrete entropy inequality. Furthermore, it should be able to handle vacuum, in particular, the steady state of the wet-dry transition
\[
\begin{align*}
  h_L + b_L &\leq b_R, \quad h_R = 0, \\  u_L &= u_R = 0,
\end{align*}
\]
or the case of a dry-wet transition,
\[
\begin{align*}
  h_R + b_R &\leq b_L, \quad h_L = 0, \\  u_L &= u_R = 0.
\end{align*}
\]

There is a huge amount of work about this topic but most of the schemes fail to satisfy these three properties at once. Up to our knowledge, four methods ([18], [6], [11], [4]) are proved to fulfill the three requirements but they are costly in terms of computing runtime and/or based on quite complex algorithms. In this work, we propose a numerical scheme adapted to vacuum that endows the positivity and well-balanced properties and that is very cheap and simple to implement. We also study the non-conservative entropy (1.3)–(1.4) associated to the scheme and numerically exhibit the decreasing of the discrete conservative entropy (1.5)–(1.6) in a very sharp test case which involves resonance phenomenon. Other numerical experiments are proposed to compare the new method with some positive and well-balanced (but non-entropic) schemes ([12], [13], [2], [5]).


In the following, we describe a Godunov-type finite volume scheme for (1.1)–(1.2)–(1.3)–(1.4). Let us first introduce some notations. We consider a sequence of points \(x_{i+1/2}\) such that
\[
x_{i-1/2} < x_{i+1/2}, \quad \forall i \in \mathbb{Z},
\]
and we define the cells \(C_i\) and space steps \(\Delta x_i = \Delta x\), such that
\[
C_i = [x_{i-1/2}, x_{i+1/2}], \quad \Delta x = x_{i+1/2} - x_{i-1/2}.
\]
In addition, we set \(x_i = (x_{i-1/2} + x_{i+1/2})/2\).

We also introduce a time step \(\Delta t > 0\) that allows to define a sequence of intermediate times \(t^n\) by
\[
t^{n+1} = t^n + \Delta t.
\]
We denote \(\forall X \in \{h_0, u_0, b\}\),
\[
\begin{align*}
  X_L &= \frac{1}{\Delta x} \int_{-\Delta x}^0 X(x)dx, \quad X_R = \frac{1}{\Delta x} \int_0^{\Delta x} X(x)dx, \\
  X_i &= \frac{1}{\Delta x} \int_{C_i} X(x)dx.
\end{align*}
\]
Starting from a given piecewise constant approximate solution at time \(t^n\), we construct the solution at time \(t^{n+1}\) in two steps:
we build an approximate solution of the Riemann problem at each interface $x_{i+1/2}$.

We obtain the new solution by calculating the average value of the juxtaposition of these solutions in each cell $C_i$ at time $t^{n+1}$.

As an approximate Riemann solution associated with initial data

$$w(0,x) = \begin{cases} w_L, & x < 0, \\ w_R, & x > 0, \end{cases}$$

with $w_L = (h_L, h_L u_L)^T$ and $w_R = (h_R, h_R u_R)^T$, we consider a simple approximate Riemann solver composed by three waves propagating with velocities $\lambda_L$, $\lambda_0 = 0$ and $\lambda_R$ as shown on the following figure

![Riemann solver figure](image)

We define the CFL condition which ensures that two Riemann problems do not interact

$$\Delta t < \frac{\Delta x}{2 \max(|\lambda_L|, \lambda_R)}.$$

where the function max is defined in the set of considered Riemann problems. From [15], [12], [13], it is known that such an approximate Riemann solver is consistent in the integral sense with (1.1)–(1.2) provided that the intermediate states satisfy the following consistency relations:

$$f(w_R) - f(w_L) - s(w_L, w_R, b_L, b_R) = \lambda_L (w_L^* - w_L) + \lambda_R (w_R - w_R^*),$$

with $f(w) = (f^h(w), f^q(w))^T = (h_u, h u^2 + g h^2/2)^T$ and $s(w_L, w_R, b_L, b_R)$ is an approximation of the source term in (1.1)–(1.2), consistent with $(0, -gh \Delta b)^T$ since it satisfies:

$$\lim_{w_L, w_R \to w} \frac{1}{\Delta x} s(w_L, w_R, b_L, b_R) = \begin{pmatrix} 0 \\ -gh \partial_x b \end{pmatrix},$$

where we recall that $b_L$ and $b_R$ depend on $\Delta x$ through (2.1). Then, it is also well-known that the associated Godunov-type scheme is equivalent to the following update formulas:

$$w_i^{n+1} = w_i^n - \Delta t \frac{\Delta x}{2} (F_i^{n+1/2} - F_i^{n-1/2}),$$

$$w_i^0 = \frac{1}{\Delta x} \left( \int_{C_i} h_0(x) dx, \int_{C_i} (h_0 u_0)(x) dx \right)^T,$$

with $F_L(w_i, w_{i+1}, b_i, b_{i+1})$ and $F_R(w_i, w_{i+1}, b_i, b_{i+1})$ the left and right numerical fluxes (see [6]) which will be precised later on.
2.1. Expression of the solution in the intermediate states. We propose to define the two intermediate states by imposing the consistency relations in the integral sense resulting from the equations (1.1)–(1.2):

\[
\begin{cases}
    h_R^u_R - h_L^u_L = \lambda_L (h^*_L - h_L) + \lambda_R (h_R - h^*_R), \\
    \left( h_R^u_R^2 + \frac{g h_R^2}{2} \right) - \left( h_L^u_L^2 + \frac{g h_L^2}{2} \right) + g \Delta x \{ h \partial_x b \} \\
    = \lambda_L (h^*_L u^*_L - h_L u_L) + \lambda_R (h_R u_R - h^*_R u^*_R),
\end{cases}
\]

where \( \{ h \partial_x b \} \) stands for a consistent approximation of the source term \( h \partial_x b \) in the sense of (2.6). In order to close this system, two relations are missing and we suggest to impose

\[
\begin{cases}
    h^*_L + b_L = h^*_R + b_R, \\
    h^*_L u^*_L = h^*_R u^*_R.
\end{cases}
\]

These two relations are consistent with the steady states (1.7) of the system (1.1)–(1.2).

By solving the equations (2.9) and (2.11), we define the water heights in the intermediate states

\[
\begin{align*}
    h^*_L &= h_{HLL} + \frac{\lambda_R}{\lambda_R - \lambda_L} \Delta b, \\
    h^*_R &= h_{HLL} + \frac{\lambda_L}{\lambda_R - \lambda_L} \Delta b,
\end{align*}
\]

where \( \Delta b = b_R - b_L \) and

\[
h_{HLL} = \frac{\lambda_R h_R - \lambda_L h_L}{\lambda_R - \lambda_L} - \frac{1}{\lambda_R - \lambda_L} (h_R u_R - h_L u_L),
\]

is the intermediate water height associated to the HLL solver ([15], [6]).

Then, from the equations (2.10) and (2.12), we deduce the intermediate discharge \( q^* \)

\[
q^* := h^*_L u^*_L = h^*_R u^*_R,
\]

\[
q^* = q_{HLL} - \frac{g}{\lambda_R - \lambda_L} \Delta x \{ h \partial_x b \},
\]

with

\[
q_{HLL} = \frac{\lambda_R h_R u_R - \lambda_L h_L u_L}{\lambda_R - \lambda_L} - \frac{\left( h_R^u_R^2 + \frac{g h_R^2}{2} \right) - \left( h_L^u_L^2 + \frac{g h_L^2}{2} \right)}{\lambda_R - \lambda_L},
\]

the intermediate discharge involved in the HLL scheme ([15], [6]).

From (2.13), (2.14) and (2.16), we are able to define the two numerical fluxes \( F^L \)
and $F^R$:

$$
\begin{align*}
F_{i+1/2}^L(w_i, w_{i+1}, b_i, b_{i+1}) &= F_{HLL}(w_i, w_{i+1}) + 
\left( \frac{\lambda_L \lambda_R (b_{i+1} - b_i)}{\lambda_R - \lambda_L} \right) + \frac{\lambda_L g \Delta x \{h \partial_x b\}}{\lambda_R - \lambda_L} (w_{i+1} - w_i), \\
F_{i+1/2}^R(w_i, w_{i+1}, b_i, b_{i+1}) &= F_{HLL}(w_i, w_{i+1}) + 
\left( \frac{\lambda_L \lambda_R (b_{i+1} - b_i)}{\lambda_R - \lambda_L} \right) - \frac{\lambda_R g \Delta x \{h \partial_x b\}}{\lambda_R - \lambda_L} (w_{i+1} - w_i),
\end{align*}
$$

where $F_{HLL}$ is the HLL flux ([15], [6]),

$$
F_{HLL}(w_L, w_R) = \begin{cases} 
\begin{align*}
f(w_L), & \text{if } 0 < \lambda_L, \\
\frac{\lambda_R f(w_i) - \lambda_L f(w_R)}{\lambda_R - \lambda_L} + \frac{\lambda_L \lambda_R}{\lambda_R - \lambda_L} (w_R - w_L), & \text{if } \lambda_L < 0 < \lambda_R, \\
\frac{\lambda_R f(w_i)}{\lambda_R - \lambda_L}, & \text{if } \lambda_R < 0,
\end{align*}
\end{cases}
$$

and $\{h \partial_x b\}$ stands for a discretization of the source term which will be precised later on, see [12], [13], [10], [4]. One notices that the first components of the fluxes $F_L$ and $F_R$ are equal which means that the scheme is conservative for the water height. The difference between their second components results to the value $\Delta x \times s$, previously defined as a consistent approximation of the source term.

Observe that at this stage the definitions of $\{h \partial_x b\}$, $\lambda_L$ and $\lambda_R$ have to be given, while $w^*_L$ and $w^*_R$ are the unknows of the equations. The first one will be related to the well-balanced property and the last two will be treated in the next subsection.

2.2. Positivity. In regard to the expression of the intermediate water heights (2.13) and (2.14), it is not easy to ensure the positivity of these quantities. That is why, we suggest to modify these intermediate values depending on the sign of $\Delta b$. In the case $\Delta b \geq 0$, we clearly have

$$
h^*_R \leq h_{HLL} \leq h^*_L.
$$

In order to ensure the positivity of $h^*_R$, we introduce the following modification

$$
\tilde{h}^*_R = \max(h^*_R, 0), \quad (2.18)
$$

$$
\tilde{h}^*_L = h^*_L - \frac{\lambda_R}{\lambda_L} (h^*_R - \tilde{h}^*_R), \quad (2.19)
$$

which satisfies the consistency relation (2.9).

One can check the positivity of the intermediate water heights. Indeed, in the case where $\tilde{h}^*_R = 0$, one obtains

$$
\tilde{h}^*_L = h^*_L - \frac{\lambda_R}{\lambda_L} \tilde{h}^*_R = h_{HLL} \left( 1 - \frac{\lambda_R}{\lambda_L} \right) \geq 0,
$$

under the same positiveness conditions on $\lambda_L$ and $\lambda_R$ of the HLL scheme (see [15], [6]). In practice, the following expression for the intermediate velocities work [6]

$$
\lambda_L = \min_{w=w_L, w_R} (u - \sqrt{gh}, 0), \quad (2.20)
$$

$$
\lambda_R = \max_{w=w_L, w_R} (u + \sqrt{gh}, 0). \quad (2.21)
$$
In the following, we will exclusively work with the quantities \( \lambda_R \tilde{h}_R^* \) and \( \lambda_L \tilde{h}_L^* \),

\[
\lambda_R \tilde{h}_R^* = \lambda_R \max(h_R^*, 0),
\]

\[
\lambda_L \tilde{h}_L^* = \lambda_L h_L^* - \lambda_R \left(h_R^* - \tilde{h}_R^*\right),
\]

which will allow us to handle wave velocities equal to zero; in the case \( \lambda_L = 0 \), there is no need to define a threshold value.

The case \( \Delta b < 0 \) can be treated by applying the same method and we obtain

\[
\lambda_L \tilde{h}_L^* = \lambda_L \max(h_L^*, 0),
\]

\[
\lambda_R \tilde{h}_R^* = \lambda_R h_R^* - \lambda_L \left(h_L^* - \tilde{h}_L^*\right).
\]

In spite of these modifications of the intermediate water heights, it is important to precise that the expression of the discharge \( q^* \) is still unchanged.

By modifying the expression of the intermediate water heights, it seems obvious to modify the numerical fluxes (2.17) in respect to the new expression of the intermediate state (2.18) and (2.19).

From now on and as motivated just above, \( \lambda_L \) and \( \lambda_R \) refer to the values that ensure the stability properties of the classical HLL scheme (positivity of the water heights but also validity of an entropy inequality as we will need later on).

Remark 2.1. The intermediate velocities \( u_L^* \) and \( u_R^* \) are never used in practice, in the sense that they are always multiplied by \( h \) in the code. In order to treat vacuum states, calculating the values of \( u_L \) and \( u_R \) requires to impose a threshold on the water height. Namely, been given \( \varepsilon \ll 1 \) (in practice, we have taken \( \varepsilon = 10^{-12} \), we set \( u_L = 0 \) and \( h_L = 0 \) (resp. \( u_R = 0 \) and \( h_R = 0 \)) whenever \( h_L < \varepsilon \) (resp. \( h_R < \varepsilon \)).

2.3. Well-balanced property. We introduce the following natural discretization of the source term

\[
\{h \partial_x b\} = \frac{h_L + h_R}{2\Delta x} \Delta b,
\]

which preserves the steady states of the lake at rest (1.7).

Indeed, we easily observe that with this definition, one gets

\[
h_L^* = h_L, h_R^* = h_R, q^* = 0.
\]

By modifying this discrete source term as follows

\[
\{h \partial_x b\} = \begin{cases}
\frac{h_L + h_R}{2\Delta x} \min(h_L, \Delta b), & \text{if } \Delta b \geq 0, \\
\frac{h_L + h_R}{2\Delta x} \max(-h_R, \Delta b), & \text{if } \Delta b < 0,
\end{cases}
\]

we can also preserve the lake at rest in the case of a wet-dry transition (1.8) or the case of a dry-wet transition (1.9).

The proof relies again on obvious calculations.
2.4. About entropy. The entropy-preserving property is an open issue for the proposed scheme since we are not able to prove at present that it satisfies a discrete version of the conservative entropy inequality. Nevertheless, we numerically show that this property is satisfied for a specific test case involving resonance phenomenon (3.5). Actually, the proposed scheme satisfies a discrete version of the non-conservative entropy inequality (1.3)–(1.4) provided that the following conditions on the intermediate states is fulfilled for any \( w_L, w_R, b_L, b_R \) (see [12]),

\[
F(w_R) - F(w_L) - \sigma(w_L, w_R, b_L, b_R) \leq 
\lambda_L(U(w_L^*) - U(w_L)) + \lambda_R(U(w_R) - U(w_R^*)),
\]

(2.28)

In the aim to be consistent with the shallow-water system, it is necessary to ensure that \( \sigma \) is consistent with the term \( -ghu\partial_x b \) and so we have to satisfy

\[
\lim_{\Delta x \to 0} \frac{1}{\Delta x} \sigma(w_L, w_R, b_L, b_R) = -ghu\partial_x b.
\]

We refer again to [15], [12], [13] for more details. In our case, we can express \( \sigma \) such as

\[
\sigma(w_L, w_R, b_L, b_R) = -g\frac{h_L + h_R}{2} \frac{q_{HLL}}{h_{HLL}} \Delta b + (\Delta x)^2 \varepsilon(\Delta x),
\]

(2.29)

where \((\Delta x)^2 \varepsilon(\Delta x)\) refers to function with the property

\[
\lim_{\Delta x \to 0} \varepsilon(\Delta x) = 0,
\]

(2.30)

and

\[
\Delta b = \begin{cases} 
\min(h_L, \Delta b), & \text{if } \Delta b \geq 0, \\
\max(-h_R, \Delta b), & \text{if } \Delta b < 0.
\end{cases}
\]

The corresponding discrete inequality with the formula (2.29) is clearly consistent with (1.3), at least if \( h_L > 0 \) and \( h_R > 0 \) since \( \Delta b = \Delta b \) under these assumptions when \( \Delta x \to 0 \).

In the following we propose to examine the behaviour of the solver concerning the non-conservative and conservative entropies, especially for the test case considering non-unique solution to the Riemann problem proposed in [1].

REMARK 2.2. When \( \Delta x \to 0, h_L^* \to h_{HLL}, h_R^* \to h_{HLL} \) so that (2.18)–(2.19) are never used in this asymptotic regime.

REMARK 2.3. Unlike [4], the proof of the positivity and non-conservative entropy properties are obtained for \( \lambda_L \) and \( \lambda_R \) defined exactly as in the HLL scheme, and are not defined asymptotically large according to specific behaviours like \(-\lambda_L/\lambda_R > 1 \) or \(-\lambda_R/\lambda_L > 1 \).


We are interested in the behaviour of our scheme for different test cases: a propagation of perturbations around equilibrium state [16], [9], a flow over a bump in two regimes (fluvial and transcritical without and with shock), the Thacker test case for
the wet-dry transition, wet-dry fronts in a nonflat basin [14], [9] and a test for the non-uniqueness of the solution [1].

In what follows, we first show the numerical results provided by the new scheme we propose. For some of them, we also compare the L1-errors with the ones given by a classical HLL scheme coupled with a centered discretization of the source term, the hydrostatic reconstruction [2], the hydrostatic upwind scheme [5], and the scheme proposed by Gallice [12], [13].

3.1. Propagation of perturbations. This test case has been proposed by LeVeque in [16] and reused by Castro et al. in [9]. We perturbed a steady state solution by a pulse that splits into two opposite waves over a continuous bed. The aim is to test the behaviour of the scheme when it is submitted to a rapidly varying flow around the state of the lake at rest. The domain is reduced to the interval $[0, 2]$. We work with outflow boundary conditions and the bottom topography is defined by

$$b(x) = \begin{cases} 2 + 0.25(\cos(10\pi(x-0.5)) + 1), & \text{if } 1.4 < x < 1.6, \\ 2, & \text{otherwise}. \end{cases} \tag{3.1a}$$

The initial data are

$$q(0, x) = 0, \quad h(0, x) = \begin{cases} 3 - b(x) + \Delta h, & \text{if } 1.1 < x < 1.2, \\ 3 - b(x), & \text{otherwise}, \end{cases} \tag{3.2a}$$

where $\Delta h = 0.001$ is the height of the perturbation. The CFL parameter is set to 0.9. The final time is fixed at $t = 0.2$ and $\Delta x = 1/40$. A reference solution is obtained with the hydrostatic reconstruction applied to the HLL flux with a mesh of 20000 cells.

On Figure 3.3, we isolate the results obtained with a centered scheme that returns an unreasonable solution. The other schemes are well-balanced for the steady state of the lake at rest and the results they return do not present large numerical error as seen before on Figure 3.3. The results in Figure 3.1 and 3.2 show that the scheme introduced in this paper – called simple solver on the figures – is the most accurate.

![Graph](image)

**Fig. 3.1.** Propagation of perturbations: Comparison of free surfaces $h + b$ (left) and discharges $q$ (right) for different schemes.

3.2. Steady flow over a bump. The aim of these test cases is to bring out the behaviour of the scheme for steady states it has basically not the function to
E. Audusse, C. Chalons, P. Ung

Fig. 3.2. Propagation of perturbations: Comparison of orders of error for the water height \( h \) (left) and the discharge \( q \) (right) for different schemes.

Fig. 3.3. Propagation of perturbations: free surface \( h + b \) (left) and discharge \( q \) (right) resulting from the centered scheme.

preserve. The steady states are governed by the following equations

\[
hu = K_1 \quad \text{and} \quad \frac{\nu^2}{2} + g(h+b) = K_2.
\]

(3.3)

where \( K_1 \) and \( K_2 \) are two constants. In the following, we deal with the equations (3.3) in the fluvial and transcritical regimes without shock, and the transcritical flow with shock is treated using datas from [9].

3.2.1. Fluvial regime. In this test case, we set \( K_1 = 1 \) and \( K_2 = 25 \).

The domain is \([-2;2]\) and the bottom topography is defined by

\[
b(x) = \begin{cases} 
\cos(10\pi(x+1)) + 1, & \text{if } -0.1 < x \leq 0.1, \\
0, & \text{elsewhere}.
\end{cases}
\]

(3.4a)

The CFL parameter is equal to 0.5.

The error curves (Fig. 3.5) show that the proposed scheme gives a better approximation of the exact solution than other existing schemes with a gain of several orders.
Numerical scheme based on a Riemann solver for the shallow-water equations

3.2.2. Transcritical flow over a bump without shock. This test case sets $K_1 = 3$ and $K_2 = \frac{3}{2}(K_1g)^{2/3} + \frac{1}{2}g$ into the steady state equations (3.3) and the bottom topography is defined by (3.4). The CFL parameter is set to 0.5.

The observations for the fluvial case also work for the transcritical one but the gain associated to the simple scheme is not as important as the previous one (Fig. 3.7). The reason is probably because we impose opposite signs to the wave velocities and by this way, we add diffusion to the torrential part. Nevertheless, this scheme gives the best approximation.

3.2.3. Transcritical flow over a bump with shock. This test has been proposed by Castro et al. [9]. The domain is the interval $[0, 25]$. The bottom topography is given by

$$b(x) = \begin{cases} 
3 - 0.05(x - 10)^2, & \text{if } 8 < x < 12, \\
2.8, & \text{otherwise}.
\end{cases}$$

Fig. 3.4. Fluvial flow: Comparison of free surfaces $h + b$ (left) and discharges $q$ (right) resulting from the simple scheme (with suffix app) and the exact solution (with suffix ex) for a bottom topography $b$.

Fig. 3.5. Fluvial flow: Comparison of orders of error for the water height $h$ (left) and the discharge $q$ (right) for different schemes.
Fig. 3.6. Transcritical flow without shock: Comparison of free surfaces $h + b$ (left) and discharges $q$ (right) resulting from the simple scheme (with suffix app) and the exact solution (with suffix ex) for a bottom topography $b$.

Fig. 3.7. Transcritical flow without shock: Comparison of orders of error for the water height $h$ (left) and the discharge $q$ (right) for different schemes.

The initial state is defined by $h(0,x) = 3.13 - b(x)$, $q(0,x) = 0.18$ and the boundary conditions are $q(t,0) = 0.18$ and $h(t,25) = 0.33$. The final time is set to $t = 200$. We work with a CFL parameter equal to 0.9. This test case is focused on the way the scheme handles a stationary shock.

The simple scheme manages to capture the shock as shown in Figure 3.8. The errors on Figure 3.9 reveal that this scheme is again the most accurate compared to other ones.

3.3. Thacker test case for wet-dry transitions. The bottom topography is defined by $b(x) = \frac{x^2}{2} + \frac{3}{2}$ for $-2 \leq x \leq 2$. The explicit periodic solution presents a plane free surface and oscillates between the points

$$x_1(t) = -\frac{1}{2}\cos(\sqrt{g}t) - 1 \quad \text{and} \quad x_2(t) = -\frac{1}{2}\cos(\sqrt{g}t) + 1.$$ 

Here, the pulsation is $\omega = \sqrt{g}$. 
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**Fig. 3.8.** Transcritical flow with shock: Comparison of free surfaces $h+b$ (left) and discharges $q$ (right) for different schemes.

**Fig. 3.9.** Transcritical flow with shock: Comparison of orders of error for the water height $h$ (left) and the discharge $q$ (right) for different schemes.

The initial conditions are given by $u(0,x) = 0$ and

$$h(0,x) = \begin{cases} -\frac{1}{2} \left( \left( x + \frac{1}{2} \right)^2 - 1 \right), & \text{if } x_1(0) < x < x_2(0), \\ 0, & \text{else}. \end{cases}$$

The water height and the velocity are expressed as follows

$$h(t,x) = \begin{cases} -\frac{1}{2} \left( \left( x + \frac{1}{2} \cos(\sqrt{gt}) \right)^2 - 1 \right), & \text{if } x_1(t) < x < x_2(t), \\ 0, & \text{else}, \end{cases}$$

$$u(t,x) = \begin{cases} -\frac{\sqrt{g}}{2} \sin(\sqrt{gt}), & \text{if } x_1(t) < x < x_2(t), \\ 0, & \text{else}. \end{cases}$$

We take a value of 0.5 for the CFL parameter.
This test case shows the capacity of the scheme to handle wet-dry transition. We recall that every considered scheme preserves the non negativity of the water height. We can wisely precise that in this test case, the discharges are very low which can explain the big values of the relative errors one can observe for coarse mesh (Fig. 3.11). In this case, only the hydrostatic reconstruction returns a non accurate solution.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig10}
\caption{Thacker test case: Comparison of free surfaces $h+b$ (left) and discharges $q$ (right) resulting from the simple scheme (with suffix app) and the exact solution (with suffix ex) for a bottom topography $b$ at time $T = 16$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig11}
\caption{Thacker test case: Comparison of orders of error for the water height $h$ (left) and the discharge $q$ (right) for different schemes at time $T = 16$.}
\end{figure}

3.4. Wet-dry fronts in a nonflat basin. We present another test case for the treatment of the wet-dry transition but in this case, we have a non smooth bottom topography. This problem proposed by Gallouët et al. [14] and also resumed by Castro et al. [9] consists on creating a dry bed in the middle of two rarefaction waves propagating in opposite directions. We work in the space interval $[0, 25]$ and the bottom topography is represented by the function

\begin{align}
    b(x) &= \begin{cases} 
    7, & \text{if } 25/3 < x < 25/2, \\
    6, & \text{otherwise.}
    \end{cases} 
\end{align}

(3.6a) (3.6b)
The initial conditions are

\[
q(0,x) = \begin{cases} 
-300, & \text{if } 50/3 \leq x, \\
300, & \text{if } 50/3 > x,
\end{cases} \tag{3.7a}
\]

and \(h(0,x) = 16 - b(x)\). The CFL parameter is set to 0.9. A reference solution is computed using the Gallice scheme with a mesh of 20480 points. In this particular case, the difference between the results does not clearly appear (Figure 3.13). It is important to notice that this test case does not present hypothesis satisfying the theoretical properties of our scheme in the sense that it deals with a non smooth topography. In spite of this criterion, the scheme returns a reasonable solution.

![Figure 3.12](Image)

**Fig. 3.12.** Wet-dry fronts in a nonflat basin: Comparison of free surfaces \(h + b\) (left) and discharges \(q\) (right) for different schemes.

![Figure 3.13](Image)

**Fig. 3.13.** Wet-dry fronts in a nonflat basin: Comparison of free surfaces \(h + b\) (left) and discharges \(q\) (right) for different schemes.

### 3.5. Non-unique solution to the Riemann problem.

This numerical test case is presented in [1]. We use the same datas presented in the previously mentioned paper which are

\[
(b,h,u) = \begin{cases} 
(1.5, 1.3, -2), & \text{if } x \leq 0.5, \\
(1.1, 0.1, -2), & \text{if } x > 0.5,
\end{cases} \tag{3.8a}
\]

with \(x \in [0,1]\). We set the gravitational acceleration \(g\) to 2. The test problem has non-unique solution. The CFL parameter is set to 0.9.
The numerical solutions are separated into two groups which correspond to the two different solutions of the problem. Every considered scheme relatively return the same solution which is one of the previous two solutions whereas the simple scheme returns the second one. This last solution is quite similar to the one obtained with the relaxation solver [6], [9] and the kinetic scheme proposed in [18] that we have especially introduced for this test case and called SVK in the Fig. 3.14 and 3.15, which are both entropic. Nevertheless, these last three solutions are different from the exact one, graphically presented in [1]. As mentioned in this previous article, the reason of this difference is the lack of complete theory for non-conservative system.

Fig. 3.14. Non-unique solution test case: Comparison of water heights $h$ (left) and velocities $u$ (right) for different schemes.

We present the value of the two entropies (1.4) and (1.6) integrated over the domain as a function of time for different schemes on Fig. 3.15. The idea is to numerically bring out the behaviour of the entropy. It appears that the conservative entropy as well as the non-conservative one, calculated for the proposed scheme always decreases and so satisfies at least numerically the entropic criterion. On the contrary, this observation cannot be applied for the other ones in which a period of increasing entropy takes place. In a quantitative point of view, one notes that the values of the non-conservative entropy is lower than those of the conservative one. In fact, by recalling the two entropy inequalities (1.3) and (1.5), we can show that the derivative value for the conservative entropy has to be lower than zero whereas the same quantity for the non-conservative entropy has a negative upper bound causing that the non-conservative entropy decreases faster than the conservative one.

4. Conclusion.

In this paper, we have proposed a simple to implement, positive and well-balanced scheme for the shallow water equations. The scheme proved to be very accurate on the several typical test cases: propagation of perturbation, stationary and non-stationary shock, wet-dry transition on a smooth and non-smooth bottom topography. Furthermore, we have shown that it converges towards the right entropy solution in a resonant test case. The very motivation of this work comes from the numerical approximation of the solutions of the Saint-Venant–Exner equations for the problem of sediment bedload transport, to which we would like to adapt the proposed scheme therein. This is the matter of a work currently in progress.
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**Fig. 3.15.** Non-unique solution test case: Comparison of the conservative (left) and non-conservative (right) entropy for different schemes.
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