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A DESCRIPTION OF THEFRENCHNUCLEUSVP
USING CO-OCCURRENCECONSTRAINTS

FRANCOIS TROUILLEUX

Abstract

This article presents a fully operational formalagmnmar of the French
nucleus verb phrase. The grammar is implementddooJ, with a focus
on constraint specification. We take the Propertiesmalism of (Bés,
1999) as a reference and show how requirement aobligon properties
may be implemented in NooJ, introducing a new tf®nstraint.

Introduction

In (Bés, 1999), Gabriel G. Bés proposed a new fsmafor syntactic
description, called “Properties”, which he exposedjether with a
description of the French nucleus verb phrase. éttigs are a constraint
system; we propose to describe with NooJ (Silbarzt2003) a set of
strings close to that of (Bes, 1999), showing hbe different Property
types may be coded in NooJ. On this occasion, weduoce a new type of
constraint in NooJ: co-occurrence constraints.

This introductory section sets the scene with aerndgew of the
Properties formalism, an informal global definitiohthe language to be
defined and an exposition of our adequacy critéfia. will then refine of
our language definition in two steps: (i) by spgicifj word categories and
linearity constraints, as well as optionality andiqueness, and (ii) by
specifying co-occurrence constraints.

Properties

The Properties formalism consists in a set of seliffarent types of
formulas on categories (“properties”), which, ipteted as a conjunction,
denote a languageAs pointed out in (Trouilleux, 2003), the Projestof

! (Trouilleux, 2007) shows that, ignorinfiéchage (“arrowing”) properties, a
description in the properties formalism may benmteted as the intersectione(

conjunction) of finite-state languages. Tliéchage property type codes the
dependencies between the words within the stringfpes not contribute to the



2 A Description of the French Nucleus VP Using Cowsrence Constraints

(Bés, 1999 may be viewed as an extension of the decomposiifon
information initiated by the ID/LP (immediate dorairce/linear
precedence) GPSG formalism (Gazdtal, 1985). LP rules have a direct
correspondence in so-calletinearity properties”, while the information
expressed by a set of ID rules will be expresseéiveydifferent property
types:

» thealphabetproperty specifies the set of categories which wagur
in a string of the targeted language (hencefS§rth

» the uniquenesgroperty specifies which categories may only appea
once inS

» the obligation property specifies which categories are mandaitory
S, possibly disjunctively;

» requirementproperties state that if some category apped ,ithen
some other category must also be present; thisepropype includes
agreement constraints;

» exclusionproperties state that two categories may not @oHoio S .

Targeted Language

We define the set of strings to be specified bygrammar in terms of
the EASY annotation scheme (Gendner and Vilnat4208b that we will
be able to test the grammar against the EASY corptisture work. The
targeted strings are the NV and PV constituentshef EASY scheme,
extended to the right by the negation adverb orptm participle(s), and
possible intermediate words, e.g. adverbs or presitaut or rien. Here
are a few examples (targeted strings are undejtined

(1) Pierre_ne le lui a patonné / Pierre did not give it to him/her.
(2) lls ont tousttémangédier. / They all have been eaten yesterday.
(3) Pierre_dita Marie_de ne pas les revoir

Pierre says to Marie not to see them again.

The combination of infinitives with support verbsmodal auxiliaries
(e.g.il va venir, il la fait travailler are not part of our targeted language.

definition of languages as a sets of strings, htitar provide an annotation of the
defined strings. Even though the NooJ variableesystould presumably be used
to code such dependencies, we do not addressshis in this paper.

2 Non French speaking readers may consult (Blach@4)2for a description in
English of the Property formalism.
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Adequacy criteria

Our goal is simple descriptive adequacy: precisggcify the set of
well-formed sequences, ruling out ill-formed oned/e add two
restrictions to the definition of our targeted laage: (i) our grammar
does not deal with phonological or prosodic matfetg. the incorrege
aimeandj'y irai will be specified as well as the corrg¢eime andj'irai),
and (ii) it does not account for the governmentlitics by verbs: any
clitic pronoun will combine with any verb, and nerls will require some
specific pronoun. We leave this major issue fourfeitwork.

The major challenges in the language we intendesciibe are the
handling of clitic pronouns and anaphoric quantifi¢ous, the choice of
the auxiliary verb depending on the past particgiie reflexiveness, past
participle agreement, and the co-occurrence ofsternich may be sepa-
rated by several words (ere andpasin ne me I'a-t-il donc pas donhé

The treatment of French clitic pronouns has givea to many articles,
so that the constraints on these pronoun sequaneegiite well known. A
guestion which has been debated is whether Frdiithpronouns should
be dealt withlexically or post-lexically (cf. Heap and Roberge, 2001,
83.3.2). We chose to describe our language with aJNsyntactic
grammar. However, this does not mean that we toskang position on
the lexical/post-lexical issue, for two reasons} @ur grammar is
descriptive only, it is not intended to have cogritadequacy and (ii)
arguments in favour of the lexical treatment ofriefe clitic pronouns are
typically phonological and we set aside such mattdhe choice of a
syntactic grammar, however, is supported by thé thet, in compound
tenses, the pronoun, while attached to the auxikarb, is governed by
the past participle (e.g. in (4),is governed byavé), and as (Abeillé and
Godard, 1996) points out, “it is clear that compdbtenses concern syntax
more than morphology”.

(4) Il ne I'a donc pas bien lavé.
He NEG it has thus not well washed. / He thus didn't wiaistell.

(Miller and Sag, 1997) proposed a lexical treatmanErench clitic
pronouns in HPSG. The system produces “cliticizeatds” from the
composition of verbs with clitics, checking and weithg the verb’s
argument structure as clitics are added. To acclmuntompound tenses,
“the tense auxiliaries and their participle compdents share arguments”;
but they must do so at the syntactic level, s itniost likely that the
system either requires multiple auxiliary verb w#r(one for each
possible type of past participle in terms of argotrstructure) or generates
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all possible clitic-auxiliary combinations. Suchtraatment at the lexical
level would be possible in NooJ; e.qg. in (4), tequencel ne I'awould be
analysed as a kind of compound. However, one waoaktl to record all
the components of thene I'a compound using@d hocfeatures in order to
correctly combine it with past participles and thegation adverb. We
preferred to handle all combinatorial aspects astime level.

Categories, Linearity, Obligation and Uniqueness

Let us go one step further in the description of awgeted language
by specifying the alphabet of categories, lineaciystraints, obligation
and uniqueness properties. Word order is very mfigbd in the
sequences we are trying to describe, so that weintibduce categories
together with linearity constraints. As for obliget, things are simple:
there is only one mandatory category: one non pastciple verb form,
which we will refer to as VF.

It is customary to account for the rigid order &fic pronouns to the
left of VF using a table as Tablé (see e.g. Bonami and Boyé, 2007).

ACC1r
DAT1r en
NOM | NEG ACC1 ACC2 | DAT2 | y ACC3 VF
DAT1
1] je dors
2| vous| ne dormez
311l se I achéte
4] tu le lui achétes
5| elle les leur | y donne
6 | il Vous les en rapporte

Table 1. Clitic slots to the left of the mandatoryerb form.

Column headers give the non-terminal symbols usetthe grammar
for the corresponding items. Subject pronouns ctirsg followed by the
negation particlene, followed by the complement pronouns. Table 1
shows five different slofsfor these pronouns: (i) the serig, te, se,
nous, vouswhich may either be accusative or dative anddfiexive or
not, (ii) third person non reflexive accusatile, (a, le3, (iii) third person

31:1 sleep,2: you NEG sleep3: he himsef ity buys,4: you ity himp buys,5: she
them, them, there gives6: he youy them, from-there brings-back

4 In addition to the five pronoun slots of Tableolir grammar includes an addi-
tional slot for an ethical dative pronoun at thgibaing of the pronoun sequence.
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non reflexive dativelgi, leur), (iv) pronouny and (v) pronouren Word
order is fixed, ignoring dialectal variations.

Slots on the right-hand side of the verb are givefiable 2. The first
column recalls that these items may combine wimg on the left-hand
side of the verb. Two types of clitic pronouns inplementary
distribution may appear to the right of the veromplement pronouns
with an imperative verb, and subject pronouns wither inflected verb
forms. It must be noted that one may have only sugect pronoun, but
possibly several complement pronouns, which theetdbes not indicate.
After the pronoun(s) may come a negation adverbS)PA subject or
object anaphoric plural quantifier(s) (TS) or themqounstout or rien. In
final position comes the main past participle, vahinay be preceded by
the past participles o@voir (eu) or étre (ét6 in the double-compound
tenses (“temps surcomposés”) or in the passivesvoic

cf. Tab. 1 VF NOMi | PAS | TS TS | EU | ETE PP
obj. pro. tout

1|n aime -t-il pas tout
2 donne | -le-moi
3] ils aiment tous tou
4 | nelui a -t-il pas été| donné
511l est mangé
6 | il a eu mangé
7 | elles ont toutes été| aimées
8| Il a eu| été| aimé

Table 2. Slots to the right of the mandatory verbdrm.

Prep | NOM | NEG | PAS TS TS | obj. pro. VF
tout
1| pour 77/} ne | pas nous les| acheter
2 "/ ne rien | lui dire
3la 7 tous | tout acheter
4lde V7 toutes seles | acheter

Table 3. Additional options to the left of infinitive VFs.

If one considers infinitive verb forms, Table 1 mbg completed by
Table 3. ColumnPrep introduces prepositions, colunfASintroduces a

5 1: doesn't he like everything; give it to me3: they all like everythingd: has it
not been given to hing: he is eaten6: he has had eater?,: they have all been
loved,8: he has had been loved.

% 1:in order not to buy them for pg: say nothing to him3: to all buy everything
4:to all buy them for themselves
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possible negation adveflieforethe infinitive verb and the next columns
introduce the quantifietous and pronoungout and rien, which may
combine with complement clitic pronouns. Subjeainmuns NOM) may
not occur with infinitive or present participle ‘st

Adverbs may appear in between some columns, ash@lys, and, as
(Abeillé and Godard, 1996) points out with (5), domnsertions are
possible between the auxiliary verb and the pasicgale.

(5) lla d'un seul coup, sil'on peut dire, changé dage.
He has all at once, if one may say so, changefhbés

The grammar we present do not claim to accounsdch cases, except by
allowing one optional adverb in some positions.

The information specified in Tables 1 to 3 may bpresented by the
NooJ graph in Fig. 1. This graph specifies the gmtes, in appropriate
order, as well as optionality,e. the alphabet, linearity and obligation
properties. We view this graph, with its train at@gories and its bypasses
marking optionality, as typical of a fixed word erdanguage. K. Bogacki
and E. Gwiazdecka’s article, in this volume, shdwsv free word order
can be dealt with in NooJ.

I M I I
B A g v =)

< ONCE -HOM> «<ONCE-PAS> Tout

nen
<ONCE-RCC>

C \Accz [>/ \DATz [>/ V\< TRO- b/ ACC3
< ONCE-ACC>-<0ONCE-DAT> -<ONCE-ADY>- | <ONCE-AC(C>
W FenPR0>
ACCIr } <0NCE ADV>-
il ¥b\_[>\

<ONCE-DAT>

[ -{Eccz ) ' i
<V+X o= | <OHCE +ACH ACT
<v PP Jr )

¥

=

DATO [

NOM
<ONCE -NOM>
M Iy
1 "L»—m—ﬂ )
N\ b [cADVa |PAS2 <GN RN ' >
<GR >~  <ONCE-PAS> rien ' [ETT 7

<ONCE-ACC:

Fig. 1. Alphabet, linearity, obligation and uniqueress graph.

" All nodes dominate only one terminal category, egtcPAS, ETE and VPP,
which include optional adverbs. Initial prepositicare omitted for space reasons.
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A series of NookONCE> constraints (cf. M. Silberztein’s article in
this volume), corresponding to uniqueness propertieduces the set of
possible combinations. They state that there ig onk subject pronoun,
one accusative pronoun, one dative pronoun, onerhi@d pronoun and
onepasnegation adverb. Note that they automaticallytlithé number of
clitic pronouns to three and determine their intetation: for instance, i
anden co-occur, thernis an accusative (cil.y en g “there are some”, it
may otherwise have several non accusative fungtisghée (ACC2) co-
occurs with a slot 1 pronoun, then this pronoua dative, etc.

The graph also codes two co-occurrence constrdinBAS before the
verb may only occur with NEG (cf. top left cornemd (ii) the auxiliary
past participles EU and ETE may only occur with VeP bottom right
corner). Coding co-occurrence constraints betwelgrcant items as these
is well done graphically. However, when there isca-occurrence
constraint between two items which are not necégsadjacent, coding
the constraint graphically will require duplicatitige intermediate paths.
For instance, to specify graphically that PAS2 {@wt line) after the verb
requires NEG (top line), one would have to dupkcaverything that goes
in between. We will show in the next section that ean save such node
duplication using co-occurrence constraints.

Co-occurrence constraints

Tables 1 to 3 and the graph in Fig. 1 ignore caioence constraints
which do exist between some items. Our grammar diotunally contains a
variant of the Fig. 1 graph, annotated by a series of amrence
constraints. We cannot reproduce this graph hedeirante the reader to
download it from our web pafiewe will endeavour to give the reader all
the necessary information to interpret the gramneéements of NooJ
syntax, a couple of examples and a complete spatitn, in natural
language, of the implemented constraints.

Elements of NooJ Syntax

Variables. In NooJ, co-occurrence and agreement constrairgs a
specified using variables. Variables are set aslliedb parentheses around
a node. They record the lexical feature informatimm the items that

8 http://Irl.univ-bpclermont.fr/spip.php?rubrique48he grammar is available as a
NooJ project file or as a series of screen captures
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match the nodes and are then used in constraisifisl in angle
brackets along grammar paths to perform tests om ticorded
information.

NooJ makes a distinction between global and loaabbles. To allow
importation in larger grammars, our grammar onlykesause of local
variables. Access to local variables is limitedc@nstraint on a local
variable in a graph G can only access variableegtlefinedn or below
G. To decide between possibly competing variablaes a breadth-first,
left-to-right search procedure is used. Local Jaes are useful when
constraints are limited to syntactic constitueftg. in (6), there are two
occurrences of the subject-verb agreement consttagenseandtu dors

(6) 1l pense que tu dors. / He thinks that you sleep.
(7) (p(sn1l) (sv pensegdsque ¢ (sn tu) (sv dors) *))) *).

Scope of this constraint is limitedors should not agree with. With a
classic constituent structure as in (7), and la@alables on the subject
pronoun and verb, the agreement constraint shoaldpecified at the P
level; the two instances of the constraint (markgdhe stars in (7)) will
each be evaluated with the appropriate set of saliranks to the locality
constraint fotu dorsand thanks to the search procedurdlfpense

Co-occurrence constraintg:ormally, one may distinguish three types
of co-occurrence constraints, summarized in TablEhg third constraint
type is new in NooJ and has been developed by Nlbgrdtein following
our proposition at the NooJ Conference at INALC@&i® Co-occurrence
constraints have negative counterparts thankstolgation operatot J.

Syntax Semantics

<$VI$N1=$V2$N2> The value of attribut®l1 recorded in variabl¥1 is

equal to the value of attribul? recorded in variable

V2. This is typically used for agreement constraints
with N1 andN2 identical.

<$V1$N1=Val ue> The value of attribut®ll recorded in variabl¥1 is
equal to the valu¥al ue. $N1 may be replaced by to
denote théemmarecorded irvi.

<$V1> The variableV/1 is defined,.e. it records some value(s).

Table 4. Co-occurrence constraint types.

It must be noted that the first two constraint typee considered satis-
fied if any of the variable referred to is undefin§ o avoid unnecessary
constraint checking by NooJ and save computatidimaé, agreement
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constraints should be set on the path oflélss frequenof the two vari-
ables. In our grammar, pronoun-verb agreement @ntt are thus speci-
fied on the pronoun paths: they are optional, wifiteverb is mandatory.

Constraints of the second type are all set on soptienal item path
and refer to anandatoryitem.

o .
<ONCE-NOM:> P <SVF$Temps IHF> \\

{ONCE PASZ> ~

”- ““““
¥F <V+m»(PP> Thss ¥ <SHEG>

<ONCE-PAS>
Fig. 2. Two co-occurrence constraint examples.

_

Fig. 2 gives an example of co-occurrence conssamwith the
annotation of the two PAS occurrences. The firguies that VF be an
infinitive (and requires NEG by graph design), sexond requires that
there is a negation particle ($NEG is defined mNEG node), but sets no
constraint on the verb. Dashed lines represerhalintermediate nodes it
would be necessary to duplicate if the constrairte not available.

Co-occurrence constraints for the French nucleus vb phrase

Tables 5 to 7 list the co-occurrence and agreeowngtraints specified
in the grammar, using an informal natural languégenulation which
documents the actual downloadable formal grammiast Eolumns refer
back to annotations in the downloadable NooJ graph.

To correctly interpret the formulas, a few defioits are in order:

» A reflexive pronouris one ofme, te, se, nous, vous, tehich agrees
in number and person with the subject. Such prosaue identified
using agreement constraifita dedicated variab®REF is instantia-
ted when the constraints are satisfied.

» An auxiliary past participleis eithereu or été when they are followed
by another past participle (e.g. adlia été mangg

» Sequences ending with a past participle (PP) fiadl fwo categories:
subject orientear object oriented PP phraséefined in Table 6.

° Additionally, we consider that reflexive pronoumgree in gender with the
subject, even though none is overtly marked in gend/e consider that ielle
s'est trompégthe past participle agrees with the object prorsiu
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The nice thing with properties is that each formatastrains the
language on one very specific point, making it fmesto illustrate the
constraint with specific examples and counter-edampTables 5to 7
give such examples; see more examples in the graconaract®.

C1 | A subject pronoun forbids that VF be an infirati *il dormir
present participle or imperative form. *il dormant
#*tu dorsp
C2 | A negation adverb before VF requires that VRibe | ne pas dormir
infinitive. *ne pas dort
C3 | Atousquantifier or a non clitic pronoun before VF | tout manger
requires that VF be an infinitive. #*toutog; mange
C4 | Atousquantifier either requires a plural subject or ail les aime tous
plural accusative pronoun, except ils l'aiment tous
*il I'aime tous
C5 | An ethical dative pronoun forbids that VF be a il te lui donne
second person form. *tu te lui donnes
C6 | Aslot 3 clitic pronoun forbids a slot 1 clificonoun. | *il se lui donne
*il me leur donne
C7 | Clitic pronouns before VF either forbid that Y& an | ne le mange pas
imperative, or require that VF is an imperative and| #*le mange
there is a negation particle.
C8 | An auxiliary VF requires a past participle headh. | il a dormi
C9 | Anon auxiliary VF forbids a past patrticiple. *il part dormi
C10 | Aslot 2 clitic pronoun to the right of an inatve aime-moi
may end the clitic sequence if it is not a marked *aime-me
unstressed forrm{e, t¢ and may be followed by a | donne-m'en
slot 3 pronoun if it is not a marked stressed form | *donne-moi-en
(moi, to). (This is the purist's imperative.)
C11 | Complement clitic pronouns after VF requirea M& | mange-le
be an imperative and forbid there is a negation *mangeait-le
particle. *ne mange-le
C12 | A negation adverb requires a negation particle il ne mange pas
*il mange pas
C13 | The auxiliary past participturequires a past il a eu dormi
participle head verb with featufeix=a (assigned to | il s'est eu absenté
verbs that requiravoir as well as pronominal verbs). *il est eu parti
C14 | The auxiliary past participigérequiresavoir as VF. | il a été mangé
*il est été mangé
C15 | The passive voice forbids an accusative pronoun | *il I'est mangé

Table 5. Requirement and exclusion constraints.

19 strings preceded by # cannot actually be testeduse of lexical ambiguity.
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PP1

Asubject oriented PP phrase one where either VF is
étre orétéis present, and the PP verb either is marked

requiringétreas an auxiliary or is marked as req

avaoir, is transitive and there is no reflexive pronotims(

is the passive voice).

il est parti
aba été parti
*il a parti
il est mangé
*il est dormi

uiring

PP2

Anobject oriented PP phrade one where the PP verb i
marked as requiringvoir, and VF is eitheavoir with no

reflexive pronoun noété or étrewith a reflexive
pronoun.

5 il a dormi
il 'a mangé
il s’est mangé
*il s’a mangé

Table 6. Properties of the past participle

phrases.

Al

A subject pronoun agrees in person and number
with VF.

*tu dort
*il dorment

A2

A tousquantifier agrees in gender with the subje
or the direct object pronoun (see also C4, Tahle

ctils sont tous partis
G¥elles sont tous partis

A3

In a subject oriented PP phrase, the past faeic
agrees in number with the subféar it may be
singular if the subject is second person plural.

ils sont partis
*ils sont parti
vous étes parti

A4

In a subject oriented PP phrase, the past faeic
agrees in gender with the subject.

elles sont parties
*elles sont partis

A5

In an object oriented PP phrase, if there is an
accusative pronoun, the past participle agrees in
number and gender with the accusative pronoun
otherwise it is masculine singutar

ils ont mangé

*ils ont mangés
, il les a mangés

*il les a mangé

Table 7. Agreement constraints

Conclusion

.Our goal in this paper was twofold: demonstrating coding of co-
occurrence constraints in NooJ and specifying dy fudperational
grammar. Looking at odarge graph, the reader might wonder what is the
point in this style of coding. The point msodularity The graph is large
because it is made of an accumulation of obsemgtibut most of these
observations are fairly simple and it is easy td adremove constraints.

The grammar should be primarily evaluated agatsstcontract”,i.e.

a set of strings marked as grammatical and ungraicehadesigned, as
seen in Tables 5 to 7, to illustrate each condttairbe satisfied. In that
sense, the grammar is not only a formal descriptifoa set of strings, but
also a test suite for the French nucleus verb phiggor to evaluating the

11 As the subject agrees in number and person wéthvénb, we code number or
person agreement with the subject as an agreeninthe verb.
12 The grammar does not deal with other cases oawgat with the direct object.
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grammar against running text, bear in mind thatsihecified language is a
purist's version of the standard modern Frencheushierb phrase—not
appropriate for all uses. Tests on corpus showedesstrings were not
identified because they were ungrammatical (g§gvbdus ait dix. This is
good for error detection, bad for information egtian. We also found a
few strings where word order is not the one oungrar allowspour n'y
plus revenir sans lui rien apprendreHowever, these are fromix™
century literature and sound outdated; modern veodér would bepour
ne plus y revenjrsans rien lui apprendrewhich our grammar does
recognize. The problem is an observation problehatvis the good set of
strings to specify? (Bés, 1999) showed that progeertould easily
accommodate variations in the observations; Nood rav have this
quality, with our transposition of properties intee NooJ formalism.
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