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Abstract

This work addresses the numerical computation of the two-dimensional flow of yield stress fluids (with Bingham and Herschel-Bulkley models) based on a variational approach and a finite element discretization. The main goal of this paper is to propose an alternative optimization method to existing procedures such as penalization and augmented Lagrangian techniques. It is shown that the minimum principle for Bingham and Herschel-Bulkley yield stress fluid steady flows can, indeed, be formulated as a second-order cone programming (SOCP) problem, for which very efficient primal-dual interior point solvers are available. In particular, the formulation does not require any regularization of the visco-plastic model as is usually the case for existing techniques, avoiding therefore the difficult choice of the regularization parameter. Besides, it is also unnecessary to adopt a mixed stress-velocity approach or discretize explicitly auxiliary variables as frequently proposed in existing methods. Finally, the performance of dedicated SOCP solvers, like the MOSEK software package, enables to solve large-scale problems on a personal computer within seconds only. The proposed method will be validated on classical benchmark examples and used to simulate the flow generated around a plate during its withdrawal from a bath of yield stress fluid.
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1. Introduction

Yield stress fluids are encountered in a wide range of applications: toothpastes, cement, mortar, foams, muds, mayonnaise, etc. The fundamental character of these fluids is that they are able to flow (i.e. deform indefinitely) only if they are submitted to a stress larger than a critical value, otherwise they deform in a finite way like solids. Here, we will focus...
on the flow characteristics of non-thixotropic yield stress fluids which can, as a good first approximation, be described as simple yield stress fluids, i.e. for which the yield stress and more generally the apparent viscosity are independent of the flow history. Even in that case the flow characteristics of such materials are difficult to predict as they involve permanent or transient solid and liquid regions whose location cannot generally be determined \textit{a priori}. Uniform flow of these fluids in simple geometries can easily be described analytically. However there exists a wide set of more complex situations for which analytical description remains strongly approximate or even impossible, so that numerical simulations only can provide useful information or predictions. This concerns stationary flows in channels of varying cross-section such as extrusion, expansion, flow through porous medium, or transient flows such as flows around obstacles, spreading, spin-coating, squeeze flow, elongation, etc.

Various numerical methods have been proposed to simulate the flow of visco-plastic fluids. The main difficulty arising in such simulations is the non-regular constitutive relation between stresses and strain rates which distinguish between a rigid solid domain if the stress state is below the yield stress and a liquid flow otherwise. One major approach consists in regularizing the constitutive behavior by introducing an artificial parameter (which can be viewed as a high viscosity below yield stress e.g. bi-viscous model) to obtain a smoother problem [1–4]. However, the distinction between solid and liquid regions is then much harder to detect and the solution process can deteriorate when changing the regularization parameter. The other main approach avoids any regularization and aims at solving the associated non-smooth variational problem with different optimization techniques, the main example being the Augmented Lagrangian approach [5–7]. Mesh adaptive strategies have also been proposed to enhance the prediction of the fluid-solid boundaries [6]. An interesting review of such techniques can be found in [8].

The simulation of yield stress fluid flows is actually strongly related to the limit analysis (or yield design in a more general manner) of mechanical structures which aims at computing the limit loads and associated failure mechanisms of rigid perfectly-plastic structures [9, 10]. More precisely, when viscous effects are dominated by yield effects ($Bi \to \infty$) both problems become coincident. In the past decades, computational limit analysis also received an important attention, especially due to the development of mathematical programming tools used to solve the arising optimization problems. Interestingly, regularized models have also first been proposed for limit analysis problems [11, 12], leading to the same difficulties as those previously mentioned. Linear programming solvers have then been proposed in the case of piecewise linear yield surfaces [13–16]. This approach presented the advantage of avoiding any regularization parameter and enabled to solve a linear optimization problem quite efficiently for medium scale problems. However, its computational efficiency was limited by the important number of additional constraints introduced by the linearization of the non-linear yield surface. Efficient algorithms, namely interior point solvers, have then been developed for linear problems. Their extension to non-linear optimization problems and especially second-order cone programming (SOCP) resulted in an important breakthrough as regards the development of computational capabilities for limit analysis [17–19]. These algorithms have also been implemented in commercial codes such as the MOSEK software.
package [20]. Remarkably, a large number of traditional yield surfaces can be expressed using conic constraints so that limit analysis problems can be formulated within SOCP [21]. Most of the recent publications in the field of limit analysis are now considering such approaches as the most efficient ones and apply them to a large number of problems: 2D plane strain problems [22, 23], frame structures [24], thin plates in bending [25, 26]...

The aim of this paper is then to show how such methods, successfully used in the limit analysis of mechanical structures, can be transposed to the simulation of yield stress fluids. In particular, it will be shown that it is possible to take both Bingham and Herschel-Bulkley models into account and that the computational performances are very interesting as compared to previously mentioned standard techniques. Section 2 is devoted to the variational formulation of visco-plastic flows. Section 3 will deal with the finite element discretization. The formulation of the discrete problem as a second-order cone program, which is the main novelty of this paper, is considered in section 4. Finally, section 5 will present different illustrative examples used to validate the procedure by comparing numerical solutions to analytical ones and experimental measures, as well as to assess its numerical efficiency.

2. Minimum principle for yield stress fluids

2.1. Governing equations

Let \( \Omega \) denote the two-dimensional fluid domain, \( u = u_x \mathbf{e}_x + u_y \mathbf{e}_y \) be the fluid velocity field and \( \sigma \) the stress tensor field. The creeping flow of an incompressible yield stress fluid (characterized by a yield shear stress \( \tau_0 \)) is described by the following set of equations and boundary conditions:

\[
\begin{align*}
\text{div} \sigma + f &= 0 \quad \text{(1)} \\
\text{div} u &= 0 \quad \text{(2)} \\
\mathbf{d} &= \frac{1}{2} (\nabla u + (\nabla u)^T) \quad \text{in } \Omega \quad \text{(3)} \\
\begin{cases}
\mathbf{s} = 2\mu \mathbf{d} + 2\tau_0 \mathbf{d} / \| \mathbf{d} \| & \text{if } \sqrt{\frac{1}{2} \mathbf{s} : \mathbf{s}} \geq \tau_0 \\
\mathbf{d} = 0 & \text{if } \sqrt{\frac{1}{2} \mathbf{s} : \mathbf{s}} < \tau_0
\end{cases} \quad \text{(4)} \\
u &= U^d \quad \text{on } \partial \Omega \quad \text{(5)}
\end{align*}
\]

where \( \mathbf{d} \) is the strain rate tensor, \( f \) is the volume body force density, \( U^d \) the prescribed velocity, \( \mathbf{s} = \sigma - \frac{1}{3} (\text{tr} \sigma) \mathbf{1} \) is the deviatoric stress tensor and where \( \| \mathbf{d} \| = \sqrt{2 \mathbf{d} : \mathbf{d}} \). Equation (4) in particular represents the constitutive equation which distinguishes a rigid region \( \left( \sqrt{\frac{1}{2} \mathbf{s} : \mathbf{s}} < \tau_0 \right) \) from a yielded region \( \left( \sqrt{\frac{1}{2} \mathbf{s} : \mathbf{s}} \geq \tau_0 \right) \). Note that the constitutive equation can also be written as

\[
\mathbf{d} = \frac{\mathbf{s}}{2\mu} \sup \left\{ 0; \left( 1 - \frac{\tau_0}{\sqrt{\frac{1}{2} \mathbf{s} : \mathbf{s}}} \right) \right\}.
\]

In this context, the Bingham model assumes that the viscosity \( \mu \) is a constant, whereas more
sophisticated models assume that it actually depends on the strain rate tensor. This is the case of the Herschel-Bulkley (HB) model which assumes the following power-law relationship:

$$\mu = \mu(d) = K\|d\|^{m-1}$$

characterized by the power-law exponent $m > 0$ and the consistency $K$. Since the Bingham model is a particular case ($m = 1$) of the HB model, we will work from now on with the HB model.

2.2. Minimum principle

It can be shown [27] that the velocity field $u$ solution of the above system of equations is the optimal point of the following minimization problem:

$$u = \arg \min_{v \in V} \frac{1}{m + 1} \int_{\Omega} \mu(\|d\|)\|d\|d\Omega + \int_{\Omega} 2\tau_0 \frac{d}{\|d\|} : d\|d\|d\Omega - \int_{\Omega} f \cdot v d\Omega$$

which simplifies into:

$$u = \arg \min_{v \in V} \frac{1}{m + 1} \int_{\Omega} K\|\gamma\|^{m+1}d\Omega + \int_{\Omega} \tau_0\|\gamma\|d\Omega - \int_{\Omega} f \cdot v d\Omega$$  (6)

where $d$ is the strain rate attached to the minimization variable velocity field $v$ and $V = \{v \mid \text{div} v = 0 \text{ in } \Omega, v = Ud \text{ on } \partial\Omega\}$ is the set of incompressible and kinematically admissible velocity fields, i.e. which are continuous, differentiable and satisfy the boundary conditions. Note that, in the case when inertial effects are not neglected, the solution at a given time can be obtained by solving a similar formulation involving the solution at the preceding time step and a quadratic term with respect to the velocity field.

2.3. Existing techniques

One can remark that the objective functional to be minimized is non-linear and non-differentiable due to the yield stress term in $\|d\|$, the derivative of which is not defined if $d = 0$. This term makes it impossible to use standard gradient descent algorithms to perform the minimization, thus leading to the development of many regularized models to smooth the functional.

The augmented Lagrangian approach has been proposed to tackle this issue without regularizing the non-smooth term by uncoupling non-linearities and derivatives. To this end, an auxiliary variable $\gamma$ is introduced and forced to be equal to the velocity gradient by penalization, using a Lagrange multiplier $\tau$ having the dimension of a stress. The following augmented Lagrangian is defined:

$$\mathcal{L}_\tau(u, \gamma; \tau, p) = \frac{1}{m + 1} \int_{\Omega} K\|\gamma\|^{m+1}d\Omega + \int_{\Omega} \tau_0\|\gamma\|d\Omega - \int_{\Omega} f \cdot v d\Omega$$

$$+ \int_{\Omega} p \cdot \text{div} \gamma d\Omega + \int_{\Omega} (\gamma - \nabla v) : \tau d\Omega + \frac{r}{2} \int_{\Omega} (\gamma - \nabla v)^2 d\Omega$$
where $r$ is a strictly positive penalization parameter, $\gamma^s$ is the symmetric part of $\gamma$ and $p$ is the Lagrange multiplier of the incompressibility (no volume change) condition, having the dimension of a pressure. The interest of this method is that the saddle points of this Lagrangian correspond to the solution $u$ and $\gamma = \nabla u$ at the optimum. Besides, the resolution of the augmented saddle point problem is easier than the initial one because the Lagrangian is a quadratic function of the velocity field and can, therefore, be easily minimized with respect to $v$ for fixed $\gamma$, $p$ and $\tau$. In the end, an iterative procedure involving simple minimization sub-problems can be derived.

Despite being certainly the most efficient approach available so far to tackle such a problem, four variable fields $v, \gamma, p$ and $\tau$ must be discretized to solve the problem and special attention must be paid on the choice of the discretization spaces. Another important point as regards the practical use of the Augmented Lagrangian, is that the choice of an optimal value for the penalization parameter $r$ can be a critical issue \cite{8, 27} and, most certainly, problem-dependent. Besides, other numerical parameters involved in the iterative actualization of the mechanical fields can influence the convergence rate of the algorithm so that an optimal choice of their values remains an open question \cite{7}. Finally, despite the large number of papers using Augmented Lagrangian approaches of visco-plastic fluids, very few of them mention the computing time needed to minimize the functional, which may be quite important and thus prohibitive, to the authors opinion, for large-scale problems.

3. Finite element discretization

In this section, the finite element discretization of the minimum principle (6) will be considered. In particular, only the velocity field $v$ will be discretized and matrices expressing the strain rate-velocity compatibility equation and the divergence-free condition will be written.

As already mentioned, problem (6) is quite similar to those arising in the upper bound kinematical approach of plane strain limit analysis problems with a von Mises strength criterion, the only difference arising from the viscosity term which is not present in limit analysis. It will be seen in the next section that this supplementary term can be treated quite easily using second-order cone programming formulations. Hence, the finite element discretization adopted in this section takes full advantage of the work done in the field of limit analysis. In particular, various works have shown that a quadratic interpolation of continuous\footnote{Contrary to limit analysis, which corresponds to a vanishing viscosity, the kinematically admissible velocity fields must remain continuous.} velocity fields must be considered in order to avoid volumetric locking problems caused by the incompressibility condition.
3.1. Formulation of the discretized minimum principle

The fluid domain $\Omega$ is supposed to be discretized into $N_E$ 6-noded triangular finite elements (it will supposed, to simplify that the triangle edges are straight). The velocity field inside a given element $e$ is interpolated quadratically by its values $v^i$ at the six nodes (three vertices and three mid-side nodes):

$$ v^e(x, y) = \sum_{i=1}^{6} N_i(\xi, \eta) v^i $$

where $(\xi, \eta)$ are the coordinates in a reference triangle and $N_i$ are the 6 quadratic shape functions. Let $J_e$ be the jacobian matrix of the transformation from the current element to the reference triangle, then the strain rate is expressed inside this element as follows:

$$ \tilde{d}^e(x, y) = \begin{bmatrix} d_{xx} \\ d_{yy} \\ 2d_{xy} \end{bmatrix} = \begin{bmatrix} N_{1,\xi} & 0 & N_{2,\xi} & 0 & \ldots & N_{6,\xi} & 0 \\ 0 & N_{1,\eta} & 0 & N_{2,\eta} & \ldots & 0 & N_{6,\eta} \\ N_{1,\eta} & N_{1,\xi} & N_{2,\eta} & N_{2,\xi} & \ldots & N_{6,\eta} & N_{6,\xi} \end{bmatrix} \begin{bmatrix} v^1_x \\ v^1_y \\ v^2_x \\ \ldots \\ v^6_x \\ v^6_y \end{bmatrix} $$

$$ DN(\xi, \eta) $$

where $v^e = (v^1_x, v^1_y, v^2_x, \ldots, v^6_y)^T$ collects the twelve nodal degrees of freedom of element $e$. The strain rate will now be expressed at $ng$ Gauss points inside the triangle so that we have:

$$ d^e = \begin{bmatrix} \tilde{d}^e(x_1, y_1) \\ \vdots \\ \tilde{d}^e(x_{ng}, y_{ng}) \end{bmatrix} = \begin{bmatrix} J_e^{-T}DN(\xi_1, \eta_1) \\ \vdots \\ J_e^{-T}DN(\xi_{ng}, \eta_{ng}) \end{bmatrix} v^e $$

The objective function $J(v)$ in (6) is then computed by summing over all elements $\Omega_e$:

$$ J(v) = \sum_{e=1}^{N_E} \left( \frac{1}{m+1} \int_{\Omega_e} K \|d\|^{m+1} d\Omega + \int_{\Omega_e} \tau_0 \|d\| d\Omega - \int_{\Omega_e} f \cdot v d\Omega \right) $$

$$ = \sum_{e=1}^{N_E} \left( \frac{K_e}{m+1} \int_{\Omega_e} \|Q \tilde{d}^e\|^{m+1} d\Omega + \tau_{0,e} \int_{\Omega_e} \|Q \tilde{d}^e\| d\Omega \right) - f^T \cdot v $$

where $K$ and $\tau_0$ are assumed to be piecewise constant on each element (of values $K_e$ and $\tau_{0,e}$), $f$ is the equivalent nodal force vector, $v$ of length $N_v$ collects the nodal values of the velocity field and $Q = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix}$ (the norm being here the traditional Euclidean norm for vectors). Finally, both elementary integrals are approximated using a Gaussian quadrature on the reference triangle with weights $\omega_g$ for $g = 1, \ldots, ng$:

$$ J(v) \approx \sum_{e=1}^{N_E} \sum_{g=1}^{ng} \omega_g \det J_e \left( \frac{K_e}{m+1} \|Q \tilde{d}_g^e\|^{m+1} + \tau_{0,e} \|Q \tilde{d}_g^e\| \right) - f^T \cdot v $$
Finally, the discretized minimization problem can be written as:

\[
\min \sum_{g=1}^{n_g} \sum_{e=1}^{N_E} \omega_g \det J_e \left( \frac{K_e}{m+1} \|Q\hat{d}_g^e\|^{m+1} + \tau_0 e \|Q\hat{d}_g^e\| \right) - f^T \cdot v
\]

s.t. \( \hat{d}_g^e = J_e^{-T} D N_g v^e \) \( \forall g = 1, \ldots, n_g \), \( \forall e = 1, \ldots, N_E \) \( (1 \ 1 \ 0) \cdot \hat{d}_g^e = 0 \)

\( v_I = U^d \) \( \forall I \in BC \)

where the second constraint expresses the divergence-free condition and the third constraint fixes the values of \( v \) on the boundary to the prescribed value \( U^d \), \( I \) is spanning the set \( BC \) of all indexes corresponding to a prescribed component of \( v \).

Written in this form, problem (7) is the discrete version of (6) and all the remarks concerning the difficulty of the corresponding minimization problem are still present. The next section is, thus, devoted to the reformulation of this problem as second-order cone programs.

### 3.2. Treatment of axisymmetric problems

Let us just mention here that the treatment of axisymmetric problems about an axis \( z \) is very similar to that of 2D plane strain problems. Indeed, in this case, the velocity vector is \( u = u_r(r, z) e_r + u_z(r, z) e_z \) which is discretized in the same way as in the 2D case. The strain tensor possesses here 4 non-zero components so that we have:

\[
\hat{d}^e(r, z) = \begin{pmatrix}
    d_{rr} \\
    d_{\theta\theta} \\
    d_{zz} \\
    2d_{r\theta}
\end{pmatrix} = J_e^{-T} \begin{pmatrix}
    N_{1,\xi} & 0 & N_{2,\xi} & 0 & \ldots & N_{6,\xi} & 0 \\
    N_{1,\eta} & 0 & N_{2,\eta} & 0 & \ldots & N_{6,\eta} & 0 \\
    0 & N_{1,\eta} & 0 & N_{2,\eta} & \ldots & 0 & N_{6,\eta} \\
    N_{1,\xi} & N_{1,\eta} & N_{2,\eta} & N_{3,\xi} & \ldots & N_{6,\eta} & N_{6,\xi}
\end{pmatrix} v^e
\]

we also have now \( Q = \begin{pmatrix}
    2 & 0 & 0 & 0 \\
    0 & 2 & 0 & 0 \\
    0 & 0 & 2 & 0 \\
    0 & 0 & 0 & 1
\end{pmatrix} \) and \( (1 \ 1 \ 1 \ 0) \cdot \hat{d}_g^e = 0 \) for the divergence-free condition.

Finally, all elementary integral quadratures are modified to take the \( rdr \) term into account (the \( 2\pi \) coefficient is simplified).

### 4. Second-order cone programming formulation

#### 4.1. Standard second-order cone programs

Second-order cone programming (SOCP) is a particular class of convex programming which consists of the minimization/maximization of a linear function of the optimization variable vector \( x \in \mathbb{R}^n \), under linear equality and/or inequality constraints and particular
non-linear constraints, namely second-order cone (SOC) constraints. Hence, in the case when there are no linear inequality constraints, a SOCP problem can be written as:

\[
\begin{align*}
\min_\mathbf{x} & \quad \mathbf{c}^T \cdot \mathbf{x} \\
\text{s.t.} & \quad A\mathbf{x} = \mathbf{b} \\
& \quad \mathbf{x} \in \mathcal{K}
\end{align*}
\]

where \( A \in \mathbb{R}^{m \times n}, \ b \in \mathbb{R}^m, \ c \in \mathbb{R}^n \) and \( \mathcal{K} \) is a second-order cone (or a tensorial product of second-order cones \( \mathcal{K} = \mathcal{K}_1 \times \mathcal{K}_2 \times \ldots \times \mathcal{K}_s \)). Typical examples of second-order cones of dimension \( p \geq 3 \) are the following:

- the positive orthant:
  \[ \mathcal{K} = \mathbb{R}^p^+ = \{ \mathbf{y} \in \mathbb{R}^p \mid y_i \geq 0 \ \forall i = 1, \ldots, p \} \]
- the Lorentz cone (or ”ice-cream” cone):
  \[ \mathcal{K} = \mathcal{L}_p = \{ \mathbf{y} \in \mathbb{R}^p \mid y_1 \geq \sqrt{y_2^2 + \ldots + y_p^2} \} \]
- the rotated Lorentz cone:
  \[ \mathcal{K} = \mathcal{R}\mathcal{L}_p = \{ \mathbf{y} \in \mathbb{R}^p \mid 2y_1y_2 \geq y_3^2 + \ldots + y_p^2 \} \]

The first example is a particular case. It is in fact a polyhedral cone since it can be expressed using linear inequalities. On the contrary, the last two examples are expressed using non-linear constraints (involving euclidean norms) and cannot be expressed using linear constraints only.

In the particular case when (8) contains only polyhedral cones, SOCP reduces to linear programming (LP) in which objective function, equality and inequality constraints are all linear. Efficient algorithms dedicated to solve LP problems have received considerable attention and efficient primal-dual interior point solvers are now available and able to solve large-scale (up to millions of unknowns) problems within very reasonable computing times. Those algorithms have been extended to the case of SOCP problems since, both problems are quite close despite the presence of non-linearities. Dedicated SOCP solvers like the MOSEK software package are available and proved to be almost as efficient as in linear programming. Hence, MOSEK can solve problems of the form (8) with cones expressed as tensorial products of Lorentz or rotated Lorentz cones. It is quite interesting to remark that a large variety of non-linear optimization problems can actually be reformulated as SOCP problems.

4.2. Treatment of the yield stress term

Comparing (7) to (8), it can be seen that they both involve linear equality constraints, but the objective function of (7) is nonlinear due to the viscosity and yield stress terms. Let us first focus on the yield stress term and forget for now the viscosity term. Following
the procedure proposed in [17] for minimizing a sum of Euclidean norms, $ng \cdot NE$ auxiliary variables $r_e^r \in \mathbb{R}^3$ and $t_e$ are introduced as follows:

$$\min \text{ (viscosity term)} + \sum_{e=1}^{NE} \sum_{g=1}^{ng} \omega_g \det J_e \tau_{0,e} t_e - f^T \cdot v$$

s.t. $\|r_g^r\| \leq t_e \quad \forall g = 1, \ldots, ng \quad \forall e = 1, \ldots, NE \quad (9)$

$$r_e^r = QJ_e^T DN_g v^r$$

$$(1/2 \ 1/2 \ 0) \cdot r_g^r = 0$$

$$v_I = U_d \quad \forall I \in BC$$

Now, it can be seen that the objective function is a linear function of the auxiliary variables $t_e$, vectors $r_e^r$ correspond to the strain variables $\tilde{d}_e$ with matrix $Q$ as a factor and $ng \cdot NE$ constraints of the form $\|r\| \leq t$ have been added. These constraints are no more than a Lorentz cone constraint on a 4-dimensional vector $(t, r)$. An important remark is that since the objective function is minimized and that the coefficients $\omega_g \det J_e \tau_{0,e}$ are positive, the solution of the problem will be obtained when all auxiliary variables $t$ will saturate the conic constraint $\|r\| \leq t$ such that, at the optimum, $t = \|r\|$. In the end, problems (9) and (7) (without the viscosity) are perfectly equivalent. Besides, introducing the vector of unknowns $x = (v \ t_1^r \ r_1^r \ldots t_{ng}^r \ r_{ng}^r)^T$ of length $N_e + 4ng \cdot NE$, (9) can be reformulated as a standard SOCP problem:

$$\min \langle -f \ c_y \rangle \cdot x$$

s.t. $\begin{bmatrix} B & -I \\ 0 & T \end{bmatrix} x = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$

$x \in \mathbb{R}^{N_e} \times (L_4)^{ng \cdot NE}$

where $c_y = (\omega_1 \det J_1 \tau_{0,1} \ 0 \ 0 \ 0 \ldots \ \omega_{ng} \det J_{N_E} \tau_{0,N_E} \ 0 \ 0 \ 0)$, $B$ corresponds to matrices $QJ_e^T DN_g$ assembled at the global level, $L_I$ is a matrix which is used to collect only the components $I \in BC$ of $v$ and

$$I = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \vdots \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

$$T = \begin{bmatrix} 0 & 1/2 & 1/2 & 0 \\ \vdots \\ 0 & 1/2 & 1/2 & 0 \end{bmatrix}$$
4.3. Treatment of the viscosity term for a Bingham model

It has been seen how to treat the yield stress term in the objective function using SOC constraints. Now, let us focus on the viscosity term in the case of a Bingham model, i.e. $m = 1$. The viscosity term is here a quadratic function of the components of the strain rate tensor since $\|\mathbf{Q}\mathbf{d}\|^2 = 2d^2_{xx} + 2d^2_{yy} + 4d^2_{xy}$. This term can, once again, be efficiently replaced by a conic constraint by introducing two supplementary auxiliary variables $s$ and $w$. Once again, the goal is to replace the objective by, let say, $s$ and introduce a conic constraint such that $s = \|\mathbf{Q}\mathbf{d}\|^2 = \|\mathbf{r}\|^2$ at the optimum. It can be seen that adding the following constraints [20] :

\[
2ws \geq \|\mathbf{r}\|^2
\]

\[
w = 1/2
\]

will enforce $s = \|\mathbf{r}\|^2$ at the optimum using a rotated Lorentz cone on the 5-dimensional vector $(w, s, \mathbf{r})$. The initial problem (7) can then be reformulated as follows :

\[
\begin{align*}
& \min \sum_{e=1}^{N_E} \sum_{g=1}^{n_g} \omega_g \det J_e \left( \frac{K_e}{2} s^e_g + \tau_{0,e} t^e_g \right) - \mathbf{f}^T \cdot \mathbf{v} \\
& \text{s.t. } \|\mathbf{r}^e_g\|^2 \leq t^e_g \quad \forall g = 1, \ldots, n_g \quad \forall e = 1, \ldots, N_E \\
& \|\mathbf{r}^e_g\|^2 \leq 2ws^e_g \\
& \quad w = 1/2 \\
& \quad \mathbf{r}^e_g = \mathbf{Q}J_e^{-T} \mathbf{D}N_g \mathbf{v}^e \\
& \quad \langle 1/2 \ 1/2 \ 0 \rangle \cdot \mathbf{r}^e_g = 0 \\
& \quad \mathbf{v}_I = \mathbf{U}^d \quad \forall I \in BC
\end{align*}
\]

which once again can be cast as a standard SOCP problem since the objective function is linear and all constraints are either linear, a Lorentz cone or a rotated Lorentz cone.

4.4. Treatment of the viscosity term for a Herschel-Bulkley model

Finally, the case of the Herschel-Bulkley model is slightly more complicated but can still be written using SOC constraints in general. Indeed, following the same line of reasoning as before, one would like to express a constraint of the form $\|\mathbf{r}\|^{m+1} \leq s$ when $m \neq 1$ and $m > 0$ using SOC constraints. Power-law constraints can indeed be expressed as such if the exponent $m + 1$ is rational, i.e. of the form $m + 1 = p/q$ with $p, q \in \mathbb{N}^*$. The general procedure to do so follows results from [28] and is described in the MOSEK documentation [20]. For the sake of simplicity, we will only present an example of the procedure in the case when $m = 0.4$ i.e. $m + 1 = 1.4 = 7/5$. Observing that :

\[
\|\mathbf{r}\|^{7/5} \leq s \iff \|\mathbf{r}\| \leq x \iff x^8 \leq x s^5
\]

the last constraint is equivalent to :

\[
x^8 \leq 2^{12} y_1 \cdots y_8, \quad y_1 = x, \ y_2 = \cdots = y_6 = s, \ y_7 = 1, \ y_8 = 2^{-12}
\]
Now, introducing auxiliary variables and 3 levels of rotated cones, \( x^8 \leq 2^{12} y_1 \cdots y_8 \) is equivalent to:

\[
\begin{align*}
    y_{11}^2 &\leq 2y_1 y_2, & y_{12}^2 &\leq 2y_3 y_4, & y_{13}^2 &\leq 2y_5 y_6, & y_{14}^2 &\leq 2y_7 y_8 \\
    y_{21}^2 &\leq 2y_{11} y_{12}, & y_{22}^2 &\leq 2y_{13} y_{14} \\
    x^2 &\leq 2y_{21} y_{22}
\end{align*}
\]

In the end, some constraints are redundant and we can only keep the following set of constraints:

\[
\begin{align*}
    y_{11}^2 &\leq 2x, & y_{21}^2 &\leq 2y_{11} y_{14}, & x^2 &\leq 2y_{21} y_{22}, & y_{14} = 2^{-11/2}, & y_{22} = 2s
\end{align*}
\]

This set of constraint being equivalent to \( x^{7/5} \leq s \), we have shown that it can be expressed using linear equality constraints and 3 rotated cone constraints of dimension 3.

Therefore, the discrete problem for a Herschel-Bulkley model can also be modeled as a SOCP problem (obviously the number of auxiliary variables and rotated cone constraints will depend on the value of \( m \)).

4.5. Comments

Let us finish this section by a few remarks. First, it is to be noted that the introduction of auxiliary variables is only a way to express the problem in a standard SOCP form. In particular, there is no need to manage Lagrange multiplier fields or any penalization parameter. Obviously, the interior-point algorithms used to solve SOCP problems deal with constraints using penalization techniques (logarithmic barrier) but these have been optimized to tackle a certain class of problem, so that there is no need to tune any algorithmic input parameter, the choice of which being always a troublesome task.

The second remark concerns the scale and the structure of the problem. Let us consider, for instance, a problem discretized with 5000 elements, with a \( n_g = 3 \) Gauss point quadrature rule with a Bingham model. Then, there are 30 000 cones, the number of optimization variables will be around 150 000 and the number of linear constraints will be of the same order. Fortunately, the constraint matrix is sparse (its structure being roughly block-diagonal) so that the total number of non-zero elements will actually be much smaller than the size of the matrix of order \( 10^5 \times 10^5 \). However, 30 000 conic constraints in \( \mathbb{R}^4 \) or \( \mathbb{R}^5 \) is still pretty large so that this problem can be considered as a large-scale problem. The interest of this method, as will be illustrated in the next sections, is that such a large-scale problem can still be solved very efficiently on a personal computer.

5. Illustrative applications

5.1. Validation on the plane Poiseuille flow

First, the plane Poiseuille flow of a Bingham and a Herschel-Bulkley fluid is considered and numerical velocity fields are compared to analytical solutions.
Consider a rectangular fluid domain $\Omega = [0; L] \times [0; H]$ subjected to a uniform horizontal pressure-gradient $f = f_{ex}$ with a no-slip boundary condition on the surfaces $y = 0$ and $y = H$. Since there is no fluid motion in the $y$ direction for the exact Poiseuille flow, zero vertical velocities $u_y = 0$ have been imposed on the surfaces $x = 0$ and $x = L$ where the fluid flows in and out, for the numerical computations.

Let $u^*$ be the non-dimensional horizontal velocity such that the velocity field is given by $u(x, y) = Vu^*(y)e_x$ where $V$ is the reference velocity. The analytical solution of this flow is given by the following relation:

$$u^*(y) = \begin{cases} \frac{1}{M}f^*\left((\frac{y_0}{H})^M - \left(\frac{y-y_0}{H}\right)^M\right) & \text{if } 0 \leq y \leq y_0 \\ \frac{1}{M}f^*\left((\frac{y_0}{H})^M - \left(\frac{y-(H-y_0)}{H}\right)^M\right) & \text{if } H - y_0 \leq y \leq H \\ \frac{1}{M}f^*\left(\frac{y_0}{H}\right)^M & \text{if } y_0 \leq y \leq H - y_0 \end{cases}$$

(11)

where $M = 1 + 1/m$, $f^* = (fH/K)^{1/m}H/V$ is the non-dimensional pressure gradient and $y_0 = H/2 - \tau_0/f = H/2 - BiH/(f^*)^m$ where $Bi = \tau_0H^m/KV^m$ is the Bingham number. The velocity profile consists of two sheared liquid layers near the plate boundaries and a solid plug with a constant velocity in the central region. The width of the plug region being controlled by the Bingham number. Note that this solution is valid only if $Bi/f^* \leq 1/2$, for $Bi/f^* > 1/2$ the fluid motion is completely stopped.

For numerical computations, we set $H = L = 1$, $f^* = 1$ whereas the (generalized) Bingham number has been varied. A structured mesh with 30 triangular elements in the $x$ direction and 10 in the $y$ direction ($N_E = 600$ in total) has been used for computations. It has been verified that the $y$-component of the velocity field was zero, and that the $x$-component was uniform with respect to the $x$ coordinate. Therefore, the horizontal velocity profile obtained at $x = L/2$ has been compared to the analytical solution.

Both analytical and numerical profiles for different Bingham numbers have been represented in Figure 1 for the Bingham model ($m = 1$) and in Figure 2 for the Herschel-Bulkley ($m = 0.4$). Clearly, both profiles agree very well for all considered Bingham numbers. In particular, we observe that the fluid stops for $Bi > 0.5f^* = 0.5$. Note that an interesting feature of the proposed method is its ability to predict this critical pressure gradient. It can, indeed, be obtained by slightly changing the optimization problem in order to find the optimal loading factor corresponding to the onset of flow, as is classically done in yield design/limit analysis. This is a major advantage over regularizing models which are not able to predict such critical loadings.

5.2. Lid-driven square cavity

Another classical benchmark example is the lid-driven square cavity problem where no-slip boundary conditions are applied to all edges except at the top surface which moves at
Figure 1: Evolution of the horizontal velocity profile of the plane Poiseuille flow for a Bingham fluid as a function of the Bingham number. — = analytical solution, ◦ = numerical solution.

Figure 2: Evolution of the horizontal velocity profile of the plane Poiseuille flow for a Herschel-Bulkley fluid as a function of the Bingham number. — = analytical solution, ◦ = numerical solution.
Figure 3: Horizontal velocity profiles along the axis $x = 1/2$ and comparison to other simulations for $Bi = 2$ and $Bi = 50$. The Bingham numbers take the values $Bi = 0, 2, 5, 20, 50, 200, 500$, the two extremal thick lines correspond to $Bi = 0$ and $Bi = 500$.

A uniform horizontal velocity $V$.

A first computation on a mesh with 30 elements along each edges ($\Omega = [0;1] \times [0;1]$) has been performed for a Bingham fluid with different Bingham numbers $Bi = 0, 2, 5, 20, 50, 200, 500$ and have been compared to the recent simulations of Syrakos for validation [4]. The different horizontal velocity profiles along the middle axis $x = 1/2$ are represented in Figure 3. A very good agreement with the previous simulations is observed and the evolution of the velocity profile with respect to the Bingham number is consistent with results of [4]. In particular, it can be observed that the lower rigid region at rest is retrieved as well as the rigid region in the upper part which is animated by a rotating motion (linear part of the velocity profile) the angular velocity of which decreases with the Bingham number. The representation of the velocity fields inside the cavity (Figure 4) agree at least qualitatively with existing observations of the literature. It is to be noted that the fluid motions tends to be localized in the vicinity of the driving lid as the Bingham number increases.

A mesh convergence study has been performed on these velocity profiles. The numerical solution obtained with a very fine mesh of $N_E = 13474$ elements has been taken as the reference solution. The $L^2$ error between velocity profiles computed with 3 increasingly finer meshes and the reference solution has been computed for the considered Bingham numbers and reported in Table 1. It can be observed that, at a fixed Bingham number, the error decreases when refining the mesh. One can also notice the fact that for mesh 2 and 3 the error increases with the Bingham number. Besides, it has also been observed that total computation times increased with the Bingham number (by almost 50% between $Bi = 0$
Figure 4: Velocity fields of the lid-driven cavity problem

<table>
<thead>
<tr>
<th>Bi</th>
<th>0</th>
<th>2</th>
<th>5</th>
<th>20</th>
<th>50</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh 1</td>
<td>0.0040</td>
<td>0.0052</td>
<td>0.1325</td>
<td>0.1591</td>
<td>0.0849</td>
<td>0.1022</td>
<td>0.1190</td>
</tr>
<tr>
<td>NE = 252</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mesh 2</td>
<td>0.0005</td>
<td>0.0019</td>
<td>0.0036</td>
<td>0.0073</td>
<td>0.0121</td>
<td>0.0305</td>
<td>0.0446</td>
</tr>
<tr>
<td>NE = 2084</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mesh 3</td>
<td>0.0005</td>
<td>0.0009</td>
<td>0.0028</td>
<td>0.0043</td>
<td>0.0052</td>
<td>0.0066</td>
<td>0.0137</td>
</tr>
<tr>
<td>NE = 5798</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Evolution of the $L^2$ error on the velocity profile at $x = 1/2$ with respect to a reference numerical solution for increasingly finer meshes.
<table>
<thead>
<tr>
<th>Mesh 1</th>
<th>Mesh 2</th>
<th>Mesh 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>nb. of elements $N_E$</td>
<td>252</td>
<td>2084</td>
</tr>
<tr>
<td>linear constraints</td>
<td>6918</td>
<td>56622</td>
</tr>
<tr>
<td>conic constraints</td>
<td>1512</td>
<td>12504</td>
</tr>
<tr>
<td>optimization variables</td>
<td>8316</td>
<td>68772</td>
</tr>
<tr>
<td>nb. of iterations</td>
<td>23</td>
<td>32</td>
</tr>
<tr>
<td>reordering time (s)</td>
<td>0.39</td>
<td>4.3</td>
</tr>
<tr>
<td>optimization time (s)</td>
<td>0.46</td>
<td>6.2</td>
</tr>
<tr>
<td>total time (s)</td>
<td>0.85</td>
<td>10.5</td>
</tr>
</tbody>
</table>

Table 2: Computation statistics for different meshes with a Bingham fluid ($Bi = 500$)

<table>
<thead>
<tr>
<th>Mesh 1</th>
<th>Mesh 2</th>
<th>Mesh 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>nb. of elements $N_E$</td>
<td>252</td>
<td>2084</td>
</tr>
<tr>
<td>linear constraints</td>
<td>9942</td>
<td>81630</td>
</tr>
<tr>
<td>conic constraints</td>
<td>3024</td>
<td>25008</td>
</tr>
<tr>
<td>optimization variables</td>
<td>12852</td>
<td>106284</td>
</tr>
<tr>
<td>nb. of iterations</td>
<td>23</td>
<td>31</td>
</tr>
<tr>
<td>presolve time (s)</td>
<td>0.17</td>
<td>7.3</td>
</tr>
<tr>
<td>optimization time (s)</td>
<td>0.16</td>
<td>5.8</td>
</tr>
<tr>
<td>total time (s)</td>
<td>0.33</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Table 3: Computation statistics for different meshes with a HB fluid ($Bi = 500$)

Figure 5: Dependence of the number of iterations with respect to the total number of optimization variables.

○ : $Bi = 0$, □ : $Bi = 2$, ▽ : $Bi = 5$, △ : $Bi = 20$, + : $Bi = 50$, * : $Bi = 200$, ♦ : $Bi = 500$
and $Bi = 500$). This can be easily explained because, for high Bingham numbers, the solution is dominated by yield effects which are the cause of the numerical difficulties due to the non-smoothness of the yield term. However, it is important to note that the present method remains perfectly suitable for treating the case of zero viscosity or infinite Bingham numbers.

Finally, some statistics in terms of size and computing times of the optimization problems which have been solved are presented in Table 2 for $Bi = 500$. For the three considered meshes, the number of optimization variables, linear constraints and conic constraints are given. As regards computing times, the reordering time corresponds to a procedure of MOSEK used to reorder the linear equality constraints. Therefore, the total computing time includes the preordering time and the time needed for the actual optimization part. The time needed to assemble the matrices used to formulate the problem has not been taken into account since it is not very important and can be optimized using an appropriate programming language. Note that all computations have been performed on a Intel-P4 2.4 GHz running Linux 32-bits using MOSEK v7.0, finite element meshes have been generated using Gmsh and the matrices have been assembled in MATLAB 7.11 (R2010b). It is to be observed that the total computing time for a relatively large problem (mesh 3 with a few hundred of thousands of variables) remains moderate for both models. Such performances are further illustrated by figure 5 representing the number of iterations of the interior point solver as a function of the total number of optimization variables. One can observe that, even for a large range of optimization variables, the number of iterations exhibits a very weak dependency with respect to the problem size. This is a particular feature of such algorithms and also illustrates that the practical complexity of the number of iterations required to converge is, in general, better than the theoretical one which predicts a complexity of $O(\sqrt{N} \log \frac{1}{\epsilon})$ where $N$ is the number of variables and $\epsilon$ the desired
(a) Experimental velocity field obtained by PIV in a region close to the plate ($V = 1 \text{ mm/s}$, $\tau_0 = 34 \text{ Pa}$, $K = 13.9 \text{ UI}$, $m = 0.35$)

(b) Velocity field obtained by numerical computation in the fluid bath ($V = 1 \text{ mm/s}$) and corresponding window of observation for the experimental measures

Figure 7: Comparison of velocity fields

accuracy [29]. In particular for the highest Bingham numbers, we see here that the number of iteration complexity is roughly in $O(N^{1/10}) - O(N^{1/6})$ for a fixed accuracy. Besides, due to the high sparsity of the constraint matrix, each iteration can be solved with a very good time complexity (almost linear), so that the complexity of the total computing time is almost linear ($O(N^{1.15})$) as illustrated in figure 6. This remark confirms the fact that such algorithms present, in practice, a low-order polynomial time complexity and this seem to be independent from the viscosity model (Bingham or Herschel-Bulkley).

Unfortunately, we were not able to find references of computing times using traditional techniques such as the Augmented Lagrangian in the available literature, but, to the authors opinion, such computing times may probably be much larger since the Augmented Lagrangian presents, in general, a much stronger dependance of the number of iterations with respect to the problem size.
Figure 8: Vertical velocity profile in the plate central zone ($V = 0.5 \text{ mm/s}$)

Figure 9: Vertical velocity profile in the plate central zone ($V = 5 \text{ mm/s}$)
5.3. Flow of a HB fluid around a moving plate

The proposed method is finally validated by modeling the flow generated by the displacement of a partially immersed plate in a bath of yield stress fluid \cite{30, 31}. In the experiments, the plate is withdrawn at constant velocity in the range \([0.2; 17\text{mm.s}^{-1}]\) from a bath of Carbopol gel following a HB behavior with \(\tau_0 = 34\text{ Pa}, \ K = 13.9\text{ Pa.s}^{-m}\) and \(m = 0.35\). The fluid domain is a 25cm-height, 10cm-width and 15cm-length parallelepiped, the plate being covered with sandpaper in order to prevent any slippage. Its thickness is 1.88mm, its height 25cm and its width 7cm. The velocity field around the plate is determined in a plane perpendicular to the plate, along its central axis using the Particle Image Velocimetry (PIV) technique.

Due to the problem symmetry, only half of the fluid bath has been modeled. A perfect adherence to the walls and the plate has been assumed and the fluid surface is stress-free. A vertical velocity of intensity \(V\) has been imposed to the plate. The computed velocity fields are compared to the velocities observed once a steady state has been established in the fluid bath.

Figure 7(a) shows the experimental vertical velocity field around the plate far from the free surface and the plate tip while Figure 7(b) presents the numerical velocity field computed with the same parameters (except with \(m = 0.4\)). In both cases the fluid is strongly sheared upwards in a small layer along the plate, whereas it slightly moves downwards far from the plate. Besides, the velocity profile is uniform along the plate in a region away from the free surface and the plate tip. More precisely, the vertical velocity profiles in this region have been represented as a function of the distance from the plate and are compared against experimental values in figures 8 and 9. The simulations correctly reproduced the specific features of this flow: there is a linear velocity gradient near the plate and a negative velocity plateau in the fluid recirculation area.

6. Conclusions

A new optimization technique to solve minimization problems arising in the simulation of yield stress fluid flows has been presented. The method relies on a standard finite element discretization, on the formulation of the discretized minimization problem as a second-order cone program and on the use of dedicated efficient interior-point solvers, like the industrial software package MOSEK. The advantage of using such techniques over traditional approaches, like the Augmented Lagrangian for instance, have been underlined and computing times as functions of the size of the problem have been reported on a benchmark example. An excellent time complexity (almost linear) has been observed for the Bingham as well as for the Herschel-Bulkley model and for a wide range of Bingham numbers. The method has been further validated on the simulation of the flow generated by the plate displacement in a bath of yield stress fluid by comparing the obtained velocity fields to experimental measurements.

It is important to note that the proposed approach can be easily generalized to other types of problems. Indeed, for the sake of simplicity, the present work has been restricted to
a 2D plane strain steady state setting. The generalization to axisymmetric or 3D problems will affect only the finite element discretization process whereas the problem formulation as a second-order cone program will have exactly the same structure. Similarly, the simulation of transient flows can be also modeled using the proposed approach as it requires the resolution of similar problems at each time step. To the author’s opinion, the simulation of transient 3D flows in complex geometry would greatly benefit from the computational efficiency of the proposed method.

References


