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Abstract
At low Reynolds numbers, laminar-turbulent transition occurs on the suction side of high-lift low-pressure turbine blades. The prediction of this flow is an important step in low-pressure turbine design. Thus the laminar-turbulent transition must be modeled or resolved. The flow around the high-lift low-pressure turbine blade T106C is predicted using RANS simulations, without and with transition model, and Large-Eddy Simulations (LES). Large-eddy simulations are performed in order to predict the laminar separation bubble without any laminar-turbulent transition modeling. Only two Reynolds numbers are investigated with LES and the current study concerns also the validation of the turbulent random flow generation technique of Smirnov et al. [1]. Reynolds number and freestream turbulence effects are studied using the analysis of the unsteady behavior of the separated shear layer and the bubble. The steady flow predicted by RANS simulation with transition model and by the time-averaged LES are in good agreement with isentropic Mach number distribution at midspan, except for the lowest Reynolds number (Re_{2is} = 80 000). For this last case, the separation and transition points are predicted downstream of the experimental points. The spectral analysis of LES results at different locations allows determining specific frequencies of physical mechanisms. Large-eddy simulations are able to predict laminar separation bubble over the high-lift low-pressure turbine blade T106C as RANS simulation with transition model and to capture the Kelvin-Helmholtz instability which is the cause of the transition mechanism.
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1. Introduction
In order to decrease the weight and cost of modern low-pressure turbines (LPT), the trend is to design LPT with a reduced number of blades while maintaining the same amount of stage work and a high efficiency. The trend of a drastic reduction of blade number is now over because a very small blade number has a too strong impact on performance, especially on efficiency. The engine manufacturers design now LPT with a decreased blade number with respect to the previous generation i.e. to the engine of the last decade but this blade number results from a compromise between weight and cost decrease, and performance increase as the objective of blade number reduction must be achieved with a maximum efficiency. So, by comparison to previous LPT, the blade loading and efficiency are higher while the weight and cost are lower. The modern LPT produces high lift and the suction side of the blade is subjected to strong adverse pressure gradient.
The LPT operates at relative low Reynolds number. At cruise, this Reynolds number is nearly 100 000 [2]. The boundary layer is consequently laminar over a large part of the suction side and is unable to overcome the strong adverse pressure gradient. Thus the boundary layer may separate and create a laminar separation bubble (LSB) where the laminar-turbulent transition
is triggered [3]. Depending on the Reynolds number, the adverse pressure gradient and the freestream turbulence, this bubble can be short, long or open. Gaster [4] conducted a detailed investigation of laminar separation bubble, showed the existence of these different bubbles and described the bursting phenomenon i.e. the passage from a short bubble to a long bubble. He also tried to identify critical parameters for the bursting onset and showed that for the longer bubbles and low freestream turbulence, much of the flow within the bubble is laminar and Tollmien-Schlichting instabilities have been observed. The phenomenon of transition triggered by separation bubble was also described by Hatman and Wang [5][6][7][8]. For constant freestream conditions (turbulence intensity and adverse pressure gradient) when lowering the Reynolds number the bubble size increases. Firstly, the bursting is observed, which means the change of a short bubble into a long bubble. Then, for extreme low Reynolds numbers massive separation takes place and the boundary layer does not reattach: the bubble is open. The lower the Reynolds number is, the higher are the losses and lower the efficiency [3]. It is worth noting that in the present study, the bubble classification is based on the effect of the bubble on the static pressure distribution. A short bubble causes a minor perturbation to the pressure distribution and the suction peak is retained and can increase with an increasing angle of attack. On the other hand, a long bubble drastically modifies the pressure distribution in such a way that the suction peak disappears [4].

Boundary layer prediction is a critical point for the flow simulation within a high lift LPT. The most accurate method is the Direct Numerical Simulation. Although some recent studies deal with turbomachine simulation using DNS and show the capability to correctly capture the laminar-turbulent transition phenomenon [9][10][11], the required computational effort is still far beyond the capabilities of modern supercomputers. A cheaper way to simulate the flow within a compressor or a turbine is Reynolds Averaged Navier-Stokes simulation (RANS). It requires transition modeling in order to take the laminar part of the boundary layer into account. This modeling is performed using transition criterion [12] or transport equations [13][14][15]. Nevertheless RANS simulations provide only information about the mean flow and turbulence is modeled. A solution between these two methods is Large-Eddy Simulation in which the large scales are resolved and only the effect of the small unresolved (subgrid) scales is modeled. This method does not require transition modeling for the case of separation-induced transition. Recent studies demonstrated the benefits of LES on complex flow prediction in turbomachinery applications [16][17][18] and in helicopter framework where the laminar separation bubble exists, especially near the leading edge in dynamic stall conditions. Richez et al. [19] showed that the transition of the suction-side boundary layer via a LSB near the leading edge can be captured by LES as proved by the very good agreement with a linear inviscid instability theory.

Laminar-turbulent transition was already investigated by some authors with LES. Raverdy et al. [20] studied the low-pressure turbine T106A at $R_{2a} = 160000$ and $M_e = 0.1$. The predicted laminar separation bubble is short and the separated shear layer rolls up and coherent structures are ejected. The authors showed that this roll-up is tied to the Kelvin-Helmholtz instability. They also performed a spectral analysis. The two observed frequencies are respectively relative to the flapping of the separated shear layer and to the vortex shedding at the trailing edge. The comparison of spectra shows a coupling between the bubble delimited by separation and reattachment points and the vortex shedding. Mittal et al. [21] studied also a low-pressure turbine blade and highlighted the mechanism from the separated shear layer to the three-dimensional vortex shedding via the laminar separation bubble at low Reynolds number and the Kelvin-Helmholtz instability at high Reynolds number. At low Reynolds number, the vortex shedding frequencies are determined by the spectral analysis which also shows that the flow over the suction surface is not turbulent. Matsuura and Kato [22] performed a LES over the low pressure turbine cascade T106 without and with freestream turbulence. Without turbulence, pressure waves propagate from the trailing edge to the
leading edge and induce oscillation of separation bubble. These waves do not exist with freestream turbulence (5%). They show that the coherent structures within the wake are clearly dependent on the freestream turbulence: two-dimensional without turbulence, fully three-dimensional with turbulence. Funazaki et al. [23] studied experimentally and numerically the effect of the freestream turbulence on the boundary layer development over the suction side of a low pressure turbine blade for several high lift conditions. The inlet turbulence is generated using the stochastic noise generation and radiation method [24]. The higher the freestream turbulence intensity is, the thinner and shorter is the laminar separation bubble. The shear layer and the laminar separation bubble are energized just downstream of the separation point. With high freestream turbulence intensity, the location of the maximum thickness of the separation bubble moves upstream, implying earlier transition. The spectral analysis exhibits the Kelvin-Helmholtz instability which is confirmed by criterion computations. The unsteady analysis shows the involved mechanism from roll-up of the shear layer to the vortex shedding. This mechanism becomes more complex with freestream turbulence. Other authors studied the influence of passing wakes on the boundary layer development on the T106 blade for different exit Reynolds numbers (Michelassi et al. [25]: \( Re_{2\text{is}} = 270,000 \), Sarkar and Voke [26]: \( Re_{2\text{is}} = 160,000 \)). Michelassi et al. [25] show that a LES can predict a transition point with 0.1 \( C_{\text{ax}} \) delay in comparison to DNS due to filtered frequencies. They consider that a better resolution is necessary in the transitional portion of the suction side in order to capture these frequencies. High freestream turbulence intensity and incoming wakes were also investigated by Zhang and Hodson [27]. The unsteady transition mechanism is strongly modified in comparison to low freestream turbulence intensity. The time-averaged separation on suction surface is much smaller and the transition onset moves upstream.

In turbomachinery flows, the freestream turbulence intensity range is wide, ranging from some tenths per cent to ten or twenty per cent. Due to the receptivity of the boundary layer, this intensity plays a significant part in the development of the boundary layer and in the transition mode. As discussed by Mayle [3], three modes are observed in turbomachinery flows: natural transition (Tollmien-Schlichting wave), by-pass transition and separated-flow transition. The natural transition occurs at low freestream turbulence intensity while by-pass transition is triggered at high turbulence level. For the third case, the turbulence influences the separation and transition points and so the bubble type. Thus it is important to inject the correct value of freestream turbulence intensity in numerical simulations. Some techniques exist to generate freestream turbulence for Large-Eddy Simulation, especially the cyclic channel [28], the stochastic noise generation and radiation method [24] used by Funazaki et al. [23], the synthetic eddy method (SEM) [29][30] or the random flow generation [1]. A review of these methods is given by Tabor and Baba-Ahmadi [31]. The method of Smirnov et al. [1] is chosen for its respect to the continuity equation and its simplicity to use. One of the objectives of the current investigation is the validation of the method of Smirnov et al. [1] for turbomachinery applications. For the third transition mode, two instabilities can lead to transition, the Tollmien-Schlichting (TS) and Kelvin-Helmholtz (KH) instabilities which can be linked. Diwan and Ramesh [32] show the primary instability mechanism is inflectional and this inviscid instability can be seen as an extension of the TS instability. They consider that the KH instability is dominant only when the separated shear layer is far from the wall. McAuliffe and Yaras [33] show that both the TS and KH instabilities can play a role in transition process if they occur at the similar frequency (case 1 in the original article). In another case (case 2), the KH instability is dominant.

The objective of the current investigation is the assessment of compressible LES ability to predict separation-induced transition using elsA software which is not dedicated to LES method, by comparison to experimental data and numerical results obtained with RANS and
URANS simulations based on transport equations for transition modeling [13][14]. The open bubble is considered as a difficult simulation for compressible LES over turbine airfoil. The low pressure turbine is the T106C one [34] and is described in the first part of this article. The innovative aspect of the present study is the high speed test case of which experimental data have been very recently published [34]. Then the numerical methods and turbulence and transition models are detailed. The results shown in the present article concern not only the performances and the average flow but the analysis of unsteady flow and spectral analysis for different Reynolds numbers and freestream intensities as well. This is worth noting that the present inlet conditions are not fully representative of real engine which involves high freestream turbulence intensity and incoming wakes. Nevertheless the aim of this investigation is to assess the ability of LES method in *elsa* CFD software to capture such flows, especially the open bubble which is only observed at low freestream turbulence intensity and low Reynolds number. The incoming wakes and high freestream turbulence intensity will be investigated in future works as the present investigation is only a part of a large internal project into laminar-turbulent transition in framework of high speed low pressure turbine characterized by high lift airfoil.

2. **T106C Cascade**

The T106C is classified as a very high-lift mid-loaded LP turbine airfoil, characterized by a suction side velocity peak at mid curvilinear abscissa followed by a strong flow deceleration towards the trailing edge [34]. This blade section has a stronger adverse pressure gradient than current designed LPT and has been widely studied through both experimental and numerical investigations. This LPT blade was experimentally investigated in the framework of the European project TATMo. The characteristics of the T106C cascade are summarized in Table 1. During the experimental investigations, different freestream turbulence intensities have been considered. The natural inlet turbulence intensity of the facility is 0.9%. A passive turbulence grid was employed upstream of the cascade in order to generate distinct levels of free-stream turbulence intensity, from 1.8 to 3.2%. In the present study, the natural turbulence intensity is only considered. The effect of freestream turbulence intensity was assessed by Benyahia *et al.* [15]. The Reynolds number $Re_{2is}$ based on the isentropic exit Mach number $M_{2is}$ and the blade chord $c$ ranges from 80 000 to 250 000.

Rms quantities are a necessary condition to validate the LES results. Thus the choice of freestream turbulence intensity results also from the available experimental data. The averaged and rms values of the wall shear stress have only been measured at turbulence intensities of 0.9 and 1.8% [35]. Unfortunately this last level is still too low to be representative of real engine and there is no open bubble. It reinforces the choice of the natural turbulence intensity for which the bubble is open at Reynolds number $Re_{2is}$ equal to 80 000. It should be noticed that the wall shear layer is measured by surface-mounted hot-films which are insensitive to reversed flow.

<table>
<thead>
<tr>
<th>Table 1 : T106C main characteristics [35]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chord $c$ [mm]</td>
</tr>
<tr>
<td>Pitch to chord ratio $g/c$</td>
</tr>
<tr>
<td>Aspect ratio $h/c$</td>
</tr>
<tr>
<td>Inlet flow angle $\beta_1$ [°]</td>
</tr>
<tr>
<td>Blade stagger $\gamma$ [°]</td>
</tr>
<tr>
<td>Isentropic exit Mach number $M_{2is}$</td>
</tr>
<tr>
<td>Diffusion factor</td>
</tr>
</tbody>
</table>

In experiments, the quasi wall shear stress is measured using hot-films sensors. The hot films sensors are insensitive to flow direction. Thus, the norm of quasi wall shear stress is only
available. That’s why only positive values are plotted. The hot-films sensors could not be calibrated and their output was processed in a semi quantitative manner \[34\][35]. Thus the charts show only the qualitative evolution of the quasi-wall shear stress. Therefore, the scale on each vertical axis should not be used to extrapolate quantitative values. Moreover the RMS value is relative to the voltage signal in experiments and to wall shear stress in CFD although the normalization is computed in a same manner i.e. using the time-averaged wall shear stress. It should be noticed that the numerical wall shear stress is computed using instantaneous velocity field allowing the computation of time-averaged and RMS values.

3. Numerical methods

The numerical simulations have been performed using the \textit{elsA} software \[36\], developed at ONERA. This code is based on a cell centered finite volume technique and structured multiblock meshes. The viscous fluxes are computed with a second-order centered scheme. For efficiency, implicit time integration is employed to deal with the very small grid size encountered near the wall.

For LES computations, the convective fluxes are discretized with the third-order accurate AUSM+(P) scheme developed by Mary and Sagaut \[37\]. The numerical dissipation is proportional to the local fluid velocity. The time integration is performed with the second order backward scheme of Gear. The chosen time step is set equal to $10^{-7}$ s. Therefore the CFL number is lower than 1 in the whole domain except in the boundary layer where its maximum value is 12. At each time step, an approximate Newton method is used to solve the non-linear problem using LU factorization method. Six Newton sub-iterations are used. The use of 6 sub-iterations per time-step is required to reach a decay superior to one and a half order of magnitude for the residuals. This criterion is a compromise between accuracy and cost of the computation and takes into account the small time step involved \[38\]. Moreover, Daude \textit{et al.} \[39\] use a ratio of CFL/N equal to 2 where N is the sub-iteration number, to perform LES in order to reduce CPU cost in comparison to an explicit time integration scheme while the result quality is identical. In the present case, the maximum CFL is equal to 12. Thus 6 sub-iterations are used.

For the steady and unsteady RANS computations, the convective fluxes are computed with the second order upwind scheme of Roe \[40\] or the third-order AUSM+(P) scheme. The backward Euler time integration scheme has been employed. Local time step with a scalar LU-SSOR implicit method has been also used. As for LES, the time integration method of URANS simulations is the second-order scheme of Gear with a time step equal to $10^{-7}$ s and six sub-iterations. It is worth noting that the sensitivity of RANS results to numerical parameters is investigated in section 5.1.

In order to limit the size of the numerical mesh, the inlet plane of the computational domain is placed at half an chord upstream the leading edge, whereas, the outlet plane is at one and a half chord downstream the trailing edge to resolve the wake behind the blade. It is worth noting that the outlet plane is not used for the performance computations. The performance computations are based on data at upstream and downstream planes. The experimental data are specified at the inlet plane used as upstream plane, especially the total pressure used in loss computation, and the downstream plane is not the outlet plane of the computational domain but the outlet experimental plane which is located 0.55 $C_{ax}$ downstream of the trailing edge. The numerical data are directly extracted in this plane and used for the performance computations. The computational domain consists of only one blade passage. The boundaries in pitchwise direction are assumed periodic. Because of the high aspect ratio $h/c$, the flow at midspan can be considered two dimensional, thereby allowing three-dimensional simulations to be performed under the assumption of a homogeneous flow in the spanwise direction. Thus the simulations are quasi-three dimensional with RANS modeling i.e. the meshes are
composed of few points spanwise and a periodic condition is applied at the spanwise boundaries. For LES, the computational domain extends over 15\% of chord spanwise which is a classical value [25][26][41] and the boundaries in spanwise and pitchwise directions are considered periodic. The LES computational domain is composed of 161 points in spanwise direction and is computed using a finite volume method, not a spectral one. For all computations, total enthalpy and pressure are specified at the inlet plane and a static pressure at the outlet plane while a no-slip adiabatic wall condition is applied at the blade surface.

The LES mesh is composed of 27 million points. This mesh appears to be refined enough to accurately describe the boundary layers developing on the blade. Figure 1a shows the computational domain at a given span (one out of four points in both streamwise and pitchwise directions) and the normalized dimensions of the cells on the wall are depicted in Figure 1b (Re_{2is} = 80 000) and Figure 1c (Re_{2is} = 140 000). The values relative to Re_{2is} = 80 000 are lower than the required ones [42]: 50 (x^+), 1 (y^+) and 15 (z^+). For the high computed Reynolds number (Re_{2is} = 140 000), the normalized dimensions of the cells on the wall are higher than the required ones only at the leading edge. Three meshes have been used for RANS computations. The coarse, medium and fine meshes are respectively composed of 257 thousand, 0.9 million and 1.66 million points. The fine mesh is relative to the LES mesh with only eleven points spanwise.

Figure 1: LES mesh with one out of 4 points in both streamwise and pitchwise directions (a) and x^+, y^+ and z^+ distributions on suction side for Re_{2is} = 80 000 (b) and Re_{2is} = 140 000 (c)
4. Turbulence and transition modeling

4.1. RANS simulations

The RANS computations are performed with the k-ω SST model of Menter [43]. Due to Boussinesq hypothesis, the Reynolds stress tensor immediately scales with the mean rate of strain tensor. It leads to very high turbulent production close to stagnation point and extra turbulence is convected downstream, deeply affecting the prediction. In the present case, for RANS simulations, the turbulent kinetic energy production term $P_k$ is limited using the turbulent dissipation such as $P_k = \min(2\nu, S_{ij}S_{ij}; 10\beta^2 \omega)$.

As this turbulence model is unable to capture laminar-turbulent transition, this phenomenon is predicted with the transport equation model of Menter et al. [13][14]. This model has been implemented in elsA solver by Content and Houdeville [44] and Benyahia et al. [15]. All Reynolds numbers of the considered range are simulated with RANS model without and with transition model. For RANS computations, the turbulent Reynolds number $\mu_t/\mu$ is equal to 3 in the inlet plane. The turbulent Reynolds number value is chosen in order to have a good agreement of the turbulence decay from the inlet plane towards the airfoil with the experimental data. It is reminded that the freestream turbulence intensity at the leading edge is equal to 0.9%. A preliminary study has been performed to determine these values at the current inlet plane. Figure 2 shows the experimental and CFD turbulence decay upstream of the leading edge. The experimental decay is extracted from [50]. The asymptotic turbulence decay obtained with CFD allows reaching the freestream of 0.9% at the leading edge. Using this law and the homogeneous isotropic turbulence decay, the turbulent dissipation $\varepsilon$ and then the turbulent Reynolds number can be estimated at the current inlet plane. The current $Tu$ decay obtained by RANS simulations with transition model on the fine mesh fits the preliminary CFD result from the inlet plane to the leading edge.

![Figure 2: Experimental and CFD turbulence decay](image)

The inlet values of turbulent kinetic energy and specific dissipation rate are computed from the freestream turbulence intensity and the inlet turbulent Reynolds number. Concerning the transition variables, the intermittency is set to 1.0 at the inlet of the computational domain and the momentum Reynolds number is set according to Langtry and Menter's correlation with $\lambda_\theta = 0.0$ [45].
4.2. Subgrid scale model

The subgrid scale model (SGS) used in large-eddy simulation and chosen for the current investigation is the WALE model (Wall Adapting Local Eddy viscosity) proposed by Ducros et al. [46]. Nicoud and Ducros [47] show that a LES with the WALE SGS model does not produce any eddy viscosity in the case of wall-bounded laminar flow such as the Poiseuille flow. The amount of turbulent diffusion would be negligible and the development of linearly unstable waves would be possible. As the Smagorinsky invariant is large in pure shear layer, the Smagorinsky SGS model is unable to capture the laminar-turbulent transition. In the present study, the zero production of eddy viscosity was checked. Figure 3 depicts the turbulent (subgrid) over molecular viscosity ratio. Lines represent isovalue of normalized spanwise vorticity. In the laminar boundary layer, the subgrid viscosity is six times smaller than the molecular viscosity. So the turbulent viscosity is very close to zero. The turbulent viscosity production begins sufficiently far downstream of the separation point, near the transition point.

Calling the cell volume $\Delta$, the subgrid viscosity $\mu_{sg}$ is defined as

$$
\mu_{sg} = (C \Delta)^2 \frac{(S_{ij}^d S_{ij}^d)^{\frac{1}{2}}}{(S_{ij} S_{ij})^{\frac{1}{2}} + (S_{ij}^d S_{ij}^d)^{\frac{1}{2}}}
$$

(1)

With

$$
S_{ij}' = \frac{1}{2} \left( g_{ij} + g_{ji} \right) - \frac{1}{3} g_{kk} \delta_{ij}; g_{ij} = \frac{\partial \mu}{\partial x_j} \text{ and } C = 0.5
$$

(2)

The constant $C$ of this model is equal to 0.5. LES computations concern only two Reynolds numbers: $Re_{2is} = 80\,000$ and $Re_{2is} = 140\,000$. For $Re_{2is} = 80\,000$, two simulations are performed, without and with freestream turbulence. The generation of random turbulent flow at the inlet boundary is detailed in the next section.

Figure 3: Turbulent over molecular viscosity ratio at an arbitrary time.
4.3. Turbulent random flow generation technique

The generation of random turbulent flow at the inlet boundary is performed with the technique developed by Smirnov et al. [1]. Recent studies show the benefits of this method for LES and zonal hybrid RANS/LES computations [18][48]. Brunet [48] has integrated the random flow generation technique developed by Smirnov et al. [1] (RFG) into the elsA solver of ONERA [36]. The aim of the method is to determine the perturbation velocity relative to the targeted averaged turbulence. The first step consists in imposing the Reynolds stress tensor corresponding to this averaged turbulence.

$$\tau_{ij}^R = u_i' u_j'$$  \hspace{1cm} (3)

This problem with six unknowns is simplified to a three-unknown system $c_n$ using the orthogonal transformation tensor $a_{ij}$ that would diagonalize $\tau_{ij}^R$:

$$a_{mi} a_{nj} \tau_{ij}^R = \delta_{mn} (c_n)^2$$  \hspace{1cm} (4)

The coefficients $c_n$ play the role of turbulent fluctuating velocities ($u'$, $v'$ or $w'$) in the new coordinate system produced by the transformation tensor $a_{ij}$. As this approach is an evolution of the Kraichnan's technique [49], it is based on a superposition of harmonic functions to generate a perturbation velocity vector:

$$v_i(x_i, t) = \sqrt{\frac{2}{N}} \sum_{n=1}^{N} \left[ p_i^n \cos(k^n_i x_i + \omega^n_n t) + q^n_i \sin(k^n_i x_i + \omega^n_n t) \right]$$  \hspace{1cm} (5)

With

$$k^n_i = k^n_i \frac{c}{l}; \quad \bar{x}_i = \frac{x^n_i}{l}; \quad \bar{t} = \frac{t}{\tau}; \quad c = \frac{l}{\tau}$$  \hspace{1cm} (6)

$$p_i^n = \varepsilon_{ijk} s_j^n k_m^n; \quad q_i^n = \varepsilon_{ijk} s_j^n s_k^n, \quad \bar{\omega} = N(0, 1), k_i^n \in N\left(0, \frac{1}{2}\right)$$  \hspace{1cm} (7)

Where $l$, $\tau$ are the length- and the time-scales of turbulence, $\varepsilon_{ijk}$ is the permutation tensor used in vector product operation and $N(M, \sigma)$ is a normal distribution of $N$ samples with mean $M$ and standard deviation $\sigma$. These random perturbation variables are generated only once for an entire simulation, which ensures a spatial and time coherency for the different blocks of the simulation. It could be noticed that the numbers $k_i^n$ and $\omega_n$ represent a sample of $n$ wavenumber vectors and frequencies of the modeled turbulence spectrum:

$$E(k) = 16 \left(\frac{2}{\pi}\right)^{\frac{1}{2}} k^4 \exp(-2k^2)$$  \hspace{1cm} (8)

Finally, the perturbation vector is given by:

$$w_i(x_i, t) = c_i v_i(x_i, t) \quad \text{and} \quad u_i'(x_i, t) = a_{ni} w_i(x_i, t)$$  \hspace{1cm} (9)

The considered boundary conditions chosen to apply this perturbation method impose to fix the total pressure, the total enthalpy, the normal unity velocity vector. It respects the
characteristic theory for subsonic boundary conditions. To maintain this, the turbulent perturbation imposed thanks to the RFG technique is introduced through local modifications of the three previous imposed physical parameters of the boundary condition. This technique requires the Reynolds Stress tensor, characteristic turbulence length and time scales and the number of random samples. It allows generating non-homogeneous anisotropic flow field. Smirnov et al. [1] validated the turbulent random flow generation technique with isotropic homogeneous turbulence, anisotropic homogeneous turbulence and anisotropic nonhomogeneous turbulence. All these characteristics are well captured by this method. They also generate the turbulent field behind a flat plate. The technique is able to reproduce the turbulent characteristics of the flat plate wake as the inertial range. Although the turbulence decay is well captured, they consider that better results are expected using a finer grid. Brunet [48] studied the influence of the turbulent length scale on the generated turbulence and its advection. After a rapid decrease in the first cells downstream of the inlet boundary condition due to the damping of non-physical fluctuations, the turbulence level is quite stable even if the turbulent diffusion increases for smaller length scale. Nevertheless, if the boundary conditions are generated using realistic turbulence quantities and spectra, the transition region is small [1].

![Instantaneous spanwise velocity distribution at midspan](image)

(a) Without freestream turbulence  
(b) With freestream turbulence – Smirnov’s method

Figure 4: Instantaneous spanwise velocity distribution at midspan - Without (a) and with (b) freestream turbulence - Re$_{2is}$ = 80 000

In practice, it requires the turbulent rate $T_u$ and the turbulent length scale $l$. In the present case, $T_u$ is equal to 0.9% and the length scale is equal to the experimental integral scale [35]. Its value is 4 mm and is equal to 29% of the spanwise extension of the computational domain and 4.5% of the pitchwise one. Figure 4 depicts the instantaneous spanwise velocity at midspan for Re$_{2is}$ = 80 000. The comparison of the distributions shows the injection of coherent structures relative to the freestream turbulence. As the average spanwise velocity is equal to zero upstream of the blade, the fluctuating part is directly the instantaneous value. The levels of fluctuating spanwise velocity observed in Figure 4b are coherent with the turbulent velocity scale $v = \frac{l}{\tau}$ normalized by freestream velocity $v/U_0 = 7e^{-3}$.

As shown by equations relative to the Smirnov method, the injected freestream turbulence is a noise distributed along with a normalized length which is equal to 1. The target length scale is then used to have a distribution around it. So, contrary to Synthetic Eddy Method, all eddies do not have the same characteristic length. However, this length comes from the previous distribution. It is expected to have eddy length slightly smaller or higher than the targeted length (4 mm in the present case). Figure 4b shows that the size of a freestream eddy
described by a blue patch is close to 4 mm, especially before the eddy stretching due to the velocity field in the vicinity of the airfoil and its leading edge.

The freestream turbulence intensity is computed for URANS and LES simulations. From the inlet plane, as the distance to the leading edge decreases, the velocity decreases and the turbulent kinetic energy decreases due to the turbulence decay. Nevertheless, close to the leading edge, the turbulent kinetic energy increased. It results in a decrease followed by an increase of the turbulence intensity. Very close to the leading edge, the turbulence intensity is close to 1% for both URANS and LES.

5. RANS and time-averaged LES results

5.1. Performances

Figure 5 shows the midspan isentropic Mach number distributions along the blade for three Reynolds numbers $\text{Re}_{2is}$. For all considered Reynolds numbers boundary layer separation occurs on the suction side in the adverse pressure gradient region. Separation is well visible on the isentropic Mach number plots: a small to long plateau appears in the decelerating region. The experimental data and the CFD results are in very good agreement. The isentropic Mach number peak is well captured as well as the separation point except for the lowest Reynolds number $\text{Re}_{2is} = 80 000$ (figures Figure 5a and Figure 5b) for which the separation point is predicted downstream of the experimental separation point (cf. section 5.2). For the case $\text{Re}_{2is} = 140 000$, the reattachment point is located upstream and downstream of the experimental point respectively for RANS and LES results. As shown in the next section, the discrepancy is close to 6% of axial chord $C_{ax}$. For all Reynolds number, the fully turbulent RANS simulations do not predict any separation or bubble. The mesh density effect is clearly visible between the coarse and the medium mesh, especially for $\text{Re}_{2is} = 80 000$. As the number of points is increased, the separation point moves downstream. As shown in section 5.3, the simulation based on the coarse mesh predicts an open bubble while a long bubble is captured by the medium and fine meshes. The discrepancy between the medium and the fine mesh is sufficiently small to assume that the mesh convergence is almost reached. Babajee and Arts [50] show a similar effect of mesh on isentropic Mach number distribution of the T108 blade: the prediction is improved if the wake is well taken into account in the mesh generation process, resulting in a reattachment point located upstream of the point predicted on a coarse mesh. This result is consistent with the present study. The numerical scheme has also an effect on isentropic Mach number distribution with the fine mesh but it is very small on the separation and pressure recovery points. For all Reynolds numbers, steady and time-averaged unsteady RANS results are very similar. It points out that the unsteadiness captured in unsteady RANS simulation has small amplitude. This assumption will be investigated later.
Figure 5: Isentropic Mach distribution on T106C blade at midspan for three different isentropic exit Reynolds number
The main difference with experimental data concerns the case Re_{2is} = 80,000: the predicted bubble is not open which explains the discrepancy near the trailing edge. In the separated flow region, the isentropic Mach number distributions obtained numerically are close to the ones obtained experimentally, at least for the level because the main discrepancy comes from the separation point location. A decrease of the Reynolds number leads to an increase of the pressure plateau size which corresponds to a growth of the laminar separation bubble. For all Reynolds number, the isentropic Mach number of LES is computed from the time-averaged flow. The LES improves the isentropic Mach number distribution although the separation point is predicted downstream of the experimental one. The isentropic Mach number level is closer to the experimental data, especially in the vicinity of the plateau. The comparison of isentropic Mach number predicted by LES without and with freestream turbulence shows that this incoming turbulence has a small effect on results. The separation point is slightly moved downstream with freestream turbulence: the normalized curvilinear abscissa which is equal to zero at the leading edge and one at the trailing edge traveling the suction side is increased by 0.005 (cf. section 5.2). This is due to the generation of small fluctuations in the laminar boundary layer which allows a higher ability to overcome the adverse pressure gradient. As the freestream turbulence intensity is small, the effect of turbulence is limited.

For the case Re_{2is} = 140,000, the RANS simulations with transition modeling predict an isentropic Mach number close to the experimental data, except for the reattachment point. This is due to the prediction of a small laminar separation bubble for this Reynolds number and the prediction of the bursting for a lower Reynolds number. Thus the effect of the bubble on the pressure distribution is smaller for RANS simulations and hence the plateau length is smaller for RANS simulations with respect to experimental data. The isentropic Mach number distribution obtained with time-averaged LES with freestream turbulence is close to the experimental data although the level is smaller than the experimental one. Contrary to the RANS simulations, the LES simulation predicts a reattachment point downstream of the experimental one. As shown in section 5.3, the LES simulation captures a long bubble which explains that the laminar separation bubble length is slightly higher for the LES simulation than the experimental one. For RANS simulations with transition modeling and LES simulation, the pressure recovery is well predicted.

For the highest computed Reynolds number Re_{2is} = 250,000, the steady and time-averaged unsteady RANS predictions are close to the experimental data. The short bubble is well-captured by CFD. The mesh density has a small effect between the coarse and the medium mesh. The difference due to the increase of mesh density from the medium to the fine mesh and to the numerical schemes is almost negligible.

Similar RANS results are found in open literature. The isentropic Mach number distribution obtained with TRACE solver of DLR [51] is close to the present predictions, even if there is no low Reynolds study as the lowest computed Reynolds number is 120,000. Corral and Gisbert [52] show a better agreement with experimental data in comparison to the present predictions, especially at the lowest Reynolds number. The investigations of Babajee and Arts [50] and Pacciani et al. [53] show similar distributions, especially at the lower Reynolds number (Re_{2is} = 80,000). As shown by Babajee and Arts (Figure 9 in [50]), the injected turbulence parameters have a strong influence on laminar separation bubble prediction. At the lowest Reynolds number, using the wind tunnel decay law, the bubble is not correctly predicted while with a smaller turbulent Reynolds number, the bubble is longer and loss are closer to experimental data. However, at a higher Reynolds number, only the wind tunnel parameters lead to a correct prediction of loss. Thus the influence of the turbulent Reynolds number specified at the boundary condition has a great influence on results, probably much more than the calibrated functions. It should be noticed that current RANS isentropic Mach number distributions are close to their results (Figure 12 in [50]). In [53], the isentropic Mach number distributions at Re2is = 80,000 obtained with Langtry-Menter and Content-
Houdeville functions are closed to those obtained in the present investigation. Pacciani et al. obtained results in a better agreement with experimental data with the LKE model. However, the authors use the turbulent length scale over axial chord ratio equal to 2.5e-3. With an axial chord close to 0.08 m, this turbulent length scale is equal to 0.2 mm instead of 4mm [35]. Thus the turbulent Reynolds number which is proportional to $l\sqrt{k}$, is 20 times smaller than the experimental one. The work of Babajee and Arts shows that a small value of turbulent Reynolds number leads to a slight better agreement in isentropic Mach number distribution. From these works, the discrepancy with the experimental data can be explained by:

- The correlation functions in transition model of Menter et al. [13][14]. In these publications, two functions were not published: $F_{\text{length}}$ and $R_{\text{AC}}$. Different authors have proposed correlations [45][44][52]. Pacciani et al. [53] show that significant different predictions are obtained using various correlation functions.
- The diffusion constant of the transition model. Two values are generally used: 2 [45] and 10 [15]. Babajee and Arts [50] shows that this parameter has a strong effect on isentropic Mach number distribution and subsequently on losses.
- The applied boundary condition for the turbulent quantities. The freestream turbulence level and turbulent Reynolds number $Re_t$ have to be carefully specified. In the present study, these parameters are equal to 0.9% and 3 (cf. section 3). Babajee and Arts [50] exhibit an important influence of the turbulent Reynolds number $Re_t$ on the isentropic Mach number distribution and losses, especially at the lowest Reynolds number $Re_{2is} = 80\,000$ where an open bubble can be predicted if the turbulent Reynolds number $Re_t$ is small i.e. close to 0.01. In the present study, the turbulent Reynolds number value is chosen in order to have a good agreement of the turbulence decay from the inlet plane towards the airfoil with the experimental data.

In the present investigation, the transition point error is directly linked to the separation point error. The separation error is mainly driven by inflow and outflow boundary conditions which have been calibrated at the higher Reynolds number (250 000) with RANS simulations and by the numerical scheme which could be too dissipative despite the third order. For the LES predictions, the discrepancies with the experimental data can also be explained by the sub-grid scale model (WALE in the present study), the filter induced by the mesh, the discretization of the shear layer region and the spanwise extension of the domain [21]. If the number of points is not sufficiently high in the shear layer, the instability cannot be well-predicted and can be delayed. Moreover, the very small delay in transition can be due to the span length which influences the development of two- and then three-dimensional instability. Due to the computational cost of LES, no parametric investigation has been performed in order to assess the influence of these parameters on transition prediction. As most of LES of T106 blade concern either the T106A airfoil or the low-speed tests in open literature, it is difficult to compare quantitatively the current results to investigations of other authors. Nevertheless, a discrepancy on the time-average static pressure field on the suction side is observed in Raverdy et al. [20], Ooba et al. [54], Matsuura and Kato [22] and Funazaki et al. [23] by comparison to experimental data or DNS results.
Mass-weighted kinetic energy losses – RANS simulations

Mass-weighted kinetic energy losses – URANS and LES simulations

\[ \xi = 1 - \left( \frac{P_1}{P_{01}} \right)^{\frac{\gamma-1}{\gamma}} \]

\[ \xi = 1 - \left( \frac{P_1}{P_{02}} \right)^{\frac{\gamma-1}{\gamma}} \]

Figure 6: Mass-weighted kinetic energy losses (a-b) and mass-weighted outlet flow angle (c-d) as a function of Re_{2is}

The weak cost of RANS computations allows performing studies about the effect of Reynolds number and of mesh density. Figure 6a and Figure 6b depict the mass-weighted kinetic energy loss coefficient which is defined as:

\[ \xi = 1 - \left( \frac{P_1}{P_{02}} \right)^{\frac{\gamma-1}{\gamma}} \]

where \( \gamma = 1.4 \).

The fully turbulent simulations are unable to capture the evolution of the mass-weighted kinetic energy loss coefficient with respect to isentropic exit Reynolds number. At higher Reynolds number, the losses are higher than the experimental one due to the friction of the fully turbulent boundary layer while the RANS computation with transition model leads to a
value closer to the experimental data because of the laminar part of the boundary layer and of the short laminar separation bubble. At lower Reynolds number, due to the fully turbulent boundary layer, there is no separation. So the losses are smaller than the experimental one. On the contrary, the RANS simulations with transition model are able to capture the variation of the laminar separation bubble with the Reynolds number. At low Reynolds, as the bubble is open or at least long, the losses are high and closer to experimental data. Moreover the influence of the mesh density is clearly important. The finer the mesh is, the lower is the numerical dissipation. Thus the mass weighted kinetic energy loss coefficient is lower for the fine mesh. The mesh effect is higher for the lowest Reynolds number because the flow is very sensitive to the numerical dissipation, especially the laminar separation bubble. The influence of the mesh density is amplified by the discrepancy in bubble type. The predicted bubble is open for the coarse mesh while it is long for the fine mesh. The small discrepancy between the predictions on medium and fine meshes reinforces the idea that the mesh convergence is almost reached for RANS simulations. The spatial discretization (second order scheme of Roe vs. third order scheme AUSM+(P)) and time integration (steady vs. unsteady) schemes have not significant impact on prediction on the fine mesh. In comparison to the RANS results obtained on the fine mesh, the LES simulation improves the prediction of losses for the lowest Reynolds number ($Re_{2is} = 80000$) because the laminar separation bubble is longer and thicker for LES simulations. As the bubble is thinner with freestream turbulence, the losses are smaller for this case. For the case $Re_{2is} = 140000$, as the LES simulation over predicts the bursting Reynolds number, the losses are higher than the experimental ones. Despite the high discrepancy with experimental data at the lowest Reynolds number, LES results are closer to experimental data than RANS results even with transition modeling. However, the discrepancy is too high to have a predictive numerical tool.

Figure 6c and Figure 6d show the evolution of the mass-weighted outlet flow angle with respect to isentropic exit Reynolds number. In the experiment, this angle is quite constant as long as the bubble is short or long. The angle drops when the bubble becomes open. This variation is only captured by the steady RANS simulation on the coarse mesh as the predicted bubble is open. Nevertheless, the angle is overestimated by $1.8^\circ$ at the lowest Reynolds number. As the bubble is long in the RANS predictions on the medium and fine meshes, the drop is not well-captured and the angle is even more overestimated ($2.3^\circ$). The LES results are not in good agreement with the experimental data. It results from the inability to capture the open bubble and from the wake widening caused by vortex ejection during the transition process (cf. section 6.1). Thus the pitchwise and streamwise components of velocity are respectively higher and smaller than the RANS and probably even more than the experimental data. Moreover, three-dimensional effects could also explain the discrepancy between numerical results and experimental data.

As the mesh convergence is almost reached and the numerical parameters have a small effect, only the steady and unsteady RANS simulations based on the fine mesh and the third-order scheme AUSM+(P) are kept for the following sections.

5.2. Flow topology parameters

Figure 7a and Figure 7c depict the evolution of the time-averaged wall shear stress and its rms value along the blade suction side for $Re_{2is} = 80000$. Downstream of the peak of velocity, due to the flow deceleration, the wall shear stress decreases rapidly and tends towards zero. The presence of separation bubble is indicated by the region where the time-averaged wall shear stress is close to zero. The separation point is observed near $x/C_{ax} = 0.64$ while this one is predicted more downstream by the simulations. The steady and time-averaged unsteady RANS simulations predict the separation around $x/C_{ax} = 0.7$ and the LES simulations around $x/C_{ax} = 0.71$. The freestream turbulence level has a small influence on the location of this point. Without any freestream turbulence, the separation is slightly upstream: $x/C_{ax} = 0.71$ vs.
x/C_{ax} = 0.715. Whatever the data (experimental or numerical), the separation point is located where the descending slope of the velocity distribution, such as the isentropic Mach number distribution, starts to reduce its inclination (Figure 5a and Figure 5b).

The transition point can be deduced from the rms value of wall shear stress: the onset is located at the rise beginning. Thus the experimental transition point is located at x/C_{ax} = 0.74 and once again the CFD points are downstream of the experimental one: x/C_{ax} = 0.8 for the unsteady RANS simulation and x/C_{ax} = 0.85 for both LES computations. This difference is similar to results of Michelassi et al. [25] where the transition point is delayed by 0.1C_{ax} due to filtered frequencies. As shown previously, steady and time-averaged RANS predictions are very similar. One could assume that the transition onset predicted by steady RANS computation is close to the time-averaged unsteady RANS prediction i.e. x/C_{ax} = 0.8. The experimental transition point is located in the middle of the pressure plateau as for the LES (Figure 5b). Nevertheless, the RANS simulations predict a transition point at the plateau beginning (Figure 5a).
After laminar-turbulent transition, one reaches the pressure recovery point following by the reattachment point. As the transition location differs from experimental and CFD results, a discrepancy is still observed for the pressure recovery point. It explains the shift on the wall shear stress evolution. As the wall shear stress is unable to distinguish the flow direction, the pressure recovery and reattachment points are difficult to locate using the criteria of wall shear stress increase. In the present study, for CFD results, the streamlines around the blade airfoil are used (Figure 9) for the last point. The reattachment point is located at $x/C_{\text{ax}} = 1.0$ for steady and time-averaged unsteady RANS computations and $x/C_{\text{ax}} = 0.99$ for LES results. As there is an open bubble in experiment, the pressure recovery and reattachment points on suction side do not exist. It is worth noting that the pressure recovery region is also linked to the region of almost constant and high value of the rms wall shear stress. The comparison between LES results shows that the freestream turbulence intensity has a stabilizing effect on wall shear stress as the rms value is smaller. Nevertheless, this intensity does not modify significantly the flow topology parameters. Regarding the rms value of wall shear stress predicted by URANS simulation, one can notice that the level is heavily lower than rms value of LES. The URANS seems to be able to capture some fluctuations but as these fluctuations concerned the Reynolds averaged field, they do not play a part in the transition process which is only modeled using the $\gamma$-$Re_{\theta_T}$ model of Menter et al. [13][14].

Figure 7b and Figure 7d show the time-averaged wall shear stress and its rms value along the blade suction side for $Re_{2is} = 140\,000$. With the same argument as $Re_{2is} = 80\,000$, one can deduce the separation, transition and reattachment points. The agreement between experimental and numerical data is better than the $Re_{2is} = 80\,000$ case. The separation point predicted by RANS and LES simulations is slightly upstream of the experimental one: $x/C_{\text{ax}} = 0.73$ (RANS, LES) and $x/C_{\text{ax}} = 0.74$ (experimental data). As for the previous Reynolds number ($Re_{2is} = 80\,000$), the separation point is located where the isentropic Mach number slope starts to reduce and tends towards a constant value (Figure 5c and Figure 5d). The Reynolds number has no influence on the predicted transition point as the position is not modified ($x/C_{\text{ax}} = 0.8$ for the steady and unsteady RANS simulations and $x/C_{\text{ax}} = 0.85$ for LES computation) while the experimental transition point is more downstream with the Reynolds number $Re_{2is} = 140\,000$ ($x/C_{\text{ax}} = 0.77$ vs. $x/C_{\text{ax}} = 0.74$). As shown in section 5.3, the open bubble is not predicted by CFD. Thus the CFD is unable to capture the modification of the transition point as shown by Babajee and Arts [50] of which results are consistent with the present CFD results. The main discrepancy between the numerical predictions and experimental data concerns the reattachment point. This one is too early for steady and unsteady RANS simulations ($x/C_{\text{ax}} = 0.90$) and slightly downstream for LES ($x/C_{\text{ax}} = 0.95$) in comparison to experimental data ($x/C_{\text{ax}} = 0.938$). This discrepancy in location of reattachment point is visible in Figure 5c and Figure 5d and mainly results from the bursting prediction as the bubble is short and long, respectively for RANS and LES computations.
Several numerical probes have been put on the blade wall. The rms static pressure extracted from these probes is plotted in Figure 8. With respect to the time-averaged isentropic Mach number (Figure 5), the rms static pressure increases near the velocity peak on the suction side (Figure 8a), especially for the lowest Reynolds number without freestream turbulence. Then the rms level decreases up to the normalized abscissa 0.8. The point is located within the separation bubble of which the laminar nature is confirmed. From the normalized abscissa 0.85, the rms static pressure strongly increases. This is due to the laminar-turbulence transition within the bubble and to the pressure recovery. This normalized abscissa is consistent with the transition point determined using the rms value of wall shear stress. The rms level of the case $Re_{2ls} = 140\,000$ decreases first near the trailing edge because the transition is completed more quickly. The laminar separation bubble is shorter for this Reynolds number than for the lowest Reynolds number ($Re_{2ls} = 80\,000$). At the trailing edge, the rms pressure is non-zero because of the vortex shedding. Compared to LES, the rms of URANS simulation is eight times smaller. The unsteadiness predicted by URANS simulation has clearly small amplitude. This result will be discussed later. The transition point is observed at $x/C_{ax} = 0.80$ as previously shown by the rms value of wall shear stress. The freestream turbulence influences only the rms level, not the rms shape. The level is smaller with freestream turbulence because of the stabilizing effect of the incoming turbulence via the receptivity phenomenon. Due to the freestream turbulence, the laminar boundary layer contains small perturbations without becoming turbulent. These perturbations have a stabilizing effect on the boundary layer. It explains that the separation point predicted with freestream turbulence is downstream the separation point without turbulence (Figure 5b). As the freestream turbulence intensity is small and the predicted laminar separation bubble is long, there is no difference on the rms shape.

On the pressure side, the rms levels are small except near the trailing edge. In the vicinity of the trailing edge, the laminar boundary layer becomes turbulent as shown by the turbulent kinetic energy in Figure 9d and Figure 11d. The transition is combined with the vortex shedding. They induce static pressure fluctuations near the trailing edge. It should be noticed that the boundary layer remains laminar up to the trailing edge because of the damping of instability waves (e.g. Tollmien-Schlichting waves) due to the favorable pressure gradient.

5.3. **Steady and time-averaged flows**
Figure 9: Turbulent kinetic energy for $Re_{21s} = 80,000$
Figure 9 depicts the turbulent kinetic energy distribution on the rear part of the blade at midspan for $Re_{mis} = 80\,000$ while Figure 10 shows the evolution of wall distance $\eta$ where the velocity is null and the maximum of turbulent kinetic energy in the boundary layer and laminar separation bubble along the blade suction side for the same Reynolds number. The fully turbulent simulation is unable to capture the laminar separation bubble (Figure 9b). As the turbulent kinetic energy is not equal to zero before the potential separation point, the boundary layer does not separate and remains attached all along the suction side. In the absence of separation, the turbulent kinetic energy level is lower than the level predicted by the other simulations due to lower production.

The comparison between the steady and unsteady RANS simulations with the transition model and the LES simulation shows a significant difference in laminar separation bubble prediction (Figure 9c, Figure 9d and Figure 9e) while there is no major discrepancy between the steady and the time-averaged unsteady RANS predictions. The bubble obtained with RANS simulation is thinner and shorter than with LES. The transition point can be estimated from the turbulent kinetic energy distributions (Figure 10). The transition point predicted with LES is downstream of the point obtained with RANS simulation ($x/C_{ax} = 0.80$ for RANS simulations and $x/C_{ax} = 0.85$ for LES) while the separation points are closer ($x/C_{ax} = 0.71$ for RANS simulations, $0.72\, C_{ax}$ for LES w/o freestream turbulence and $0.73\, C_{ax}$ with freestream turbulence). It should be noticed that the separation point location is predicted downstream of the experimental point ($x/C_{ax} = 0.64$). The separation point location determined using the streamlines is in good agreement with the location defined from the wall shear stress (Figure 7a) and the wall distance relative to zero velocity (Figure 10). The transition point is linked to the significant turbulent kinetic energy rise. Although URANS simulations capture unsteadiness, the transition is only triggered when the Reynolds number based on momentum thickness reaches the computed critical Reynolds number. The discrepancy in bubble prediction between the two simulations leads to an earlier pressure recovery for the RANS simulation. Moreover, the RANS simulation with transition model and LES simulation predict only a large bubble, not an open bubble as observed in the experiment [34]. Nevertheless, the open bubble is predicted with the coarse mesh (Figure 9a). For the coarse mesh, the separation point obtained with the RANS simulation based on the transition model is located upstream of $0.7\, C_{ax}$ i.e. at $0.69\, C_{ax}$ while this point is located at $0.71\, C_{ax}$ for all other RANS computations with the transition model (Figure 10). This separation point discrepancy explains partially the difference in open bubble prediction with the three meshes. Although the production of turbulent kinetic energy is located upstream for the coarse mesh, the flow is still separated at the trailing edge. As the bubble is thicker with the coarse mesh, the production of turbulent kinetic energy is smaller than the fine mesh. This higher production on fine mesh leads to the rapid transition and reattachment leading to a long bubble. Thus, the more upstream the separation point is, the more downstream the reattachment point is and longer the bubble is. It could explain that an error in separation point location leads to discrepancies in transition and reattachment points. The mesh density has a strong influence on the predictions of the boundary layer and of the laminar separation bubble, especially the mesh quality in the vicinity of the wake as shown by Babajee and Arts [50]. The maximum of streamwise, wall-normal and spanwise distances in wall unit ($x^+/y^+/z^+$) are respectively 1300/1.3/1500 and 22/0.14/180 for the coarse and fine meshes of RANS simulations. The pressure and suction sides are discretized by 233 and 898 points for the coarse and fine meshes, respectively. Thus, the transition model of Menter et al. [13][14] is clearly mesh-dependent. In the present study, only three meshes are used for RANS simulations. Thus the effect of $x^+$, $y^+$ and $z^+$ distributions cannot be investigated separately and no mesh criterion can be defined for the simulation of laminar separation bubble using RANS computation with transition model. As previously shown, the comparison between medium and fine mesh shows that the fine mesh is close to the mesh convergence limit for
RANS simulations (Figure 5a). Finally, although this result was not unexpected, the mesh should be generated carefully. The present study does not suggest running on coarse grid as a modeling error can be canceled by a mesh error and leads to a false conclusion. The comparison of LES results (Figure 9e and Figure 9f) highlights the effect of freestream turbulence. The separation and transition points obtained with the large-eddy simulation with freestream turbulence are located slightly downstream of the simulation without turbulence. The laminar separation bubble thickness and length are smaller with freestream turbulence due to the influence of incoming turbulence on the boundary layer development. As the freestream turbulence intensity is very small (0.9%), the effect of turbulence is not very significant. For higher intensities, the effect should be more noticeable and the transition process should be modified [27]. McAuliffe and Yaras [55] show that streamwise streaks appear in the boundary layer at high freestream turbulence level at separation point (1.45%). The freestream turbulence effect is smaller than the turbulence modeling/resolving method impact. With LES, the bubble is thicker and turbulent kinetic energy is produced far downstream than URANS computation. The maximum of turbulent kinetic energy is closer to the trailing edge for LES leading to a rapid decrease of bubble size as flow reattaches at 0.99 $C_{\text{ax}}$.

![Figure 10: Wall distance $\eta$ where $U=0$ and turbulent kinetic energy maximum normalized by freestream velocity at $Re_{21s} = 80 000$](image)
Figure 11: Turbulent kinetic energy for $Re_{21a} = 140 000$
The turbulent kinetic energy distributions on the rear part of the blade at midspan for $Re_{2is} = 140\,000$ are depicted in Figure 11. Figure 12 shows the evolution of the wall distance $\eta$ and the maximum of turbulent kinetic energy for $Re_{2is} = 140\,000$. For all computations, the bubble is not open as in experiments. Contrary to the lowest Reynolds number, the effect of mesh density is weak: the prediction of a small laminar separation bubble is quite similar for the RANS simulations with transition modeling (Figure 11a and Figure 11c). As for the previous studied Reynolds number, the fully turbulent simulation is unable to capture the laminar separation bubble. It is worth noting that the steady and time-averaged unsteady RANS predictions are quite identical.

The LES simulation predicts a long laminar separation bubble while the RANS simulation captures a small one. This discrepancy is explained by the location of the separation, transition and reattachment points (more details are given in section 5.2). The separation point of LES simulation is located upstream of the separation point of RANS simulation (0.74 $C_{ax}$ vs. 0.75 $C_{ax}$). On the contrary, the transition point obtained with LES is downstream of the point predicted with RANS turbulence model (0.85 $C_{ax}$ vs. 0.80 $C_{ax}$). The reattachment point is more downstream than URANS, at 0.95 $C_{ax}$ (0.90 $C_{ax}$ for URANS). Moreover, the production of turbulent kinetic energy increases downstream for LES despite the location of separation point. This late rise explains the location of reattachment point and the long bubble predicted by LES at $Re_{2is} = 140\,000$ instead of a small bubble for URANS computation. In comparison to $Re_{2is} = 80\,000$, the separation and reattachment points are respectively more downstream and upstream for RANS and URANS computations with transition model than for LES. For all Reynolds number, the bubble is thicker and longer for LES. Experimentally the bursting is observed for $Re_{2is} = 140\,000$. For higher Reynolds numbers, the bubble is small while for lower Reynolds numbers, it is long. Thus the RANS simulation predicts the limit between the two bubble types for a Reynolds number lower than 140000 while this limit is higher than this Reynolds number for LES simulation. Moreover, the turbulent kinetic energy is higher for LES results. This is due to the bubble type as well as to the coherent structures ejected from the bubble.

![Figure 12: Wall distance $\eta$ where $U=0$ and turbulent kinetic energy maximum normalized by freestream velocity at $Re_{2is} = 140\,000$](image)
6. Unsteady LES analysis

6.1. Unsteady flow

Figure 13: Instantaneous distribution of Q criterion isosurface (a), $\|\nabla \rho\|$ contours (b) for $Re_{2is} = 80\,000$ without freestream turbulence

Figure 13a depicts the isosurface of Q criterion colored by entropy ($Q (C_{ax}/U_\infty)^2 = 10$) while Figure 13b shows the instantaneous contours of $\|\nabla \rho\|$ and streamlines at midspan in the rear part of the blade. A separated shear layer is created at the separation point observed at the left of Figure 13b. It develops above the suction side and is subject to flapping. The separated shear layer rolls-up. As shown by Figure 13a, it generates two-dimensional vortices which are distorted in the spanwise direction. It leads to three-dimensional eddies. They are convected downstream and move closer to the wall before breaking into smaller scales. The vortices are ejected from the separated shear layer, are stretched and interact with the wake originating from the pressure and suction side boundary layers. As a result the vortices pair and large structures are observed far from the trailing edge (Figure 14a). This mechanism is nearly independent of the freestream turbulence intensity and of the isentropic exit Reynolds number as long as the predicted laminar separation bubble is long. As the freestream intensity is weak, there is no significant effect on the ejected structures as shown by the comparison between Figure 14a and Figure 14b. As previously shown, for the isentropic exit Reynolds number 140 000, the LES computation predicts a long bubble while the RANS simulation a small bubble. The predicted flows by LES at the two isentropic exit Reynolds numbers 80 000 and 140 000 differ only from the locations of separation, transition and reattachment points and from the size of the bubble and of coherent structures ejected. Nevertheless the involved mechanism seems to be similar between these two simulations. As a shear layer is created, instability occurs. It is not the Tollmien-Schlichting instability which already exists but the Kelvin-
Helmholtz instability. The mechanism previously described is typical of transition driven by the Kelvin-Helmholtz instability and was also observed by Watmuff [56], Yang and Voke [57], Roberts and Yaras [58] and Richez et al. [19]. In order to prove the role of the Kelvin-Helmholtz instability in transition phenomenon, the criterion of Chandrasekhar [59] is used: $0 < kh < C$ where $k$ and $h$ are respectively the instability wave number and the characteristic length of the shear layer. The constant $C$ is the upper limit of unstable region of Kelvin-Helmholtz instability. It is 1.2785 for a shear layer with a linear velocity profile and 1 for a hyperbolic tangent profile. In the present study, $h$ is evaluated at the separation point and $k$ is computed from the wavelength $\lambda$ ($k=2\pi/\lambda$) which is evaluated as the instantaneous distance between two vortices with the same sign of spanwise vorticity component. The results are given in Table 2. All cases fulfill the previous criteria, thus confirming the role of the Kelvin-Helmholtz instability.
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**Figure 14:** Contours of $\frac{\text{grad}(\rho)}{\rho}$ at midspan for several blade passages obtained by translation.
Figure 13 shows that wave reflection occurs at the outflow boundary condition due to the static pressure condition and insufficient mesh cell stretching near the outflow boundary condition, especially at the lowest Reynolds number and without freestream turbulence. Due to the large distance between the trailing edge and this boundary condition – one and a half chord – the reflected wave is damped far from the trailing edge and does not influence the laminar-turbulent transition mechanism prediction. Moreover, an acoustic wave is created near the trailing edge, over the laminar separation bubble as already found by Raverdy et al. [20].

### 6.2. Spectral analysis

Power spectral densities are a wealth of information about the unsteadiness of the flow. This spectral analysis aims at determining the frequencies and the spatial correlations of the flow structures, especially vortex shedding of the separation area, Kelvin-Helmholtz instabilities of the shear layer and wake vortices. Figure 15a shows the probe locations where static pressure and spanwise velocity are extracted from the simulation along ten periods $T=C_{ax}/U_\infty$. These probes are specially selected according to the flow topology as depicted by the contours of $\rho \nabla \rho$. The PSD are based on the Welch method [60] using an overlap of 50% and ten Hann windows with a linear mean for each. The frequency resolution is 1 000 Hz. For lower frequencies, the signals must be longer and the cost of the simulation would be too expensive: for a first frequency at 100 Hz, the signal must be ten times longer. It is possible to estimate the LES cut-off frequency for all cases according to the method of Boudet et al. [17]. This estimation is based on the cubic-root of the cell volume and the velocity fluctuations. The LES cut-off frequency is close to 300 kHz.

The PSD function of static pressure fluctuations $G_p(f)$ has been plotted in log-log scale in Figure 15b and Figure 15c, respectively for the LES without freestream turbulence and the URANS simulation at $Re_{2is} = 80 000$. For LES results, from the first probe located at the leading edge, the levels increase until the first probe in the wake (probe 7). Then the levels decrease due to the interaction between the flow structures and the diffusion and dissipation of these structures. From the third probe, levels of PSD are strongly higher for the frequencies close to 100 kHz – 300 kHz. As the estimated cutoff frequency is close to 300 kHz, the power spectral density drops from this frequency. A finer mesh is required to resolve smaller turbulent scales. In comparison to LES results, the energy is concentrated in lower frequencies in URANS. The fluctuations of small scales are dissipated by URANS modeling, especially after the trailing edge.

Figure 15b shows that the -7/3 slope is observed between 5 and 60 kHz along the suction side from probe 3 which is close to the transition point. Thus, these probes capture the contribution of turbulent-turbulent interaction to the pressure fluctuations. Beyond 60 kHz and up to 200 kHz, probes located close to the trailing edge highlight a -11/3 slope which is relative to the turbulence – mean shear interaction. So a significant part of the inertial subrange is observed in LES results. All these slopes are not captured by URANS simulation as this method is unable to capture the different interaction with mean and fluctuating flow.
Diwan and Ramesh [32] show that the origin of the primary instability in a separation bubble can be traced back to the upstream region of the separation. So the Tollmien-Schlichting (TS) and the Kelvin-Helmholtz (KH) instabilities can be not distinct. They consider that the transition process can be described by KH instability only when the separated shear layer has considerably moved away from the wall. Figure 16 shows the evolution of wall-normal locations of inflectional point of velocity profile and of turbulent kinetic energy maximum. These distances rise from zero after separation point. Along the suction side, the maximum of turbulent kinetic energy is always close to the inflectional point, especially before the transition point. Thus the ratio used by Diwan and Ramesh [32], is close to 1 and shows that the disturbance is due to inflectional mode i.e. KH instability. It should be noticed that as no stability analysis is performed in the present study, the wall-normal distances relative to most amplified modes cannot be determined and the shift from TS to KH instability cannot be proven using this wall-normal distance ratio. In the rear part of the bubble, discrepancies are
observed. These ones are due to the turbulence production after the transition point and to the reattachment of flow.

Figure 16: Wall-normal locations of inflectional point and of maximum of turbulent kinetic energy.

McAuliffe and Yaras [33] show that both the TS and KH instabilities can involve in transition process if they occur at the similar frequency (case 1 of the original article, strong adverse pressure gradient). In another case (case 2, milder adverse pressure gradient than case 1), the KH instability is dominant. In order to distinguish these two instabilities, McAuliffe and Yaras [33] compute the dominant frequency of the growth of TS waves in the preseparated boundary layer using the correlation of Walker [62] (equation (11)) and compare it to the observed dominant frequency.

\[ f_{MA} = \frac{3.2U_c^2}{2\pi\nu Re_{2is}^{3/2}} \]  

(11)

The computed frequencies are given in Table 3. The predicted frequencies are similar for a given Reynolds number: 4 500 Hz at Re_{2is} = 80 000 and 5 375 Hz at Re_{2is} = 140 000.

Table 3: Dominant frequencies of TS waves at the separation point.

<table>
<thead>
<tr>
<th>Case</th>
<th>fMA [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LES w/o turbulence – Re_{2is} = 80 000</td>
<td>4 500</td>
</tr>
<tr>
<td>LES w/ turbulence – Re_{2is} = 80 000</td>
<td>4 500</td>
</tr>
<tr>
<td>LES w/ turbulence – Re_{2is} = 140 000</td>
<td>5 400</td>
</tr>
<tr>
<td>URANS – Re_{2is} = 80 000</td>
<td>4 500</td>
</tr>
<tr>
<td>URANS – Re_{2is} = 140 000</td>
<td>5 350</td>
</tr>
</tbody>
</table>
Figure 17: Power spectral density functions of static pressure at $Re_{2is} = 80\,000$ and $Re_{2is} = 140\,000$ (LES and URANS)

Figure 17 shows the normalized PSD function of static pressure fluctuations and highlights the specific frequencies that drive the separated flow. For LES without freestream turbulence at $Re_{2is} = 80\,000$, a peak is observed at all probes for a frequency of 5 kHz, even at the leading edge. This frequency seems to be linked to the TS wave i.e. the wall mode of instability [32] and also to the coherent structure ejection and then to the induced pressure wave which propagates upstream (cf. Figure 13b). This frequency is close to the one found by De Saint Victor [63].

The second assumption is confirmed by the observation of this frequency at other probes placed far from the boundary layer as in the wake or in the blade passage. At probe 3’, two other peaks are observed. The corresponding frequencies are 6 and 11 kHz. Two other probes exhibit a peak at 11 kHz (probes 3 and 4). This is the area where the fluctuating spanwise velocity starts to increase. The peak is relative to the instability of Kelvin-Helmholtz which triggers the laminar-separation transition as shown later. Downstream this area, the amplitude at this frequency decreases. It should be noticed that the 6 kHz frequency is only observed in the vicinity of probe 3’. It may be tied to the flapping of the separated shear layer. At probe 7,
a peak is observed for the frequency equal to 22 kHz. The Strouhal number based on this frequency, the velocity outside the wake and the thickness of the wake near the trailing edge is equal to 0.20. Thus this frequency is linked to the vortex shedding at the trailing edge. Due to the interaction between vortices, this frequency is not observed further downstream.

The normalized PSD function of the spanwise velocity fluctuations relative to the probes located within the wake is plotted in Figure 18. In LES without freestream turbulence at \( \text{Re}_{2is} = 80\,000 \) (Figure 18a), close to the trailing edge (probe 7), a high number of scales are observed as shown by the vast number of peaks from 5 to 30 kHz. These scales do not exist far from the trailing edge where only two peaks are visible. These peaks are relative to larger scales as the frequencies are smaller i.e. large vortices as shown in Figure 14. These vortices are originated from the interaction between the vortices ejected from the laminar separation bubble and the vortices shed at the trailing edge.

In experiment, only one frequency and its higher harmonics are observed: 170 Hz. These frequencies cannot be captured in the present study as the resolution frequency is 1 kHz. Moreover, the signal is low-pass filtered at 12 kHz. So the frequencies of numerical results cannot be compared to experiment. A ten times longer signal is required but the computational cost would be very expensive.

The freestream turbulence induces a slight modification of the normalized PSD function of static pressure fluctuations (Figure 17a and Figure 17b). The main discrepancy is the frequency relative to the peak of the highest amplitude. With freestream turbulence, this frequency is equal to 6 kHz instead of 5 kHz. It is due to the frequency resolution which is 1 kHz. All features previously shown are still available but with a slightly different frequency. Due to the frequency resolution, the peaks previously observed at 5 and 6 kHz are merged in one frequency (6 kHz). Another discrepancy concerns the frequencies relative to the laminar-turbulent transition which are shifted to higher frequency with an increase of 1 or 2 kHz. Nevertheless the previously described transition phenomenon is similar between these two cases.

The comparison of the normalized PSD function of the spanwise velocity fluctuations relative to the probes located within the wake shows a significant modification of spectra, especially for frequencies lower than 10 kHz (Figure 18a and Figure 18b). Thanks to the incoming turbulence, there are more additional interactions between the incoming, the ejected and the wake vortices. It induces a spectrum with more frequencies, especially around 10 kHz (probe 7). As the coherent structures resulting from the vortex shedding and the laminar separation bubble interact, the freestream turbulence modifies also the spectrum downstream (probes 8 and 9). With freestream turbulence, three main peaks emerge instead of two and the energy of the peaks is differently distributed.
The isentropic exit Reynolds number has a more significant impact than the freestream turbulence (Figure 17b and Figure 17d). Although the laminar separation bubble is still long, this one is thinner for $\text{Re}_{2is} = 140\,000$ than for $\text{Re}_{2is} = 80\,000$. Thus the transition mechanism induced by the Kelvin-Helmholtz instability and the shear layer flapping involves smaller coherent structures which are ejected from the separation bubble or shed at the trailing edge. It results in higher frequency downstream of the trigger of the transition i.e. downstream of probe 3: the amplitude of frequencies between 16 and 30 kHz is higher. Downstream of the trailing edge (from probe 8), the interaction between the vortices induces a decrease of the amplitude of these frequencies. This interaction is also visible in Figure 18d. The comparison of the normalized PSD function of the spanwise velocity fluctuations shows a significant effect of the Reynolds number on the spectral content of the wake (Figure 18b and Figure 18d). The coherent structures are smaller for $\text{Re}_{2is} = 140\,000$ (Figure 14c) than $\text{Re}_{2is} = 80\,000$ (Figure 14b).
In URANS results (Figure 17c), at $Re_{2a} = 80000$, the energy relative to the TS instability is distributed over two frequencies due to the resolution frequency: 4 and 5 kHz. The KH frequencies are well captured by URANS. The relative energy contained at these frequencies is even higher than LES although the global energy due to fluctuations in URANS simulation is lower than LES (Figure 15c, also in section 5.2). Nevertheless, downstream, small structures are dissipated. Thus the URANS simulation is unable to capture the breakdown to turbulence as turbulence is not resolved. Only the 5 kHz frequency is observed in the vicinity of the trailing edge and in the wake. This observation is confirmed by the PSD of spanwise velocity fluctuations (Figure 18c). Only two peaks are observed in the wake from the trailing edge. So no vortex pairing occurs in the wake.

As shown by the spanwise velocity fluctuation (Figure 4a), the flow is two-dimensional at the laminar separation point. Thus a criterion of two-dimensional laminar separation can be used. The non-dimensional frequency of the transition mechanism can be represented by a Strouhal number which is defined by:

$$St = \frac{f\theta_s}{U_{es}}$$  \hspace{1cm} (12)

Where $\theta$ is the momentum thickness, $U_e$ the velocity at the boundary layer edge and the subscript $S$ is relative to the separation point. According to several authors [64][65][56][33], the value of the Strouhal number $St$ is ranged from 0.005 to 0.008. In the present study, these values are obtained with the frequencies ranged from 11 to 16 kHz according to the simulated case as shown in Table 4. It confirms that these frequencies are tied to the laminar-turbulent transition due to the Kelvin-Helmholtz instability.

<table>
<thead>
<tr>
<th>Isentropic exit Reynolds number</th>
<th>80 000</th>
<th>80 000</th>
<th>140 000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freestream turbulence</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Frequency [kHz]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.006468</td>
<td>0.006556</td>
<td>0.00495</td>
</tr>
<tr>
<td>12</td>
<td>0.007056</td>
<td>0.007152</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>-</td>
<td>0.0072</td>
</tr>
</tbody>
</table>

Another criteria based on the vorticity thickness $\delta_\omega$ (equation (13)) can be applied to validate the frequency of the Kelvin-Helmholtz instability. According to Huerre and Rossi [66], the theoretical Strouhal number $St_{\delta_\omega}$ (equation (14)) relative to Kelvin-Helmholtz instability of classical mixing layer is 0.135. In the present study, the Strouhal numbers range from 0.11 to 0.12 and are close to the theoretical value. Thus, the instability observed in this investigation is the Kelvin-Helmholtz one.

$$\delta_\omega = \frac{\Delta U}{\max_y \left[ \frac{\partial U(x, y, z)}{\partial y} \right]} \quad \text{with} \quad \Delta U = \max_y \left[ U(x, y, z) \right] - \min_y \left[ U(x, y, z) \right]$$  \hspace{1cm} (13)

$$St_{\delta_\omega} = \frac{f\delta_\omega}{\Delta U/2}$$  \hspace{1cm} (14)

The most amplified frequency of TS waves is observed in all simulations, especially at probes located on the wall. The viscous instability is important from the leading to the trailing edge.
Nevertheless the relative importance of the TS wave in comparison to the inviscid instability changes as we move downstream towards separation. There is a switch-over of the dominant instability, from the TS one (wall mode) to the inviscid one (inflectional mode). In probe 3’ located quite far from the wall, these two modes have the same relative energy and the inviscid mode becomes the KH instability as shown by the criterion computations. Further downstream, at the separated layer edge which is far from the wall, the energy at KH frequency is higher than the TS one. As shown by Diwan and Ramesh [32], the inflectional instability of the separation bubble originates from the attached boundary layer. The transition process described earlier is linked to the growth of the relative importance of the KH instability (from probe 3’). Although the TS mode is present, the transition mechanism is mainly driven by the KH instability, especially the breakdown to turbulence because the mechanism occurs far from the wall.

7. Conclusion

This investigation focused on the ability of RANS simulation with transition model and LES method to predict the laminar separation bubble in the rear part of the suction side of the high-lift low-pressure turbine blade T106C. For the lowest studied Reynolds number (Re\textsubscript{2\textsubscript{ls}} = 80 000), all simulations predict a long laminar separation bubble, except the fully turbulent RANS computation. The separation point predicted by LES or RANS simulation with transition model is slightly downstream of the experimental one. Due to the discrepancy in bubble prediction, the kinetic energy loss levels are underestimated by all simulations, especially the RANS simulation on the fine mesh. Nevertheless LES improves the prediction isentropic Mach number distribution and kinetic energy losses at midspan with respect to RANS simulation with transition model of Menter et al. [13]. For LES computations, the freestream turbulence has a small influence on the bubble prediction. This is due to the small intensity of turbulence (0.9%). The study of the Reynolds number Re\textsubscript{2\textsubscript{ls}} = 140 000 shows that the LES simulation overestimates the bursting Reynolds number while the RANS simulation underestimates it. With regard to the numerical cost (CPU hours), it should be noticed that the LES over RANS ratio is about 1 000 with the finest mesh. Thus the RANS simulation predicts the laminar separation bubble with a sufficiently accuracy only with the correlation functions calibrated for similar cases and accurate turbulent boundary conditions while LES predicts the laminar separation bubble without transition modeling but a high computational cost.

The unsteady analysis of LES results highlights the role of the separated shear layer on the laminar-turbulent transition within a separation bubble and the large vortices ejected from this bubble. The characteristic frequencies of the involved mechanism are determined thanks to the spectral analysis. The transition mechanism is tied to the Kelvin-Helmholtz instability. Although the Tollmien-Schlichting instability is observed, as the shear layer is far from the wall, the transition mechanism is mainly driven by the Kelvin-Helmholtz instability. This piece of information cannot be obtained with RANS simulation while URANS simulations capture the KH instability but are unable to predict the breakdown to turbulence as turbulence and transition are only modeled with transport equations.

For future work, the transition mechanism will be further investigated focusing on the influence of the mesh density in the area of the separation point and of the mixing layer. Another perspective of this work is to study the influence of incoming wakes, high freestream turbulence and technological effects as film cooling in high-pressure turbine on the transition mechanism and on the boundary layer development.
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Nomenclature

Latin alphabet

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Blade chord</td>
</tr>
<tr>
<td>C_{ax}</td>
<td>Axial blade chord</td>
</tr>
<tr>
<td>f</td>
<td>Frequency</td>
</tr>
<tr>
<td>G_p(f)</td>
<td>Power Spectral Density (PSD) of static pressure</td>
</tr>
<tr>
<td>G_\rho\omega(f)</td>
<td>PSD of spanwise momentum</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>gradRoSRo</td>
<td>Density gradient normalized by density (\frac{|\text{grad}(\rho)|}{\rho})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>Characteristic length of shear layer</td>
</tr>
<tr>
<td>k</td>
<td>Instability wave number</td>
</tr>
<tr>
<td>l</td>
<td>Turbulent length scale</td>
</tr>
<tr>
<td>M</td>
<td>Mach number</td>
</tr>
<tr>
<td>P</td>
<td>Pressure</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>S</td>
<td>Entropy</td>
</tr>
<tr>
<td>St</td>
<td>Strouhal number</td>
</tr>
<tr>
<td>T</td>
<td>Period</td>
</tr>
<tr>
<td>Tu</td>
<td>Turbulent rate</td>
</tr>
<tr>
<td>U</td>
<td>Velocity</td>
</tr>
<tr>
<td>v</td>
<td>Turbulent velocity scale</td>
</tr>
<tr>
<td>x</td>
<td>Streamwise distance</td>
</tr>
<tr>
<td>y</td>
<td>Wall-normal distance</td>
</tr>
<tr>
<td>z</td>
<td>Spanwise distance</td>
</tr>
</tbody>
</table>

Greek alphabet

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>\gamma</td>
<td>Specific heat ratio</td>
</tr>
<tr>
<td>\delta \omega</td>
<td>Vorticity thickness</td>
</tr>
<tr>
<td>\Delta</td>
<td>Cell volume</td>
</tr>
<tr>
<td>\Delta U</td>
<td>Velocity variation</td>
</tr>
<tr>
<td>\eta</td>
<td>Wall distance</td>
</tr>
<tr>
<td>\theta</td>
<td>Momentum thickness</td>
</tr>
<tr>
<td>\lambda</td>
<td>Wave length</td>
</tr>
<tr>
<td>\lambda_\theta</td>
<td>Local pressure gradient parameter</td>
</tr>
<tr>
<td>\mu_{sg}</td>
<td>Subgrid viscosity</td>
</tr>
<tr>
<td>\xi</td>
<td>Mass-weighted kinetic energy loss coefficient</td>
</tr>
</tbody>
</table>
\( \rho \)  
Density 

\( \tau \)  
Turbulent time scale 

**Subscripts**

01  
Total quantity in inlet plane 

02  
Total quantity in exit plane 

2  
Exit value 

e  
Value at boundary layer edge 

infl  
Value at inflectional point 

max(k)  
Value at turbulent kinetic energy maximum 

s  
Value at separation point 

is  
Isentropic value 

\( \infty \)  
Upstream value 

**Superscripts**

+  
Non-dimensional length in wall units 

**Acronyms**

CFL  
Courant-Friedrichs-Lewy 

DNS  
Direct Numerical Simulation 

KH  
Kelvin-Helmholtz instability 

LES  
Large-Eddy Simulation 

LPT  
Low-Pressure Turbine 

LSB  
Laminar Separation Bubble 

PSD  
Power Spectral Density 

RANS  
Reynolds-Averaged Navier-Stokes 

RFG  
Random Flow Generation (Smirnov method) 

RMS  
Root Mean Square 

SST  
Shear-Stress Transport (k-\( \omega \) Menter model) 

TS  
Tollmien-Schlichting instability 

WALE  
Wall Adapting Local Eddy viscosity 
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