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A priori estimates for the 3D quasi-geostrophic system

Frédéric Charve∗

Abstract

The present article is devoted to the 3D dissipative quasi-geostrophic system
(QG). This system can be obtained as limit model of the Primitive Equations in
the asymptotics of strong rotation and stratification, and involves a non-radial, non-
local, homogeneous pseudo-differential operator of order 2 denoted by Γ (and whose
semigroup kernel reaches negative values). After a refined study of the non-local part
of Γ, we prove apriori estimates (in the general Lp setting) for the 3D QG-model.
The main difficulty of this article is to study the commutator of Γ with a Lagrangian
change of variable. An important application of these a priori estimates, providing
bound from below to the lifespan of the solutions of the Primitive Equations for
ill-prepared blowing-up initial data, can be found in a companion paper.

1 Introduction

1.1 Presentation of the model

A very rich litterature is devoted to the 2D quasi-geostrophic system:

{
∂tθ + v · ∇θ + |D|αθ = 0,

θ|t=0 = θ0,
(2DQG)

where θ represents the scalar potential temperature, α ∈ [0, 2], and the two-dimensional
velocity v is determined from θ by:

v = (−∂2|D|−1, ∂2|D|−1)θ = (−R2, R1)θ.

The operators Ri (i = 1, 2) are Riesz transforms. Due to the fractional diffusion term
|D|αθ, three cases have to be distinguished. First, the sub-critical case (α > 1), which
is now well known: global existence and uniqueness for arbitrary initial data are stated
in various spaces. In the critical case (α = 1), results are proved for regular initial data
with smallness assumptions. The super-critical case (α < 1) seems to be harder and more
recently studied. Non-exhaustively, we refer to [6, 7, 23, 24, 33, 34, 37, 39, 38, 39, 40].

Pretty much less is done for the 3D quasi-geostrophic system on which we will focus
in this article. As for the 2D version it is related to geophysical fluids. The system of
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Primitive Equations, that describes a geophysical fluid which is located at the surface of
the Earth, writes as follows:





∂tUε + vε · ∇Uε − LUε +
1
ε
AUε =

1
ε
(−∇Φε, 0),

div vε = 0,

Uε|t=0 = U0,ε.

(PEε)

The unknows are Uε = (vε, θε) = (v1ε , v
2
ε , v

3
ε , θε) (vε is the velocity of the fluid and θε

denotes the scalar potential temperature, which is related to the density fluctuation) and
Φε is called the geopotential and includes the centrifugal force and the pressure. The
diffusion operator L is given by

LUε
def
= (ν∆vε, ν

′∆θε),

where ν, ν ′ > 0 are the kinematic viscosity and the thermal diffusivity. The antisymmetric
matrix A is defined by

A def
=




0 −1 0 0
1 0 0 0
0 0 0 F−1

0 0 −F−1 0


 .

We also assume that the initial data converges towards U0 = (v0, θ0) = lim
ε→0

U0,ε.

The small parameter ε measures the importance of the Coriolis force (modelized
by the first 3 × 3 diagonal submatrix of A, which corresponds to the vector product
ε−1vε × e3 of the velocity with the third unit vector e3) and of the vertical stratification
of the density induced by the gravity (corresponding to the other terms in the matrix
and the parameter F ∈]0, 1]). We chosed here the small parameter so that these two
concurrent phenomena are of the same importance.

We will not give more details about this system and adress the reader to [5, 41,
2, 12, 16] for a more precise presentation of the physical models. And we also refer
to [19, 20, 21, 28, 29] concerning the rotating fluids system and to [35, 36] for similar
methods for the Boussinesq system.

The limit system when the small parameter ε goes to zero, is called the 3D quasi-
geostrophic system and consists in a transport-diffusion equation coupled with a Biot-
Savart-type law. This system writes as follows (we refer to [18, 9, 8, 10, 11, 12, 16, 27]
for studies of the asymptotics as ε goes to zero):





∂tΩ+ v.∇Ω− ΓΩ = 0

U = (v, θ) = (−∂2, ∂1, 0,−F∂3)∆−1
F Ω,

Ω|t=0 = Ω0

(QG)

where the operator Γ is defined by:

Γ
def
= ∆∆−1

F (ν∂21 + ν∂22 + ν ′F 2∂23),

with ∆F = ∂21 + ∂22 + F 2∂23 , and Ω = ∂1U
2 − ∂2U

1 − F∂3U
4 = ∂1v

2 − ∂2v
1 − F∂3θ and

Ω0 = ∂1v
2
0 − ∂2v

1
0 − F∂3θ0 where U0 = (v0, θ0) is the limit as ε goes to zero of the initial

data U0,ε.
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Remark 1 Except in the cases ν = ν ′ (where Γ = ν∆, see [10] and [28] for example)
or F = 1 (where Γ = ν∂21 + ν∂22 + ν ′∂23 , we refer to [18]) the operator Γ is a non-local
diffusion operator of order 2.

Remark 2 (QG) can be rewritten into a system close to the classical incompressible
Navier-Stokes system, satisfied by the velocity U = (−∂2, ∂1, 0,−F∂3)∆−1

F Ω (see [9, 16]).

We refer to [8] where we obtain existence of global Leray solutions if the initial velocity
U0 = (−∂2, ∂1, 0,−F∂3)∆−1

F Ω0 ∈ L2. Similarly the Fujita-Kato theorem is easily adapted

and we have local existence of a strong solution if U0,QG ∈ Ḣ
1
2 , and global existence for

small data.

Remark 3 We refer to [9] where we proved that in fact, using the quasigeostrophic
structure, if U0,QG ∈ H1 then we have a global strong solution without assuming any
smallness condition for the initial data. We emphasize that it is a very remarkable fact,
which relates the 3D-QG system to the 2D incompressible Navier-Stokes system more
than to the 3D version. Another connection between these systems is that as for the
vorticity in the 2D-case, the 3D-QG system has no stretching term Ω · ∇v.

As in [9, 10] the long-term aim is to obtain qualitative results for the solutions of the
Primitive Equations. Due to the remarkable properties of the limit system (QG), we are
able to obtain similar properties for the solutions of the Primitive Equations provided
that ε > 0 is small enough. For example in [9], we used the fact that if the quasi-
geostrophic part of the initial data U0 (independant of ε in the cited paper) is in H1, the
limit system (QG) has a unique global solution and the same is true for the Primitive
Equations if ε > 0 is small enough (without any smallness conditions on the initial data).
In other words, the fast rotation and strong stratification help the Primitive Equations,
which are very close to the 3D-Navier-Stokes system, to have global strong solutions. Put
it differently, adding a penalized skew-symmetric term to the 3D incompressible Navier-
Stokes system (3DNS) helps filtering the fast oscillations. This stabilizes the system
and allows it to have global solutions without smallness conditions (which is not possible
with these assumptions for (3DNS) where we are not able to prove global existence of
strong solutions if the initial data is H1 and large).

As explained in the present article we will obtain new a priori estimates for System
(QG) in the general case (no relations between the kinematic viscosity ν and the thermal
diffusivity ν ′). These estimates will be the key to obtain a bound from below for the
lifespan T ∗

ε of the solutions of the Primitive Equations for ill-prepared initial data, with

large and possibly blowing-up (in ε) norms in Ḣ
1
2 (that is assumptions where the Fujita-

Kato theorem cannot provide us informations on the Lifespan). More precisely, we will
show that T ∗

ε ≥ γ ln(ln | ln ε|). This work is done in our companion paper [16] and then
generalizes the result from [10] where we made the simplifying assumption ν = ν ′ (turning
the operator Γ into ν∆). The Prandtl number, which can be defined as Pr = ν/ν ′, can
take values far from 1 so that it is important to overcome the restriction from [10] and
treat the case where there is no relation between ν and ν ′.

We will also use these a priori estimates in forth-coming works on the 3DQG-system.
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1.2 Statement of the main results

We consider the following transport-diffusion system:

{
∂tu+ v.∇u− Γu = F e,

u|t=0 = u0
(1.1)

Let us introduce Mvisc =
max(ν,ν′)
min(ν,ν′) .

Proposition 1 (Lp-estimates) Assume that u solves (1.1) on [0, T ] with u0 ∈ Lp and
that ‖v‖L∞

T
L6 ≤ C ′ (for some constant C ′) with div v = 0. Then there exists a constant

D (depending on F , Mvisc and C ′) such that for all t ∈ [0, T ],

‖u‖L∞
t Lp ≤ Dt(‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ). (1.2)

Theorem 1 (Smoothing effect) Assume that u solves (1.1) on [T1, T2] with v satisfying
div v = 0 and ‖v‖L∞([T1,T2],L6) ≤ C ′, u(T1) ∈ Lp, F e ∈ L1

locL
p (for p ∈ [1,∞]). There

exist two constants C and CF such that if T2 − T1 > 0 is so small that:

1. 2CC ′(T2 − T1)
1
4 ≤ ν30 ,

2. e
C

∫ T2
T1

‖∇v(τ)‖L∞ − 1 ≤ 1
CFMvisc

.

Then, for all r ∈ [1,∞], there exists a constant Cr,F > 0 such that for all t ∈ [T1, T2],

(ν0r)
1
r ‖u‖

L̃r([T1,t],B
2
r
p,∞)

≤ Cr,F

(
‖u(T1)‖Lp +

∫ t

T1

‖F e(τ)‖Lpdτ

)
. (1.3)

Remark 4 In the particular case r = 1, p = ∞ we obtain that:

ν0‖u‖L̃1([T1,t],C2
∗)

≤ CF

(
‖u(T1)‖L∞ +

∫ t

T1

‖F e(τ)‖L∞dτ

)
. (1.4)

Theorem 2 (a priori estimates) Let s ∈]− 1, 1[. Assume that u solves (1.1) on [T1, T2]
with v satisfying div v = 0 and ‖v‖L∞([T1,T2],L6) ≤ C ′, u(T1) ∈ Bs

p,∞. Assume in addition

that the external force term can be decomposed into F e+Ge, with F e ∈ L̃1([T1, T2], B
s
p,∞)

(for p ∈ [1,∞]) and Ge ∈ L̃∞([T1, T2], B
s+ 2

r
−2

p,∞ ) for r ∈ [1,∞] with s+ 2
r
∈]− 1, 1[. There

exist two constants Cs and CF such that if T2 − T1 > 0 is so small that:

1. 2CC ′(T2 − T1)
1
4 ≤ ν30 ,

2. e
C

∫ T2
T1

‖∇v(τ)‖L∞ − 1 ≤ 1
CFMvisc

,

3. T2 − T1 +
∫ T2

T1
‖∇v‖L∞dτ ≤ Cs
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Then, there exists a constant Cν0,F > 0 such that for all t ∈ [T1, T2],

(ν0r)
1
r ‖u‖

L̃r([T1,t],B
s+2

r
p,∞ )

≤ Cν0,F

(
‖u(T1)‖Bs

p,∞
+ ‖F e‖

L̃1([T1,t],Bs
p,∞)

+
1

ν0
‖Ge‖

L̃∞([T1,t],B
s+2

r−2
p,∞ )

)
. (1.5)

Remark 5 The time globalization can be done as T. Hmidi did in [32] and only intro-

duces a multiplicative factor e
C(t−T1+

∫ t
T1

‖∇v(τ)‖dτ)
in the results. We choose to write on

a small time interval because this is the form we will use in [16].

Remark 6 In the energy case p = 2, these estimates are easier to obtain.

Remark 7 These estimates have been obtained by T. Hmidi in [32] for the Navier-Stokes
system and adapted in [10] for the Primitive Equations in the case ν = ν ′ where Γ = ν∆.
In the general case treated by the present article, all the difficulties result from the fact
that Γ is a non local linear operator. The main features will be to obtain estimates for
commutators involving Γ or to cope with terms of the form Γ(uv).

The article is structured as follows: the second section is devoted to the proof of
Proposition 1 (Lp estimates). In Section 3 we rewrite the non-local operator Γ into a
more practical form and obtain various properties and commutator estimates that we use
in Sections 4 and 5 to prove the theorems. In the appendix we gathered an introduction to
the Besov spaces, general properties for flows, and a study of particular diffeomorphisms
introduced in Section 3.

Remark 8 In this paper we will denote as C a universal constant and as CF,s (for
example) a constant which only depends on F and s. Even if from line to line this
constant may change (multilplication by another constant...) we will still denote it as
CF,s.

2 Lp estimates

The aim of this section is to prove Proposition 1.

2.1 Basic semigroup estimates

The object of this preliminary section is to prove the following results on the semigroup
generated by the operator Γ. Basically Γ is ”close to” some α∆ and the associated
semigroup is expected to be ”close to” the classical heat semigroup eαt∆ (see 3.13 for

more details about α). In fact even when ν ∼ ν ′, etΓ̂(ξ) is close to the gaussian function
e−tα|ξ|2 but its Fourier inverse reaches negative values and has a L1-norm strictly larger
than 1. This is why we cannot expect a genuine maximum principle for Γ and get the
exponential factor Dt in Proposition 1. For the same reason we were unable to use the
Trotter formula or the arguments from [24, 36].
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Proposition 2 There exists a constant C = CF,visc > 0 depending on F and Mvisc =
max(ν,ν′)
min(ν,ν′) such that for all p ∈ [1,∞] and u ∈ Lp, we have:

‖etΓu‖Lp ≤ C‖u‖Lp .

Proposition 3 There exists a constant C = CF,visc,c0,C0 > 0 depending on F , Mvisc, c0
and C0 such that for all p ∈ [1,∞], λ > 0 and u ∈ S ′ with supp û ∈ λC, where C is the
annulus C(0, c0, C0), we have:

‖etΓu‖Lp ≤ Ce−
c20
8
ν0tλ

2‖u‖Lp .

Proof of Proposition 2: we will follow the lines of the classical proofs for the
heat equation case (we refer for example to [3]), except that we must be cautious when
applying the integration by parts argument due to the presence of a rational function as
we have:

Γ̂u(ξ) = − |ξ|2
|ξ|2F

(νξ21 + νξ22 + ν ′F 2ξ23)û(ξ)
def
= −q(ξ)û(ξ).

This implies that etΓu = Kt ∗ u, where we define the kernel Kt(x) for all t, x by:

Kt(x) = F−1(etq(ξ))(x) =
1

(2π)3

∫

R3

eix·ξe−tq(ξ)dξ.

Let us introduce M = ν
ν0

and M ′ = ν′

ν0
with ν0 = min(ν, ν ′), then we can write that:

{
min(M,M ′) = 1,

max(M,M ′) =Mvisc =
max(ν,ν′)
min(ν,ν′) ,

and for all t, x,

Kt(x) =
1

(2π)3

∫

R3

eix·ξe−q0(ξ
√
ν0t)dξ, with q0(ξ) =

|ξ|2
|ξ|2F

(Mξ21 +Mξ22 +M ′F 2ξ23).

Performing the change of variable ξ = η√
ν0t

, we obtain that for all t, x,

Kt(x) =
1

√
ν0t

3K1(
x√
ν0t

), with K1(x) =
1

(2π)3

∫

R3

eix·ξe−q0(ξ)dξ.

Then as etΓu = Kt ∗ u = 1√
ν0t

3K1(
.√
ν0t

) ∗ u, and thanks to convolution estimates,

‖etΓu‖Lp ≤ ‖K1‖L1‖u‖Lp ,

so that Proposition 2 will be proved as soon as we can bound ‖K1‖L1 . To do this, as in
[3] we write:

K1(x) = C
1

(1 + |x|2)2
∫

R3

(Id −∆ξ)
2(eix·ξ)e−q0(ξ)dξ

= C
1

(1 + |x|2)2
∫

R3

eix·ξ(Id −∆ξ)
2(e−q0(ξ))dξ. (2.6)
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Remark 9 Note that in [3] the operator Id −∆ξ is applied d times (in the general Rd

case). In fact, it is sufficient to apply it [d/2] + 1 times. However, as q0 is a ratio-
nal fraction(q is a polynomial in the heat case), deriving once more would lead to non
integrable terms (at zero)

Collecting the polynomial part of q0 gives:

q0(ξ) =

(
Mξ21 +Mξ22 +

(
(1− F 2)M + F 2M ′)ξ23

)
− (M −M ′)F 2(1− F 2)

ξ43
|ξ|2F

,

From this, we compute the derivatives of q0 and we can write that for all ξ 6= 0:

q0(ξ) = Q2(ξ), ∇q0(ξ) = Q1(ξ), and ∆q0(ξ) = Q0(ξ),

where Qi denotes a rational homogeneous fraction in ξ of degree i (the denominator is a
power of |ξ|F ) and whose coefficients depend on F and Mvisc. This allows us to obtain
that (with the same notations):

{
(Id −∆)e−q0 = (1 +Q0 +Q2)e

−q0 ,

(Id −∆)2e−q0 = (Q−2 +Q0 +Q2 +Q4)e
−q0 ,

then, using the fact that −q0(ξ) ≤ −min(M,M ′)|ξ|2 = −|ξ|2 we can estimate K1(x) for
all x ∈ R3 by:

|K1(x)| ≤
CF,Mvisc

(1 + |x|2)2
∫

R3

(|ξ|−2 + 1 + |ξ|2 + |ξ|4)e−|ξ|2dξ ≤ CF,Mvisc

(1 + |x|2)2 ,

which implies that ‖K1‖L1 ≤ CF,Mvisc
. �

Remark 10 We can similarly prove that for all k ∈ N, there exists a constant CF,Mvisc,k

such that for all x ∈ R3:

|∇kK1(x)| ≤
CF,Mvisc,k

(1 + |x|2)2 ,

so that ∇kK1 ∈ Lp for all p ∈ [1,∞].

Proof of Proposition 3: as above, we use the same arguments as in [3]. As supp û ⊂
λC, if φ is a smooth function compactly supported in a bigger annulus C′ = C(0, c0/2, 2C0)
such that φ ≡ 1 on C, then we have etΓu = gt ∗ u, where for all t, x:

gt(x) = F−1(etν0q0(.)φ(
.

λ
))(x) =

1

(2π)3

∫

R3

eix·ξe−tν0q0(ξ)φ(
ξ

λ
)dξ = λ3hν0tλ2(λx),

with

hτ (x) =
1

(2π)3

∫

C′

eix·ξφ(ξ)e−τq0(ξ)dξ.

Using the same integration by part as before, we write that:

hτ (x) =
C

(1 + |x|2)2
∫

C′

eix·ξ(Id −∆)2(φ(ξ)e−τq0(ξ))dξ.
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The rest of the proof is classical, computing (Id −∆)2
(
φ(ξ)e−τq0(ξ)

)
, using the fact that

ξ ∈ C′ and that −q0(ξ) ≤ −|ξ|2, we obtain that for all x ∈ R3,

|hτ (x)| ≤
CF,Mvisc,c0,C0

(1 + |x|2)2
∫

C
(1 + τ4)e−τ

c20
4 dξ ≤ CF,Mvisc,c0,C0

(1 + |x|2)2 e−τ
c20
8 ,

then we immediately get that:

‖gt‖L1 = ‖hν0tλ2‖L1 ≤ CF,Mvisc,c0,C0e
− c20

8
ν0tλ

2
,

which ends the proof. �

2.2 Proof of Proposition 1

As u solves system (1.1), the Duhamel form gives that for all t ∈ [0, T ] (using that v is
divergence-free),

u(t) = etΓu0 +

∫ t

0
e(t−τ)Γ

(
− div (v ⊗ u)(τ) + F e(τ)

)
dτ.

Thanks to Proposition 2 we can estimate the Lp-norm, there exists a constant C such
that for all time:

‖u(t)‖Lp ≤ C

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)

+

∫ t

0
‖ 1
√
ν0(t− τ)

3K1(
.√

ν0(t− τ)
) ∗ div (v ⊗ u)‖Lpdτ. (2.7)

In the convolution term we have:

‖ 1
√
ν0(t− τ)

3K1(
.√

ν0(t− τ)
) ∗ div (v ⊗ u)‖Lp

≤ ‖ 1
√
ν0(t− τ)

4 (∇K1)(
.√

ν0(t− τ)
) ∗ (v ⊗ u)‖Lp

≤ 1
√
ν0(t− τ)

4 ‖(∇K1)(
.√

ν0(t− τ)
)‖La‖v ⊗ u‖Lb , (2.8)

thanks to the classical convolution estimates, if a, b ∈ [1,∞] satisfy 1
a
+ 1

b
= 1 + 1

p
.

And if r satisfies: 1
p
+ 1

r
= 1

b
, that is in fact we simply ask that 1

a
+ 1

r
= 1, then

‖v ⊗ u‖Lb ≤ ‖v‖Lr‖u‖Lp . Taking a = 6/5 and r = 6 we get:

‖u(t)‖Lp ≤ C

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)

+

∫ t

0

1
√
ν0(t− τ)

4

√
ν0(t− τ)

3· 5
6‖∇K1‖

L
6
5
‖v(τ)‖L6‖u(τ)‖Lpdτ. (2.9)
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Thanks to Remark 10, the integral can be estimated by

C(F,Mvisc)

∫ t

0
ν
− 3

4
0 (t− τ)−

3
4 ‖v‖L∞

t L6‖u‖L∞
t Lpdτ ≤ C ′′ν

− 3
4

0 t
1
4 ‖u‖L∞

t Lp ,

where the constant C ′′ depends on C ′, F and Mvisc. Then

‖u‖L∞
t Lp ≤ C

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)
+ C ′′ν

− 3
4

0 t
1
4 ‖u‖L∞

t Lp ,

and if t is so small that C ′′ν
− 3

4
0 t

1
4 ≤ 1

2 , we obtain:

‖u‖L∞
t Lp ≤ C

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)
. (2.10)

Finally when t is large, we globalize this result thanks to a subdivision 0 = T0 < T1 <
... < TN = t such that for all i ∈ {0, ..., N − 1},

C ′′(Ti+1 − Ti)
1
4 ∼ 1

2
ν

3
4
0 , (2.11)

then for all i ∈ {0, ..., N − 1} and all t′ ∈ [Ti, Ti+1],

‖u‖L∞
[Ti,t

′]
Lp ≤ C

(
‖u(Ti)‖Lp +

∫ t′

Ti

‖F e(τ)‖Lpdτ

)
,

which classically implies that:

‖u‖L∞
t Lp ≤ CN

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)
.

Thanks to (2.11), N ∼ (2C ′′)4ν−3
0 t, we obtain the desired result with D = C

(2C′′)4

ν3
0 . �

3 Around the operator Γ

The proof of Theorems 1 and 2 follows classical lines: as in the work of T. Hmidi for
the Navier-Stokes system (see [32]) or in [13, 14, 15] for compressible models, we localise
the equations thanks to the dyadic operators, then we perform a Lagrangian change of
variable, localizing again we obtain the desired estimates. As in [14, 15] all the difficulty
lies in the study of the commutator of the nonlocal operator Γ with the Lagrangian
change of variable. In what follows we will skip details on what is classical and focus on
this point.

3.1 Rewriting of the operator: singular integrals

In the previous studies of the Primitive Equations and the 3D-QG system, we dealt with
the operator Γ in energy spaces (only using its symbol, see [8, 9, 11, 12]) or in particular
cases where Γ is reduced to the classical Laplacian (ν = ν ′, see [10]). In the present
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article we will need a more handy expression for this operator and the next section is
devoted to rewrite Γ as a singular integral (in contrast with the cases of [14, 15] where
the kernels have nicer properties).

Let us begin by collecting the pure local and non-local parts out of Γ, from its
definition, we easily write that (recall that ∆F = ∂21 + ∂22 + F 2∂23):

Γ = ∆∆−1
F (ν∂21 + ν∂22 + ν ′F 2∂23) = ∆∆−1

F (ν∆F + (ν ′ − ν)F 2∂23)

= ∆(νId + (ν ′ − ν)F 2∂23∆
−1
F ) = ν∆+ (ν ′ − ν)F 2∂23∆∆−1

F . (3.12)

As ∆ = ∆F + (1− F 2)∂23 , we obtain:

Γ = ν∆+ (ν ′ − ν)F 2∂23(Id + (1− F 2)∂23∆
−1
F ) = ΓL + (ν − ν ′)F 2(1− F 2)Λ2,

where we define the following operators:

{
ΓL = ν∂21 + ν∂22 +

(
(1− F 2)ν + F 2ν ′

)
∂23 ,

Λ = ∂23(−∆F )
− 1

2 .
(3.13)

Remark 11 Dealing with ∂43(−∆F )
−1 would lead to an obstruction but (as in [34])

simply studying the square root of this operator (which is the derivative of a Riesz
operator) will provide the properties we need.

Let us recall the following result:

Proposition 4 (1.29, see [3] p.23) If |.| denotes the canonic euclidean norm in Rd, then
for each σ ∈]0, d[, there exists a constant Cd,σ > 0 such that:

F(|.|−σ) = Cd,σ|.|σ−d.

We deduce from this that, with d = 3 and σ = 2:

F−1(
1

|ξ|F
) =

C

F

1

x21 + x22 +
1
F 2x

2
3

=
C

F

1

|x|21
F

,

where C > 0 denotes a universal constant and we introduce, for x ∈ R3 and α 6= 0,

|x|2α = x21 + x22 + α2x23. (3.14)

We can then define the distribution T as follows: for all ψ ∈ D,

< T,ψ >=

∫

R3

ψ(x)

|x|21
F

dx =

∫

R3

ψ(x)

x21 + x22 +
1
F 2x

2
3

dx.

As we want to compute Λ = C
F
∂23T , we begin with writing (thanks to the Lebesgue

theorem): for all ψ ∈ D,

< T,ψ >= lim
ε→0

∫

|x|≥ε

ψ(x)

x21 + x22 +
1
F 2x

2
3

dx.

10



Thanks to the Green formula and the fact that the surface integral goes to zero with ε,
we easily obtain that:

< ∂3T, ψ >=< PV

(
∂3(

1

|x|21
F

)
)

)
, ψ >= lim

ε→0

∫

|x|≥ε

− 2

F 2

x3(
x21 + x22 +

1
F 2x

2
3

)2ψ(x)dx.

Then, deriving once more:

< ∂23T, ψ >= − < ∂3T, ∂3ψ >= lim
ε→0

(∫

|x|≥ε

K0(x)ψ(x)dx + Jε

)
,

with the kernel (degree −4):

K0(x) = ∂23(
1

|x|21
F

)
) = − 2

F 2

x21 + x22 − 3
F 2x

2
3(

x21 + x22 +
1
F 2x

2
3

)3 ,

and the surface integral:

Jε =

∫

|x|=ε

− 2

F 2

x23

|x|
(
x21 + x22 +

1
F 2x

2
3

)2ψ(x)dσε(x)

= − 2

F 2

∫ 2π

0

∫ π
2

−π
2

sin2 ϕ cosϕ
(
cos2 ϕ+ 1

F 2 sin
2 ϕ
)2
ψ(ε cos ϕ cos θ, ε cosϕ sin θ, ε sinϕ)

ε
dϕdθ. (3.15)

Lemma 1 The previous integral satisfies:

Iε
def
= Jε +

4π

F 2

1

ε

∫ π
2

−π
2

sin2 ϕ cosϕ
(
cos2 ϕ+ 1

F 2 sin
2 ϕ
)2ψ(0)dϕ −→

ε→0
0.

Proof: the quantity is equal to:

Iε = − 2

F 2

∫ π
2

−π
2

sin2 ϕ cosϕ
(
cos2 ϕ+ 1

F 2 sin
2 ϕ
)2
ψ(ε cosϕ cos θ, ε cosϕ sin θ, ε sinϕ)− ψ(0)

ε
dϕ,

and thanks to the Lebesgue theorem,

lim
ε→0

Iε = − 2

F 2
∇ψ(0) ·

∫ 2π

0

∫ π
2

−π
2

sin2 ϕ cosϕ
(
cos2 ϕ+ 1

F 2 sin
2 ϕ
)2




cosϕ cos θ
cosϕ sin θ
sinϕ


 dϕdθ

= − 2

F 2
∇ψ(0) ·




0
0
0


 = 0, (3.16)

as the three integrals are zero. �
Moreover, thanks to the Green formula, for any fixed ε,

− 4π

F 2

1

ε

∫ π
2

−π
2

sin2 ϕ cosϕ
(
cos2 ϕ+ 1

F 2 sin
2 ϕ
)2ψ(0)dϕ = −

∫

|x|≥ε

K0(x)dx,

11



so that we have, for all ψ ∈ D,

< ∂23T, ψ >= lim
ε→0

∫

|x|≥ε

K0(x)
(
ψ(x)− ψ(0)

)
dx,

and we finally end up with the following expression of Λ: for all function f ∈ S, and all
x ∈ R3,

Λf(x) =
C

F

(
∂23T ∗ f

)
(x) =

C

F
< ∂23T, f(x− .) >

= lim
ε→0

∫

|y|≥ε

K(y)
(
f(x− y)− f(x)

)
dy, (3.17)

with the kernel K defined for all y ∈ R3 by:

K(y) = −2C

F 3

y21 + y22 − 3
F 2 y

2
3(

y21 + y22 +
1
F 2 y

2
3

)3 . (3.18)

Note that as the degree of K is −4, the integral diverges at the origin, so that we still
need to desingularize this expression. An easy way to do this is (as used in [14]) to
perform the change of variable y 7→ −y and we obtain (as K is even) that for all x ∈ R3,

Λf(x) = lim
ε→0

∫

|y|≥ε

K(y)
(
f(x− y)− f(x)

)
dy = lim

ε→0

∫

|y|≥ε

K(y)
(
f(x+ y)− f(x)

)
dy

= lim
ε→0

∫

|y|≥ε

K(y)

2

(
f(x− y) + f(x+ y)− 2f(x)

)
dy

=
1

2

∫

R3

K(y)

(
f(x− y) + f(x+ y)− 2f(x)

)
dy. (3.19)

As in [14] we will use the following alternative characterizations of Besov norms (see [3]),
if we denote τa : f 7→ f(.− a):

Theorem 3 ([3], 2.36) Let s ∈]0, 1[ and p, r ∈ [1,∞]. There exists a constant C such
that for any u ∈ C′

h,

C−1‖u‖Ḃs
p,r

≤ ‖‖τ−yu− u‖Lp

|y|s ‖
Lr(Rd; dy

|y|d
)
≤ C‖u‖Ḃs

p,r
.

and when s = 1, we have to use finite differences of order 2 instead of order 1:

Theorem 4 ([3], 2.37) Let p, r ∈ [1,∞]. There exists a constant C such that for any
u ∈ C′

h,

C−1‖u‖Ḃ1
p,r

≤ ‖‖τ−yu+ τyu− 2u‖Lp

|y| ‖
Lr(Rd; dy

|y|d
)
≤ C‖u‖Ḃ1

p,r
.

Unsurprisingly, we use the latter to retrieve that for all p ∈ [1,∞], and all f ∈ Ḃ1
p,1(R

3),

then Λf ∈ Lp(R3) and
‖Λf‖Lp ≤ CF‖f‖Ḃ1

p,1
. (3.20)

Remark 12 The main reason why we studied Λ instead of directly Λ2 is that, as the
latter is a pseudo-differential operator of integer order 2, dealing with Besov spaces would
require to obtain a similar expression but with finite differences of order 3, introducing
heavy problems with singular integrals.
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3.2 Localization

The proofs of Theorems 1 and 2 share the same starting point. As announced, if u
solves System (1.1), we first apply the dyadic operator ∆j (we refer to the appendix for

the Littlewood-Paley theory), and we obtain, as in [32, 25, 13, 14, 15] that uj
def
= ∆ju

satisfies: {
∂tuj + Sj−1v.∇uj − Γuj = F e

j +Ge
j +Rj,

uj |t=0 = ∆ju0 = u0,j ,
(3.21)

where the well-known remainder term is defined as follows

Rj = (Sj−1v − v).∇uj + [v.∇,∆j ]u = Sj−1v.∇uj −∆j(v · ∇u). (3.22)

Remark 13 We emphasize that the terms Sj−1v.∇uj and Rj have their frequencies
located in a ring of size 2j if j ≥ 1, and as explained in the proofs, we will use it only for
j ≥ N0 with N0 large enough.

The next step is as in the cited works to perform a Lagrangian change of variable.
We first define ψj,t the flow associated to the regularized advection velocity Sj−1v, that
is the solution of the following system:

{
∂tψj,t(x) = Sj−1v(t, ψj,t(x)),

ψj,0(x) = x.
(3.23)

Then, introducing ũj = uj ◦ψj,t, that is for all t, x, ũj(t, x) = uj(t, ψj,t(x)) (same notation
for the other quantities), we get:

{
∂tũj − Γũj = F̃ e

j + G̃e
j + R̃j + S̃j ,

ũj |t=0 = u0,j ,
(3.24)

where we have defined S̃j as the following commutator:

S̃j = (Γuj) ◦ ψj,t − Γ(uj ◦ ψj,t). (3.25)

Decomposing Γ into its pure local and non-local parts (see (3.13)):

Γ = ΓL + (ν − ν ′)F 2(1− F 2)Λ2,

we decompose the commutator S̃j into S̃j = S̃L
j + S̃NL

j , with:




S̃L
j = (ΓLuj) ◦ ψj,t − ΓL(uj ◦ ψj,t),

S̃NL
j = (ν − ν ′)F 2(1− F 2)

(
(Λ2uj) ◦ ψj,t − Λ2(uj ◦ ψj,t)

)
.

(3.26)

Obviously, we got rid of the advection term, but ended with functions that are not
frequency localized anymore, and the next step is to localize once again and taking
advantage of the fact that (as divSj−1v = 0, ψj,t is volume-preserving):

‖uj‖Lp = ‖ũj ◦ ψ−1
j,t ‖Lp = ‖

(
Sj−N0ũj

)
◦ ψ−1

j,t +
( ∑

q≥j−N0

∆qũj
)
◦ ψ−1

j,t ‖Lp

≤ ‖Sj−N0ũj‖Lp +
∑

q≥j−N0

‖∆qũj‖Lp . (3.27)
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We refer to the next section for the low frequencies, as they will be dealt using Lemma
2.6 from [3] exactly as in [32, 13, 14, 15], and we focus here on the high frequencies,
for wich we apply the dyadic operator ∆l to the previous system. We get that for all
l ≥ j −N0: 



∂t∆lũj − Γ∆lũj = ∆l

(
F̃ e
j + G̃e

j + R̃j + S̃L
j + S̃NL

j

)
,

∆lũj |t=0 = ∆lu0,j = ∆l∆ju0,
(3.28)

Thanks to the Duhamel formula, we have

∆lũj = etΓ∆l∆ju0 +

∫ t

0
e(t−τ)Γ∆l

(
F̃ e
j + G̃e

j + R̃j + S̃L
j + S̃NL

j

)
(τ)dτ, (3.29)

and then we can follow the very same lines as in [32, 25, 13, 14, 15] provided that we are

able to estimate ‖∆lS̃
L
j ‖Lp and ‖∆lS̃

NL
j ‖Lp , which is the object of the following result:

Proposition 5 Under the same assumptions, there exists two constants C > 0 and
CF > 0 such that, for all p ∈ [1,∞], if t is so small that:

eCV (t) − 1 ≤ 1

2
,

then

‖∆lS̃
L
j ‖Lp + ‖∆lS̃

NL
j ‖Lp ≤ CF max(ν, ν ′)23j−leCV (t)(eCV (t) − 1)‖uj(t)‖Lp ,

where V (t) =
∫ t

0 ‖∇v(τ)‖L∞dτ .

Proof : The first estimate is easily dealt exactly as in the case of the classical Laplacian
and we will skip details (we refer to [32, 10, 13]). Estimating the non-local commutator
is the main difficulty of the present article and will require more attention. This is the
object of the following section.

3.3 Commutator estimates for S̃NL
j

First, as in [34] we simplify the problem by rewriting S̃NL
j as follows:

(Λ2uj) ◦ ψj,t − Λ2(uj ◦ ψj,t) =
(
Λ(Λuj)

)
◦ ψj,t − Λ

(
(Λuj) ◦ ψj,t

)

+ Λ

(
(Λuj) ◦ ψj,t − Λ(uj ◦ ψj,t)

)
, (3.30)

which allows us to reduce the study to the following quantity: for any function f ,

Ij = Ij(f) =
(
Λf
)
◦ ψj,t − Λ

(
f ◦ ψj,t

)
.

The first step in the study of S̃NL
j is then the following result, whose proof is given in

the next section:
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Proposition 6 There exist two constants C,CF > 0 so that for all p ∈ [1,∞] and all
function f , denoting fj = ∆jf and, as usual, V (t) =

∫ t

0 ‖∇v(τ)‖dτ , if t is so small that

e2CV (t) − 1 ≤ 1

2
,

then
‖Ij(fj)‖Lp ≤ CF e

CV (t)(eCV (t) − 1)2j‖fj‖Lp .

3.3.1 Proof of the commutator estimates for Λ

As in [14, 15], instead of estimating Ij(x), it will be simpler to estimate Ij(ψ
−1
j,t (x)) as

it considerably simplifies the integrals. Moreover, contrary to [14, 15] we have div v = 0
so the Jacobian determinant is equal to 1 and the previous quantities have the same
Lp-norm. Most of the computations are valid for any C2-function f , and we will precise
when it will be needed that f is spectrally localized in 2jC (we will write fj). Thanks to
(3.17), for all x ∈ R3,

Ij(ψ
−1
j,t (x)) = (Λf)(x)− Λ

(
f ◦ ψj,t

)
(ψ−1

j,t (x))

= lim
ε→0

(∫

|y|≥ε

K(y)
(
f(x− y)− f(x)

)
dy −

∫

|y|≥ε

K(y)

((
f ◦ ψj,t

)
(ψ−1

j,t (x)− y)− f(x)

)
dy

)
.

(3.31)

Performing in the second integral the following change of variable (see [14])

x− z = ψj,t

(
ψ−1
j,t (x)− y

)
⇔ y = ψ−1

j,t (x)− ψ−1
j,t (x− z),

we obtain that
I(ψ−1

j,t (x)) = lim
ε→0

gε(x), (3.32)

where

gε(x) =

∫

|y|≥ε

K(y)
(
f(x− y)− f(x)

)
dy

−
∫

|mx(−y)|≥ε

K
(
mx(−y)

)(
f(x− y)− f(x)

)
dy. (3.33)

with the following notations: for all x, y ∈ R3,




mx(y) = ψ−1
j,t (x)− ψ−1

j,t (x+ y),

Y± =
|mx(±y)|

|y| and Y F
± =

|mx(±y)| 1
F

|y| 1
F

if y 6= 0.
(3.34)

In what follows we will make an extensive use of estimates involving these diffeomor-
phisms and for simplicity, we put in the appendix all these properties, that are much
more precise than in [14, 15].

The main ingredient in the proof of Proposition 6 is to rewrite Ij(ψ
−1
j,t (x)) in a more

handy way, which is the object of the following result:
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Proposition 7 Under the same assumptions, for all x ∈ R3,

Ij(ψ
−1
j,t (x)) =

1

2

(∫

R3

(
K(y)−K(mx(−y)

)(
f(x− y) + f(x+ y)− 2f(x)

)
dy

+

∫

R3

(
K(mx(−y))−K(mx(y))

)(
f(x+ y)− f(x)

)
dy

)
. (3.35)

Proof : For all ε > 0, and x ∈ R3,

gε(x) =

∫

R3

(
K(y)1{|y|≥ε} −K

(
mx(−y)

)
1{|mx(−y)|≥ε}

)(
f(x− y)− f(x)

)
dy

=

∫

R3

(
K(y)1|y|≥ε

(
1{|mx(−y)|≥ε} + 1{|mx(−y)|<ε}

)

−K
(
mx(−y)

)
1{|mx(−y)|≥ε}

(
1{|y|≥ε} + 1{|y|<ε}

))(
f(x− y)− f(x)

)
dy. (3.36)

so that we can rewrite gε into:

gε(x) = g1ε(x) + g2ε(x)− g3ε(x),

with




g1ε(x) =

∫

R3

1{|y|≥ε}1{|mx(−y)|≥ε}

(
K(y)−K

(
mx(−y)

))(
f(x− y)− f(x)

)
dy,

g2ε(x) =

∫

R3

1{|y|≥ε}1{|mx(−y)|<ε}K(y)
(
f(x− y)− f(x)

)
dy,

g3ε(x) =

∫

R3

1{|y|<ε}1{|mx(−y)|≥ε}K(mx(−y))
(
f(x− y)− f(x)

)
dy,

(3.37)
We will now prove the following result:

Lemma 2 Under the previous assumptions,

sup
x∈R3

(
|g2ε(x)|+ |g3ε(x)|

)
−→
ε→0

0.

Proof: We will only concentrate on g2ε because, up to applying the diffeomorphism
mx, g

3
ε can be dealt exactly the same way. First we emphasize that any direct estimate

will fail as it will only give that |g2ε (x)| is bounded as ε goes to zero. Indeed, thanks to
Proposition 14 from the appendix, we have:

|g2ε(x)| ≤ CF

∫

ε≤|y|<eCV (t)ε

1

|y|3 e
6CV (t)(e2CV (t) − 1)‖∇f‖L∞dy

≤ CF e
6CV (t)(e2CV (t) − 1)(e3CV (t) − 1)‖∇f‖L∞ . (3.38)
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In order to prove the desired result we need, as in (3.19), to perform the change of
variable y 7→ −y in the second term of the obvious identity g2ε(x) =

1
2 (g

2
ε(x) + g2ε(x)) ,

which allows us to write that for all x ∈ R3:

g2ε(x) =
1

2

(∫

A−
ε

K(y)
(
f(x− y)− f(x)

)
dy +

∫

A+
ε

K(y)
(
f(x+ y)− f(x)

)
dy

)

where we have introduced the following sets (of course depending on x):

A±
ε = {y ∈ R

3/|y| ≥ ε and |mx(±y)| < ε}. (3.39)

Obviously, we can state that:

Lemma 3 The sets A±
ε satisfy:

∀y ∈ R
3, y ∈ A−

ε ⇔ −y ∈ A+
ε ,

and for η ∈ {−1, 1}:

Aη
ε ⊂ {y ∈ R

3/ε ≤ |y| < εeCV (t) and εe−CV (t) ≤ |mx(ηy)| < ε}.

and

vol(Aη
ε) ≤

4π

3

(
e3CV (t) − 1

)
ε3

Proof: thanks to the first estimate from Proposition 12, we immediately obtain the
second point. �

Taking these sets into consideration, we can rewrite g2ε :

g2ε(x) =
1

2
(Iε(x) + IIε(x) + IIIε(x)) , (3.40)

with 



Iε(x) =

∫

A−
ε ∩A+

ε

K(y)
(
f(x− y) + f(x+ y)− 2f(x)

)
dy,

IIε(x) =

∫

A−
ε \A+

ε

K(y)
(
f(x− y)− f(x)

)
dy,

IIIε(x) =

∫

A+
ε \A−

ε

K(y)
(
f(x+ y)− f(x)

)
dy.

Lemma 3 immediately implies that IIε = IIIε. We recall that we want to prove that g2ε
goes to zero (see Lemma 2). Let us begin with Iε: using twice the mean-value Theorem
and Lemma 3 implies that for all x ∈ R3,

|Iε(x)| ≤
∫

ε≤|y|<εeCV (t)

CF

|y|4 |y|
2‖∇2f‖L∞dy

≤ CF

ε2
‖∇2f‖L∞vol

{
y ∈ R

3, ε ≤ |y| < εeCV (t)
}

≤ CF ‖∇2f‖L∞
4π

3

(
e3CV (t) − 1

)
ε (3.41)
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so that we obtain:
sup
x∈R3

|Iε(x)| −→
ε→0

0. (3.42)

As before, applying this rough argument to g2ε only provides that it is bounded whereas
we need to prove it goes to zero. For IIε (and IIIε) as we only have a finite difference of
order one, we need to be much more precise when estimating the volume of A−

ε \ A+
ε :

|IIε(x)| ≤
∫

A−
ε \A+

ε

CF

|y|4 |y|‖∇f‖L∞dy ≤ CF

ε3
‖∇f‖L∞vol

(
A−

ε \ A+
ε

)
.

In fact, as each of the sets A±
ε is already very close to the domain located between the

spheres centered at zero and with radii ε and εeCV (t), their symmetric difference has an
even smaller volume:

Lemma 4 Under the previous assumptions and notations, there exists a constant CF,j

(also depending on t but bounded) such that:

vol(A−
ε \ A+

ε ) ≤ CF,jε
4

Proof : Let us write that

A−
ε \A+

ε ⊂
{
y ∈ R

3, ε ≤ |y| < εeCV (t), εe−CV (t) ≤ |mx(−y)| < ε, and |mx(y)| ≥ ε
}
.

Thanks to the last point of Proposition 12, if y ∈ A−
ε \A+

ε then:

∣∣∣∣|mx(−y)| − |mx(y)|
∣∣∣∣ ≤ e2CV (t)(e2CV (t) − 1)min(1, 2j |y|)|y|

≤ e4CV (t)(e2CV (t) − 1)2jε2, (3.43)

so that, using this with the fact that |mx(−y)| < ε, we obtain

ε ≤ |mx(y)| ≤ |mx(−y)|+
∣∣∣∣|mx(−y)| − |mx(y)|

∣∣∣∣ < ε
(
1 + e4CV (t)(e2CV (t) − 1)2jε

)
.

That is

A−
ε \ A+

ε ⊂
{
y ∈ R

3, ε ≤ |mx(y)| < ε
(
1 + e4CV (t)(e2CV (t) − 1)2jε

)}
.

Then, as y 7→ mx(y) is a volume preserving diffeomorphism, roughly denoting Cj =
e4CV (t)(e2CV (t) − 1)2j , we get:

vol
(
A−

ε \A+
ε

)
≤ vol

{
y ∈ R

3, ε ≤ |y| < ε (1 + εCj)
}

=
4π

3
ε3
(
(1 + εCj)

3 − 1
)
=

4π

3
ε4
(
3Cj + 3εC2

j + ε2C3
j

)
, (3.44)

which concludes the proof of the lemma. �
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Remark 14 We do not need to worry about the dependency in time, as in what follows
we will deal with small t such that eCV (t) − 1 ≤ 1/2.

This allows us to conclude that there exists a constant CF,j > 0 such that:

sup
x∈R3

|IIε(x)| ≤ εCF,j‖∇f‖L∞ −→
ε→0

0. (3.45)

Gathering (3.40), (3.42) and (3.45) ends the proof of Lemma 2. �
This immediately leads us to:

Ij(ψ
−1
j,t (x)) = lim

ε→0
gε(x) = lim

ε→0
g1ε(x)

= lim
ε→0

∫

R3

1{|y|≥ε}1{|mx(−y)|≥ε}

(
K(y)−K(mx(−y))

)(
f(x− y)− f(x)

)
dy. (3.46)

We emphasize that, for the same reason as before, we still cannot let ε go to zero in this
integral: we obtain thanks to Proposition 14, that near zero, the integrated function is
bounded by:

1

|y|3 (e
2CV (t) − 1)‖∇f‖L∞ ,

which is not integrable at 0. Our only option is to use once more the same desingular-
ization argument as before: g1ε(x) =

1
2(g

1
ε(x)+ g1ε(x)) and perform the change of variable

y 7→ −y in the second term, in order to take advantage of finite differences of order 2.
Doing as what lead to (3.37) we can write that:

g1ε(x) = IVε(x) + Vε(x) + V Iε(x),

where

IVε(x) =

∫

Bε

((
K(y)−K(mx(−y)

)(
f(x−y)−f(x)

)
+
(
K(y)−K(mx(y)

)(
f(x+y)−f(x)

))
dy,

with
Bε = {y ∈ R

3, |y| ≥ ε, |mx(y)| ≥ ε, |mx(−y)| ≥ ε},
and 




Vε(x) =

∫

A+
ε \A−

ε

(
K(y)−K(mx(−y)

)(
f(x− y)− f(x)

)
dy,

V Iε(x) =

∫

A−
ε \A+

ε

(
K(y)−K(mx(y)

)(
f(x+ y)− f(x)

)
dy

(3.47)

As before, thanks to the change of variable y 7→ −y, we have Vε(x) = V Iε(x), and thanks
to Proposition 14 (see Appendix) and Lemma 4,

sup
x∈R3

|Vε(x)| ≤
∫

A+
ε \A−

ε

CF

|y|3 e
6CV (t)

(
e6CV (t) − 1

)
‖∇f‖L∞dy

≤ CF

ε3
e6CV (t)

(
e6CV (t) − 1

)
‖∇f‖L∞vol

(
A+

ε \A−
ε

)

≤ CF,je
6CV (t)

(
e6CV (t) − 1

)
‖∇f‖L∞ε −→

ε→0
0. (3.48)
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From this we finally deduce that:

Ij(ψ
−1
j,t (x)) =

1

2
lim
ε→0

IVε(x) =
1

2
lim
ε→0

[ ∫

Bε

(
K(y)−K(mx(−y)

)(
f(x−y)+f(x+y)−2f(x)

)
dy

+

∫

Bε

(
K(mx(−y))−K(mx(y))

)(
f(x+ y)− f(x)

)
dy

]
=

1

2
[A(x) + B(x)] , (3.49)

where




A(x) =

∫

R3

(
K(y)−K(mx(−y)

)(
f(x− y) + f(x+ y)− 2f(x)

)
dy,

B(x) =

∫

R3

(
K(mx(−y))−K(mx(y))

)(
f(x+ y)− f(x)

)
dy

)
.

(3.50)

This concludes the proof of Proposition 7. �

Remark 15 We emphasize that, at last, we could pass to the limit ε→ 0 in the integrals
as the functions are now integrable on R3.

Remark 16 Note that this result was completely trivial if we could pass to the limit
in (3.17) and (3.32): indeed if the functions were integrable we only had to perform the
usual change of variable y 7→ −y.

To conclude the proof of Proposition 6, we will study A and B: the first term is very easy
to estimate. Thanks to Proposition 14, and Theorem 4, if eCV (t) − 1 ≤ 1/2,

‖A‖Lp ≤
∫

R3

CF

|y4|e
6CV (t)

(
e2CV (t) − 1

)
‖fj(.− y) + fj(.+ y)− 2fj(.)‖Lp

x
dy

≤ CF e
6CV (t)

(
e2CV (t) − 1

)
‖fj‖Ḃ1

p,1
≤ CF e

6CV (t)
(
e2CV (t) − 1

)
2j‖fj‖Lp . (3.51)

Remark 17 Note that Theorem 4 provides estimates for homogeneous Besov spaces,
but as we use these results with fj, which is spectrally localized, this entails the result.

In order to estimate correctly B we need a careful estimate of K(mx(−y)) −K(mx(y)).
We refer to the appendix for the proof but we emphasize that, as in [14, 15] this term
provides the required power of |y| allowing the function to be integrable at 0. More
precisely, thanks to Proposition 14,

‖B‖Lp ≤
∫

R3

CF

|y|4 e
6CV (t)

(
e2CV (t) − 1

)
min(1, 2j |y|)‖fj(.+ y)− fj(.)‖Lp

x
dy

≤ CF e
6CV (t)

(
e2CV (t) − 1

) ∫

R3

min(1, 2j |y|)
|y|4 ‖fj(.+ y)− fj(.)‖Lp

x
dy. (3.52)

The rest of the proof is classical: we refer to [3] (section 2.4, se also [14]) for the following
estimate:

‖fj(.+ y)− fj(.)‖Lp ≤ Cmin(1, 2j |y|)‖fj‖Lp ,
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so that, plugging this in the previous integral gives:

‖B‖Lp ≤ CF e
6CV (t)

(
e2CV (t) − 1

)
‖fj‖Lp

∫

R3

min(1, 2j |y|)2
|y|4 dy

≤ CF e
6CV (t)

(
e2CV (t) − 1

)
‖fj‖Lp

(∫

|y|≤2−j

22j

|y|2dy +
∫

|y|≥2−j

1

|y|4dy
)

≤ CF e
6CV (t)

(
e2CV (t) − 1

)
2j‖fj‖Lp . (3.53)

This concludes the proof of Proposition 6. �

Remark 18 In the case p = ∞ it is possible to prove the result in a slightly simpler way
using the formulation with finite differences of order 2.

3.3.2 Commutation for S̃NL
j , end of the proof of Proposition 5

We studied the commutation with Λ but we recall that our aim is to study the commu-
tation with Λ2. This part of the proof is classical so we will skip details and only point
out what changes. Thanks to 3.30, we can write that:

‖∆l

(
Λ2uj) ◦ ψj,t − Λ2(uj ◦ ψj,t

)
‖Lp ≤ ‖∆l

((
Λ(Λuj)

)
◦ ψj,t − Λ

(
(Λuj) ◦ ψj,t

))
‖Lp

+ ‖∆lΛ

(
(Λuj) ◦ ψj,t − Λ(uj ◦ ψj,t)

)
‖Lp = ‖∆l1‖Lp + ‖∆l2‖Lp , (3.54)

Let us begin with 1. Of course, if we roughly estimate this term, we end up with terms
that are not summable (as we have to perform a summation over l ≥ j−N0). To bypass
this problem, we simply use the same idea as Vishik (see [42, 32, 13, 14, 15]) and write
(we will only use it in the case l ≥ 0):

‖∆l1‖Lp ≤ 2−l‖∆l∇1‖Lp ≤ 2−l‖∇1‖Lp ,

with, denoting gj = Λuj ,

∇1 =
(
Λ∇gj

)
◦ ψj,t ·Dψj,t − Λ

(
∇gj ◦ ψj,t ·Dψj,t

)
= 1A + 1B ,

where (we recall that I3 denotes the unit matrix of size 3 and Dψj,t the jacobian matrix
of ψj,t):

{1A =
(
Λ∇gj

)
◦ ψj,t · (Dψj,t − I3)− Λ

(
∇gj ◦ ψj,t · (Dψj,t − I3)

)
,1B =

(
Λ∇gj

)
◦ ψj,t − Λ

(
∇gj ◦ ψj,t

)
.

(3.55)

Thanks to Proposition 6, we obtain that (if t is small enough):

‖1B‖Lp ≤ CF e
CV (t)(eCV (t) − 1)2j‖∇gj‖Lp ≤ CF e

CV (t)(eCV (t) − 1)23j‖uj‖Lp . (3.56)

For the other term, introducing kj = Dψj,t− I3, we can write that 1A = 1A1 + 1A2, with




1A1 =

((
Λ∇gj

)
◦ ψj,t − Λ

(
∇gj ◦ ψj,t

))
· kj ,1A2 = Λ

(
∇gj ◦ ψj,t

)
· kj − Λ

(
∇gj ◦ ψj,t · kj

)
.

(3.57)
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The first term is easily dealt thanks to Propositions 6 and 11:

‖1A1‖Lp ≤ ‖
(
Λ∇gj

)
◦ ψj,t − Λ

(
∇gj ◦ ψj,t

)
‖Lp · ‖kj‖L∞

≤ CF e
CV (t)(eCV (t) − 1)22j‖∇gj‖Lp ≤ CF e

2CV (t)(eCV (t) − 1)23j‖uj‖Lp . (3.58)

Estimating the second term will require more efforts and we begin with the following
property of the non-local operator Λ:

Proposition 8 For any smooth functions f, g we can write:

Λ(fg) = fΛg + gΛf +M(f, g),

where the bilinear operator M is defined by:

M(f, g)(x) =

∫

R3

K(y)
(
f(x− y)− f(x)

)(
g(x− y)− g(x)

)
dy.

Moreover there exists a constant CF such that for all f, g:

‖M(f, g)‖Lp ≤ CF

√
‖f‖Lp‖∇f‖Lp‖g‖L∞‖∇g‖L∞ . (3.59)

Proof : For the first part of the result, we simply use (3.17): for all x ∈ R3,

(
Λ(fg)−fΛg−gΛf

)
(x) = lim

ε→0

∫

|y|≥ε

K(y)

((
(fg)(x−y)−(fg)(x)

)
−f(x)

(
g(x−y)−g(x)

)

− g(x)
(
f(x− y)− f(x)

))
dy

= lim
ε→0

∫

|y|≥ε

K(y)
(
f(x− y)− f(x)

)(
g(x− y)− g(x)

)
dy. (3.60)

The integral converges on R3 (no problem at zero or at infinity) so we obtain the con-
clusion thanks to the Lebesgue theorem. For the estimate, we use a classical threshold
argument: for a certain R (to be fixed later), we can write that

‖M(f, g)‖Lp ≤ CF

(∫

|y|≤R

1

|y|4 ‖
(
f(.− y)− f(.)

)(
g(.− y)− g(.)

)
‖Lp

x
dy

+

∫

|y|≥R

1

|y|4 ‖
(
f(.− y)− f(.)

)(
g(.− y)− g(.)

)
‖Lp

x
dy

)

≤ CF

(∫

|y|≤R

1

|y|2 ‖∇f‖Lp‖∇g‖L∞dy +

∫

|y|≥R

1

|y|4 4‖f‖Lp‖g‖L∞dy

)

≤ CF

(
R‖∇f‖Lp‖∇g‖L∞ +

1

R
‖f‖Lp‖g‖L∞

)
. (3.61)

Then, classically, this summation of two terms with a constant product is minimal when
they are equal, that is when we choose:

R2 =
‖f‖Lp |g‖L∞

‖∇f‖Lp‖∇g‖L∞
.�
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We can go back to the estimation of 1A2: applying the previous estimate with f =
∇gj ◦ ψj,t and g = kj , we obtain

‖1A2‖Lp = ‖ −M(∇gj ◦ ψj,t, kj) + (∇gj ◦ ψj,t) · Λkj‖Lp

≤ CF

[(
‖∇gj ◦ ψj,t‖Lp‖∇2gj ◦ ψj,t ·Dψj,t‖Lp‖Dψj,t − I3‖L∞‖D2ψj,t‖L∞

)1
2

+ ‖∇gj ◦ ψj,t‖Lp‖Λkj‖L∞

]

(3.62)

Thanks to Proposition 11 and the fact that uj is frequency localized, we deduce

‖1A2‖Lp ≤ CF

(
26j‖uj‖2LpeCV (t)(eCV (t) − 1)2

) 1
2

+ CF2
2j‖uj‖Lp‖Λkj‖L∞ .

We have to be particularly careful with the last term, as kj is not frequency localized. A
way to deal with it is to write (see (3.20)):

‖Λkj‖L∞ = ‖Λ(Dψj,t − I3)‖L∞ ≤ CF‖Dψj,t − I3‖Ḃ1
p,1
.

Then, we use the following estimate:

Lemma 5 There exists a constant C > 0 such that for all smooth function u, we have:

‖u‖Ḃ1
r,1

≤ C
√

‖u‖Lr‖∇2u‖Lr .

Proof : it is the same idea as in Proposition 8: for a certain α to be fixed later, we have

‖u‖Ḃ1
r,1

≤
∑

j≤α

2j‖∆̇ju‖Lr +
∑

j≥α+1

2−j‖∆̇j∇2u‖Lr

≤
(∑

j≤α

2j
)
‖u‖Lr +

( ∑

j≥α+1

2−j
)
‖∇2u‖Lr

≤ C
(
2α‖u‖Lr + 2−α‖∇2u‖Lr

)
, (3.63)

and choosing α the closest integer so that 22α ∼ ‖u‖Lr/‖∇2u‖Lr ends the proof. �
From that we deduce (using Proposition 11):

‖Dψj,t − I3‖Ḃ1
p,1

≤ C

(
‖Dψj,t − I3‖L∞‖D3ψj,t‖L∞

)1
2

≤ C(eCV (t) − 1)2j ,

so that we can conclude:

‖1A2‖Lp ≤ CF 2
3jeCV (t)(eCV (t) − 1)‖uj‖Lp . (3.64)

Gathering (3.58) and (3.64), we obtain that:

‖∆l1‖Lp ≤ CF2
3j−leCV (t)(eCV (t) − 1)‖uj‖Lp . (3.65)
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Remark 19 As a consequence of the previous lemma, we have:

‖Λ(fg) − (Λf)g‖Lp = ‖fΛg +M(f, g)‖Lp

≤ CF

(
‖f‖Lp

(
‖g‖L∞‖∇2g‖L∞

) 1
2 +

(
‖f‖Lp‖∇f‖Lp‖g‖L∞‖∇g‖L∞

) 1
2

)
,

≤ CF‖f‖
1
2
Lp‖g‖

1
2
L∞

(
‖f‖

1
2
Lp‖∇2g‖

1
2
L∞ + ‖∇f‖

1
2
Lp‖∇g‖

1
2
L∞

)
. (3.66)

We now turn to the second term 2 from (3.54). Exactly as in [14, 15], as we aim to
obtain a result summable for l ≥ j−N0, we have to use twice the argument of Vishik on2 because of the additionnal Λ:

‖2‖Lp = ‖∆lΛ

(
(Λuj)◦ψj,t−Λ(uj◦ψj,t)

)
‖Lp ≤ 2−2l‖∇2Λ∆l

(
(Λuj)◦ψj,t−Λ(uj◦ψj,t)

)
‖Lp

≤ 2−l‖∇2

(
(Λuj) ◦ ψj,t − Λ(uj ◦ ψj,t)

)
‖Lp , (3.67)

and the rest of the proof is similar, we first decompose:

∇2

(
(Λuj) ◦ ψj,t − Λ(uj ◦ ψj,t)

)
= 2A + 2B + 2C + 2D ,

where




2A = (Λ∇2uj) ◦ ψj,t ·Dψj,t(Dψj,t − I3)− Λ

(
∇2uj ◦ ψj,t ·Dψj,t(Dψj,t − I3

)
,2B = (Λ∇uj) ◦ ψj,t ·D2ψj,t − Λ

(
∇uj ◦ ψj,t ·D2ψj,t

)
,2C = (Λ∇2uj) ◦ ψj,t · (Dψj,t − I3)− Λ

(
∇2uj ◦ ψj,t · (Dψj,t − I3)

)
,2D = (Λ∇2uj) ◦ ψj,t − Λ(∇2uj ◦ ψj,t).

Using the very same arguments as for 1A2 (we skip details) we obtain that:

‖∆l2‖Lp ≤ CF2
3j−leCV (t)(eCV (t) − 1)‖uj‖Lp . (3.68)

Gathering (3.65) and (3.68) ends the proof of Proposition 5. �

4 Proof of Theorem 1

We can now return to the proof of the a priori estimates. Let us begin with Theorem 1.
Without any loss of generality, we will prove it for T1 = 0 and T2 = T . We recall that,
for the high frequencies, thanks to (3.29) and Proposition 3, there exist two constants
C, c > 0 such that:

‖∆lũj‖Lp ≤ C

[
e−cν0t22l‖∆l∆ju0‖Lp

+

∫ t

0
e−cν0(t−τ)22l

(
‖∆lF̃

e
j ‖Lp + ‖∆lG̃

e
j‖Lp + ‖∆lR̃j‖Lp + ‖∆l(S̃

L
j + S̃NL

j )‖Lp

)
(τ)dτ

]
.

(4.69)

First, we refer to [32] for the following result:
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Proposition 9 With the notations from (3.22), there exists a constant C > 0 such that:

‖Rj‖Lp ≤ C‖∇v‖L∞‖u‖Lp .

Using once again the method of Vishik, we deduce that (we refer to the previous section
for details):

‖∆lR̃j‖Lp ≤ C2−l‖∇(R̃j ◦ ψj,t)‖Lp ≤ C2j−l‖Rj‖LpeCV (t)

≤ C2j−leCV (t)‖∇v(t)‖L∞‖u(t)‖Lp . (4.70)

Thanks to (2.10), as ‖v‖L∞
t L6 ≤ C ′, and if t ∈ [0, T ] for T > 0 so small that CC ′T

1
4 ≤

1
2ν

3
4
0 , then we can write that:

‖∆lR̃j‖Lp ≤ C2j−leCV (t)‖∇v(t)‖L∞

(
‖u0‖Lp +

∫ t

0

(
‖F e(τ)‖Lp + ‖Ge(τ)‖Lp

)
dτ

)
.

(4.71)

Remark 20 Remember that in the setting of Theorem 1, Ge = 0.

Next, we obtained in Proposition 5 that if t is so small that

eCV (t) − 1 ≤ 1

2
,

then

‖∆lS̃
L
j ‖Lp + ‖∆lS̃

NL
j ‖Lp ≤ CF max(ν, ν ′)23j−leCV (t)(eCV (t) − 1)‖uj(t)‖Lp .

Then the arguments are the very same as in [32, 10] so we will skip details and refer the
reader to the proofs and lemmas therein. Taking the Lr-norm in time (r ∈ [1,∞]), using
(4.71), (5) and the Young estimates on (4.69), we obtain that for all t ∈ [0, T ]:

‖∆lũj‖Lr
tL

p ≤ C(ν0r2
2l)−

1
r

[
‖∆l∆ju0‖Lp +

∫ t

0
‖∆lF̃

e
j (τ)‖Lpdτ

+ 2j−leCV (t)V (t)

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)]

+ (ν0r2
2l)−1CF max(ν, ν ′)23j−leCV (t)(eCV (t) − 1)‖uj(t)‖Lr

tL
p . (4.72)

After using that ‖∆lF̃
e
j ‖Lp ≤ C‖F̃ e

j ‖Lp ≤ C‖F e‖Lp we sum over l ≥ j −N0 (N0 will be
fixed soon), and get that for all j ≥ N0 and t ∈ [0, T ]:

(ν0r2
2j)

1
r

∑

l≥j−N0

‖∆lũj‖Lr
tL

p ≤ C‖∆ju0‖Lp + Cr2
2N0

∫ t

0
‖F e(τ)‖Lpdτ

+ C23N0eCV (t)(eCV (t) − 1)

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)

+ CF
max(ν, ν ′)

ν0
23N0eCV (t)(eCV (t) − 1)(ν0r2

2j)
1
r ‖uj‖Lr

tL
p . (4.73)
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Next, we turn to the low frequencies (l ≤ j − N0) which we can estimate as follows
(we refer to [3], Lemma 2.6 [32], section 2.4.1 in the divergence-free case), there exists a
constant C > 0 such that :

‖Sj−N0ũj‖Lr
tL

p ≤ C2−N0eCV (t)‖uj‖Lr
tL

p . (4.74)

Then, plugging this into (3.27), and gathering with (4.73), we can write that for all
j ≥ N0:

(ν0r2
2j)

1
r ‖uj‖Lr

tL
p ≤ C‖∆ju0‖Lp + Cr2

2N0

∫ t

0
‖F e(τ)‖Lpdτ

+

(
C2−N0eCV (t) + (eCV (t) − 1)CF

max(ν, ν ′)
ν0

23N0eCV (t)

)
(ν0r2

2j)
1
r ‖uj‖Lr

tL
p

+ C23N0eCV (t)(eCV (t) − 1)

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)
.

(4.75)

This is here that we fix N0: we need T > 0 small enough and N0 large enough so that:





CC ′T
1
4 ≤ 1

2
ν

3
4
0 ,

eCV (T ) − 1 ≤ 1

2
,

C2−N0eCV (T ) + (eCV (T ) − 1)CF
max(ν, ν ′)
min(ν, ν ′)

23N0eCV (T ) ≤ 1

2
,

which is satified if:




T ≤ ν30
(2CC ′)4

,

eCV (T ) ≤ 3

2
,

3

2
C2−N0 + (eCV (T ) − 1)CF

max(ν, ν ′)
min(ν, ν ′)

23N0
3

2
≤ 1

2
,

so that we first choose N0 ∈ N large enough so that 2N0 ≥ 6C and then we take T > 0
so small that: 




T ≤ ν30
(2CC ′)4

,

eCV (T ) − 1 ≤ 1

6CF
max(ν,ν′)
min(ν,ν′) 2

3N0

.
(4.76)

With these assumptions, we immediately obtain that there exists a constant CF such
that for all j ≥ N0,

(ν0r2
2j)

1
r ‖uj‖Lr

tL
p

≤ C‖∆ju0‖Lp + Cr

∫ t

0
‖F e(τ)‖Lpdτ + CF

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)
. (4.77)
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For the low frequencies, thanks to Proposition 1 and condition (4.76), we simply write
that for all j ≤ N0 (with the usual changes when r = ∞),

(ν0r2
2j)

1
r ‖uj‖Lr

tL
p ≤ (ν0r2

2N0)
1
r ‖u‖L∞

t Lpt
1
r

≤ C(ν0r)
1
r

(
‖u0‖Lp +

∫ t

0
‖F e(τ)‖Lpdτ

)
. (4.78)

Combining the last two estimates ends the proof of Theorem 1.

5 Proof of Theorem 2

The proof begins as for Theorem 1: we start from (4.69). There is no change for the

non-local commutators ∆l(S̃
L
j + S̃NL

j ), and for the remainder term Rj, instead of using
Proposition 9, we will use the following result (we refer to [32], Lemma 2.4.1 for the
proof):

Proposition 10 With the same notations as in (3.22), there exists a constant C > 0
such that:

‖Rj‖Lp ≤ C‖∇v‖L∞

∑

k≥−1

2−|k−j|‖∆ku‖Lp .

Thanks to Lemma 2.6 and 2.7 from [3] (in the volume preserving case), we get:




‖∆lF̃
e
j (τ)‖Lp ≤ C2−|l−j|eCV (τ)‖F e

j (τ)‖Lp ,

‖∆lR̃j(τ)‖Lp ≤ C2−|l−j|eCV (τ)‖∇v(τ)‖L∞

∑

k≥−1

2−|k−j|‖∆ku(τ)‖Lp .

From this we deduce that:

‖∆lũj‖Lp ≤ Ce−cν0t22l‖∆l∆ju0‖Lp

+ CF max(ν, ν ′)23j−leCV (t)(eCV (t) − 1)

∫ t

0
e−cν0(t−τ)22l‖uj(τ)‖Lpdτ

+ C2−|l−j|eCV (τ)
∑

k≥−1

2−|k−j|
∫ t

o

‖∇v(τ)‖L∞‖∆ku(τ)‖Lpdτ

+ C

∫ t

0
e−cν0(t−τ)22l

(
eCV (t)2−|l−j|‖F e

j (τ)‖Lp + ‖Ge
j(τ)‖Lp

)
dτ

)
. (5.79)

Taking the Lr
t -norm and then summing for l ≥ j −N0, we obtain what follows (we skip

the details as the method is exactly the same as in [32]): for all j ≥ N0 and t ∈ [0, T ]:

(ν0r2
2j)

1
r

∑

l≥j−N0

‖∆lũj‖Lr
tL

p ≤ C‖∆ju0‖Lp + Cre
CV (t)2N0(1+

2
r
)‖F e‖L1

tL
p

+
C

ν0
22N02−j(2− 2

r
)‖Ge‖Lr

tL
p + CF

max(ν, ν ′)
ν0

23N0eCV (t)(eCV (t) − 1)(ν0r2
2j)

1
r ‖uj‖Lr

tL
p

+ CeCV (t)‖∇v‖Lr̄
tL

∞t
1
r 2N0

∑

k≥−1

ν
1
r
0 2

2j
r 2−|k−j|‖∆ku‖Lr

tL
p . (5.80)
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As in (4.74), we need to estimate the low frequencies:

‖Sj−N0ũj‖Lr
tL

p ≤ CeCV (t)2−N0‖uj‖Lr
tL

p .

Multiplying by 2js(ν0r)
1
r and introducing α(r, s) = min

(
1 + (s+ 2

r
), 1 − (s+ 2

r
)
)
> 0

(this is the reason of the restrictions on the indexes) and:

Uj(t) = ν
1
r
0 2

j(s+ 2
r
)‖uj‖Lr

tL
p ,

we obtain that for all j ≥ N0,

Uj(t) ≤ C2js‖∆ju0‖Lp +

(
C2−N0eCV (t) + CF

max(ν, ν ′)
ν0

23N0eCV (t)(eCV (t) − 1)

)
Uj(t)

+ CeCV (t)t
1
r ‖∇v‖Lr̄

tL
∞2N0

∑

k≥−1

Uk(t)2
−α(r,s)|k−j|

+ CeCV (t)23N02js‖F e
j ‖L1

tL
p +

C

ν0
22N02s+

2
r
−2‖Ge

j‖Lr
tL

p . (5.81)

We can bound the low frequencies (j ≤ N0) as in [32] and we finally end up with:

Uj(t) ≤ C2js‖∆ju0‖Lp(1 + (ν0t)
1
r 2N0)

+

(
C2−N0eCV (t) +CF

max(ν, ν ′)
ν0

23N0eCV (t)(eCV (t) − 1)

)
Uj(t)

+ C
(
eCV (t)23N0 + (ν0t)

1
r 22N0

)
2js‖F e

j ‖L1
tL

p

+

(
C

ν0
22N0 + ν

1
r
0 t2

N0

)
2s+

2
r
−2‖Ge

j‖Lr
tL

p

+ C
(
eCV (t)2N0t

1
r + (ν0t)

1
r

)
‖∇v‖Lr̄

tL
∞

∑

k≥−1

Uk(t)2
−α(r,s)|k−j|. (5.82)

As there exists a constant Cr,s > 0 so that we have:

∑

k≥−1

Uk(t)2
−α(r,s)|k−j| ≤ Cr,s sup

k≥−1
Uk(t),

taking the supremum for j ≥ −1, we choose T small enough and N0 large enough so
that: 




CC ′T
1
4 ≤ 1

2
ν

3
4
0 ,

eCV (T ) − 1 ≤ 1

2
,

CF
max(ν, ν ′)
min(ν, ν ′)

23N0eCV (T )(eCV (T ) − 1) ≤ 1

6
,

C2−N0eCV (T ) ≤ 1

6
,

Cr,s

(
eCV (T )2N0 + ν

1
r

0

)
T

1
r ‖∇v‖Lr̄

T
L∞ ≤ 1

6
.
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These conditions are realized when we fix N0 ∈ N so large that 2N0 ≥ 9C and T is chosen
small enough so that:





T ≤ ν30
(2CC ′)4

,

eCV (T ) − 1 ≤ min


1

2
,

1

9CF
max(ν,ν′)
min(ν,ν′) 2

3N0


 ,

T +

∫ T

0
‖∇v‖r̄L∞dτ ≤ Cr,s

6

(
2N0+1 + ν

1
r

0

) .

Under these conditions we obtain that for all t ∈ [0, T ],

sup
j≥−1

Uj(t) ≤ Cr,ν0,F

(
‖u0‖Bs

p,∞
+ (1 + (ν0t)

1
r )‖F e‖

L̃1
tB

s
p,∞

+ C(
1

ν0
+ ν

1
r
0 t)‖Ge‖

L̃r
tB

s+2
r−2

p,∞

)
,

which leads to the conclusion of Theorem 2.

6 Appendix

The first part is devoted to a quick presentation of the Littlewood-Paley theory. In the
second section we briefly recall general considerations on flows. The last section gives
results on the diffeomorphisms introduced in the proofs of the theorems.

6.1 Besov spaces

As usual, the Fourier transform of u with respect to the space variable is denoted by
F(u) or û. In this section we will state classical definitions and properties concerning
the homogeneous and nonhomogeneous dyadic decomposition with respect to the Fourier
variable. For a complete presentation we refer to [3] (Chapter 2).

Let χ a smooth radial function supported in the ball B(0, 43 ), equal to 1 in a neigh-
borhood of B(0, 34) and such that r 7→ χ(r.er) is nonincreasing over R+. If we set
ϕ(ξ) = χ(ξ/2) − χ(ξ), then ϕ is compactly supported in the annulus C = {ξ ∈ Rd, c0 =
3
4 ≤ |ξ| ≤ C0 =

8
3} and we also have that:





∀ξ ∈ Rd \ {0},
∑

l∈Z
ϕ(2−lξ) = 1,

∀ξ ∈ Rd, χ(ξ) +
∑

l≥0

ϕ(2−lξ) = 1.
(6.83)

From this we define the homogeneous dyadic blocks: for all j ∈ Z,

∆̇ju := ϕ(2−jD)u = 2jdh(2j .) ∗ u, with h = F−1ϕ.

We recall that φ̂(D)u(ξ) = φ(ξ)û(ξ). Then we have for tempered distributions (modulo
polynomials, we refer to [3] for precisions):

u =
∑

l

∆̇lu (6.84)
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Similarly, the nonhomogeneous dyadic operators are defined for all j ∈ Z, by





∀j ≤ −2, ∆ju = 0,

∆−1u = χ(D)u,

∀j ≥ 0, ∆ju := ϕ(2−jD)u = 2jdh(2j .) ∗ u.

We also define the low frequency cut-off operators





Ṡju := χ(2−jD)u =
∑

q≤j−1

∆̇qu = 2jdk(2j .) ∗ u if k = F−1χ,

Sju = χ(2−jD)u =
∑

q≤j−1

∆qu.

We can now define the nonhomogeneous Besov spaces:

Definition 1 For s ∈ R and 1 ≤ p, r ≤ ∞, we set

‖u‖Bs
p,r

:=

( ∑

l≥−1

2rls‖∆lu‖rLp

) 1
r

if r <∞ and ‖u‖Bs
p,∞

:= sup
l

2ls‖∆lu‖Lp .

The nonhomogeneous Besov space Bs
p,r is the subset of tempered distributions such that

‖u‖Bs
p,r

is finite.

It is more delicate for the homogeneous spaces:

Definition 2 For s ∈ R and 1 ≤ p, r ≤ ∞, we set

‖u‖Ḃs
p,r

:=

(∑

l∈Z
2rls‖∆̇lu‖rLp

) 1
r

if r <∞ and ‖u‖Ḃs
p,∞

:= sup
l

2ls‖∆̇lu‖Lp .

The homogeneous Besov space Ḃs
p,r is the subset of tempered distributions such that

limj→−∞ ‖Ṡju‖L∞ = 0 and ‖u‖Ḃs
p,r

is finite.

Once more, we refer to [3] (chapter 2) for properties of the nonhomogeneous and homo-
geneous Besov spaces. For now let us just state that:

• there exists a constant C such that for all j ∈ Z, p ∈ [1,∞] and all u,

‖∆ju‖Lp + ‖∆̇ju‖Lp + ‖Sju‖Lp + ‖Ṡju‖Lp ≤ C‖u‖Lp .

• for all j, j′ such that |j − j′| ≥ 2, ∆̇j∆̇j′ = 0 (the same for nonhomogeneous
operators).

The Littlewood-Paley decomposition allows us to work with spectrally localized (therefore
smooth) functions rather than with rough objects. We obtain bounds for each dyadic
block in spaces of type Lρ

TL
p. Then, with a view to get estimates in Lρ

T Ḃ
s
p,r, we perform

a summation in ℓr(Z). In fact we do not bound the Lρ
T Ḃ

s
p,r norm as the time integration

has been performed before the ℓr summation. This leads to the definition of the spaces
L̃ρ
T Ḃ

s
p,r from the following norm:
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Definition 3 For T > 0, s ∈ R and 1 ≤ r, ρ ≤ ∞, we set

‖u‖
L̃
ρ
T
Ḃs

p,r
:=
∥∥2js‖∆̇qu‖Lρ

T
Lp

∥∥
ℓr(Z)

.

The spaces L̃ρ
T Ḃ

s
p,r can be compared with the spaces Lρ

T Ḃ
s
p,r thanks to the Minkowski

inequality: we have

‖u‖
L̃
ρ
T
Ḃs

p,r
≤ ‖u‖Lρ

T
Ḃs

p,r
if r ≥ ρ and ‖u‖

L̃
ρ
T
Ḃs

p,r
≥ ‖u‖Lρ

T
Ḃs

p,r
if r ≤ ρ.

All the properties of continuity for the product and composition which are true in Besov
spaces remain true in the above spaces.

Let us now recall a few nonlinear estimates in Besov spaces. Formally, any product
of two distributions u and v may be decomposed into

uv = Tuv + Tvu+R(u, v), where (6.85)

Tuv :=
∑

l

Ṡl−1u∆̇lv, Tvu :=
∑

l

Ṡl−1v∆̇lu and R(u, v) :=
∑

l

∑

|l′−l|≤1

∆̇lu ∆̇l′v.

The above operator T is called a “paraproduct” whereas R is called a “remainder”. The
decomposition (6.85) has been introduced by J.-M. Bony in [4]. We refer to [3] for general
properties and for paraproduct and remainder estimates. The same can be defined for
nonhomogeneous spaces.

6.2 Estimates for the flow of a smooth vector-field

In this section, we recall classical estimates for the flow associated to the smooth vector-
field Sj−1v. We refer to [3] (sections 2.1.3 and 3.1.2), [13, 25, 14, 15] for more details in
the compressible case. We also refer to [32] for the incompressible Navier-Stokes case.

Proposition 11 Under the assumptions of theorems 1 and 2, if V (t) :=
∫ t

0 ‖∇v(t′)‖L∞ dt′.
Let ψj,t the associated flow:

ψj,t(x) = x+

∫ t

0
Sj−1v(t

′, ψj,τ (x)) dτ
′.

Then for all t ∈ R, the flow ψj,t is a smooth volume-preserving diffeomorphism over R3

and there exists a constant C > 0 such that one has, if t ≥ 0,





‖Dψ±1
t ‖L∞ ≤ eCV (t),

‖Dψ±1
t − Id‖L∞ ≤ eCV (t) − 1,

∀k ≥ 2 ‖Dkψ±1
t ‖L∞ ≤ C2(k−1)j

(
eCV (t) − 1

)
,

where Df denotes the jacobian matrix of f .
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6.3 Study of the diffeomorphisms mx(±.)

In this section we prove precise results and estimates for the diffeomorphisms mx(±.)
and for the quantities Y± defined as follows (see (3.34)):





mx(y) = ψ−1
j,t (x)− ψ−1

j,t (x+ y),

Y± =
|mx(±y)|

|y| and Y F
± =

|mx(±y)| 1
F

|y| 1
F

if y 6= 0.

First, let us state the following result:

Proposition 12 There exists a constant C > 0 such that for all x, y ∈ R3,

1. e−CV (t) ≤ Y± ≤ eCV (t), where V (t) =
∫ t

0 ‖∇v(τ)‖L∞dτ ,

2. or equivalently, e−CV (t)|y| ≤ |mx(±y)| ≤ eCV (t)|y|,

3. |Y± − 1| ≤ e2CV (t) − 1 and | 1
Y±

− 1| ≤ e2CV (t) − 1,

4. or equivalently,

∣∣∣∣|mx(±y)| − |y|
∣∣∣∣ ≤ (e2CV (t) − 1)|y|.

5. |Y+ − Y−| ≤ e2CV (t)(e2CV (t) − 1)min(1, 2j |y|),

6. or equivalently,

∣∣∣∣|mx(−y)| − |mx(y)|
∣∣∣∣ ≤ e2CV (t)(e2CV (t) − 1)min(1, 2j |y|)|y|.

7. The same for Y F
± (where the R3 euclidiean norm |.| is replaced by |.| 1

F
, see (3.14)

and we).

8.

∣∣∣∣mx(±y)± y|
∣∣∣∣ ≤ e2CV (t)(e2CV (t) − 1)|y|.

9.

∣∣∣∣mx(−y) +mx(y)|
∣∣∣∣ ≤ e2CV (t)(e2CV (t) − 1)min(1, 2j |y|)|y|.

Remark 21 We emphasize that as ψj,t is close to Id, mx(−y) ∼ y and mx(y) ∼ −y.

Proof : We refer to [14, 15] for the proof of points 1 to 7. We will prove here the last
two points. Let us begin with point 8 in the case of +y (the case −y is dealt exactly the
same way): thanks to the definition of ψj,t (see (3.23)), for all y ∈ R3,

ψj,t(x)− x =

∫ t

0
Sj−1v

(
τ, ψj,τ (x)

)
dτ.

Applying this at the point ψ−1
j,t (x), we obtain:

x− ψ−1
j,t (x) =

∫ t

0
Sj−1v

(
τ, ψj,τ ◦ ψ−1

j,t (x)
)
dτ.
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Now, applying this to the point x− y and thanks to the definition of mx (see (3.34)0, we
end up with:

y −mx(−y) = y −
(
ψ−1
j,t (x)− ψ−1

j,t (x− y)
)
= −

(
ψ−1
j,t (x)− x−

(
x− y − ψ−1

j,t (x− y)
))

= −
∫ t

0

(
Sj−1v

(
τ, ψj,τ ◦ ψ−1

j,t (x)
)
− Sj−1v

(
τ, ψj,τ ◦ ψ−1

j,t (x− y)
))
dτ. (6.86)

Thanks to the Taylor formula, the integrand is equal to:

∫ 1

0
∇Sj−1v

(
τ, ψj,τ ◦ ψ−1

j,t (x− y + sy)
)
· ∇ψj,τ ◦ ψ−1

j,t (x− y + sy) · ∇ψ−1
j,t (x− y + sy) · yds,

which allows us to obtain (using Proposition 11):

|y −mx(−y)| ≤
∫ t

0
‖∇Sj−1v‖L∞‖∇ψj,τ‖L∞‖∇ψ−1

j,t ‖L∞ |y|dτ

≤ V (t)e2CV (t)|y| ≤ e2CV (t)(eCV (t) − 1)|y|. (6.87)

which end the proof of point 8. For the last point we simply write that:

mx(−y) +mx(y) = 2ψ−1
j,t (x)− ψ−1

j,t (x− y)− ψ−1
j,t (x+ y).

As in [14, 15], an elementary use of the Taylor formula implies that for a smooth C2

function,
sup
x∈R3

|2f(x)− f(x− y)− f(x+ y)| ≤ |y|2‖∇2f‖L∞ ,

and then, thanks to Proposition 11, we obtain that for all x, y ∈ R3 with y 6= 0,

|mx(−y) +mx(y)| ≤ |y|2‖∇2ψ−1
j,t ‖L∞ ≤ eCV (t)

(
eCV (t) − 1

)
2j |y|2.

On the other hand, thanks to point 8 from the proposition,

|mx(−y) +mx(y)| = |mx(−y)− y + y +mx(y)| ≤ |mx(−y)− y|+ |mx(y) + y|
≤ 2e2CV (t)

(
e2CV (t) − 1

)
|y|. (6.88)

Gathering the last two estimates ends the proof of point 9. �

We will conclude this section with the following result:

Proposition 13 With the same notations as before, if t is so small that:

e2CV (t) − 1 ≤ 1

2
,

then for all smooth function k defined on [12 ,
3
2 ], and all x, y ∈ R3 with y 6= 0,




|k(1) − k(Y

(F )
± )| ≤ ‖k′‖L∞([ 1

2
, 3
2
])

(
e2CV (t) − 1

)
,

|k(Y (F )
− )− k(Y

(F )
+ )| ≤ ‖k′‖L∞([ 1

2
, 3
2
])e

2CV (t)(e2CV (t) − 1)min(1, 2j |y|).
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Proof : an elemental use of the Taylor formula gives that:

k(1)− k(Y
(F )
± ) =

∫ 1

0
k′
(
1 + (1− s)(Y

(F )
± − 1)

)
· (1− Y

(F )
± )ds,

so immediately, we obtain

|k(1) − k(Y
(F )
± )| ≤ ‖k′‖L∞([1−(e2CV (t)−1),1+(e2CV (t)−1)])|1− Y

(F )
± |.

Similarly, we obtain that:

|k(Y (F )
− )− k(Y

(F )
+ )| ≤ ‖k′‖L∞([1−(e2CV (t)−1),1+(e2CV (t)−1)])|Y

(F )
− − Y

(F )
+ |

and the conclusion follows from the assumption on t and Proposition 12. �

6.4 Results on the kernel K

In this section we wish to gather various results on the kernel involved in the singular
integral form of the QG operator Γ (see (3.18)). We begin by rewriting K as follows:
∀y ∈ R3

K(y) = −2C

F 3

y21 + y22 − 3
F 2 y

2
3(

y21 + y22 +
1
F 2 y

2
3

)3 = CF

(
y|L(y)

)

|y|61
F

,

where (.|.) is the cannonical inner product on R3 and L is the isomorphism of R3 defined
for all y ∈ R3 by

L(y1, y2, y3) = (y1, y2,−
3

F 2
y3).

First we have the following estimates:




min(1, 3
F 2 )|y| ≤ |L(y)| ≤ max(1, 3

F 2 )|y|
min(1, 3

F
)|y| 1

F
≤ |L(y)| ≤ max(1, 3

F
)|y| 1

F

min(1, 1
F
)|y| ≤ |y| 1

F
≤ max(1, 1

F
)|y|.

As L is linear we directly write:

Lemma 6 For all a, b ∈ R3, we have:
(
b|L(b)

)
−
(
a|L(a)

)
=
(
b+ a|L(b− a)

)
=
(
b− a|L(b+ a)

)
. (6.89)

Contrary to the cases of [14, 15] the kernel has no sign and reaches the value 0, so we
will have to be much more careful than in these works.

Proposition 14 With the same notations as in Proposition 12, there exists a constant
CF such that for all t so small that

e2CV (t) − 1 ≤ 1

2
,

then we have:



|K(y)−K
(
mx(−y)

)
| ≤ CF

|y|4 e
6CV (t)

(
e2CV (t) − 1

)
,

|K
(
mx(y)

)
−K

(
mx(−y)

)
| ≤ CF

|y|4 e
6CV (t)

(
e2CV (t) − 1

)
min(1, 2j |y|).

(6.90)
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Proof : Using (6.89), we immediately obtain that for any y, z ∈ R3 \ {0},

K(y)−K(z) = CF



(
y|L(y)

)

|y|61
F

−
(
z|L(z)

)

|z|61
F




= CF


 1

|y|61
F

(
y + z|L(y − z)

)
+
(
z|L(z)

)( 1

|y|61
F

− 1

|z|61
F

)

 . (6.91)

This implies that for all y ∈ R3 \ {0},

K(y)−K
(
mx(−y)

)

=
CF

|y|61
F

((
y +mx(−y)|L(y −mx(−y))

)
+
(
mx(−y)|L(mx(−y))

)(
1− 1

(Y F
− )6

))
. (6.92)

so that

|K(y)−K
(
mx(−y)

)
|

≤ CF

|y|6
(
|y +mx(−y)| · CF |y −mx(−y)|+CF |mx(−y)|2

(
1− 1

(Y F
− )6

))
. (6.93)

and similarly

|K
(
mx(−y)

)
−K

(
mx(y)

)
| ≤ CF

|mx(−y)|61
F

|mx(−y) +mx(y)| · |mx(−y)−mx(y)|

+ CF
|mx(y)|2
|y|61

F

(
1

(Y F
− )6

− 1

(Y F
+ )6

))
. (6.94)

Finally, the conclusion is obtained thanks to Propositions 12 and 13 (with k(u) = u−6). �

The author wishes to thank T. Hmidi, C. Imbert and G. Karch for useful discussions.
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[24] A. Córdoba, D. Córdoba, A maximum principle applied to quasi-geostrophic equa-
tions, Comm. Math. Phys., 249, 2004, p.511-528.

[25] R. Danchin, Uniform estimates for transport-diffusion equations, J. Hyp. Diff. Eq.,
4(1), 1-17 (2007).

[26] B. Desjardins and E. Grenier, Derivation of the Quasigeostrophic Potential Vorticity
Equations, Advances in Differential Equations, 3 (5), 1998, p.715-752.

[27] A.Dutrifoy, Slow convergence to vortex patches in quasigeostrophic balance, Arch.
Ration. Mech. Anal. 171, 2004, no. 3, p.417-449.

[28] A. Dutrifoy, Examples of dispersive effects in non-viscous rotating fluids, Journal de
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l’équation quasi-géostrophique dissipative critique, C. R. Math. Acad. Sci. Paris, 341
(2005), no. 9, 535-538.

[40] F. Marchand, Existence and regularity of weak solutions to the quasi-geostrophic

equations in the spaces Lp or Ḣ− 1
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