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Constrained spacecraft relative motion using non negative polynomials
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The article presents a new method for designing an optimal plan of impulsive maneuvers for spacecraft rendezvous that accounts for the presence of continuous constraints on the relative trajectory. Impulsive control and continuous constraints are brought together through the parameterization of the spacecraft relative positions between two consecutive maneuvers. By using a variable change and a polynomial approximation of the integral term in the expressions of the relative positions, the continuous constraints on the trajectory can be transformed into non negativity constraints of some polynomials on a given interval. The resulting optimal control problem is solved using semi-definite programming.

I. Introduction

In the recent years, the needs and requirements of spacecraft on-orbit servicing missions have been thoroughly analysed [1]. This kind of operations demand flexible control algorithms, capable of handling the type of hard constraints associated to spacecraft proximity maneuvers. During close vicinity rendezvous operations, in addition to the input constraints usually considered, hard constraints on the trajectory must also be addressed [2–5]. If, for instance, the LIDAR sensor is used in the estimation of the spacecraft relative state, the limited field of view of the equipment
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must be accounted for. This usually translates in constricting the rendezvous trajectory to remain within the visibility cone of the sensor [6-8].

The ability of the spacecraft to hover inside a specified volume in a fuel optimal manner is also a major feature in the on-orbit servicing missions. Target monitoring introduces some hard constraints on the relative trajectory since it requires for the chaser spacecraft to remain in a specified zone defined in the target-centered frame. This problem has been recently studied by [9, 10] with the purpose of maximizing the time spent by the spacecraft in a specified cylindrical region. The hovering capabilities are also used during the ATV (Automated Transfer Vehicle) flights to the International Space Station. For these missions, the rendezvous trajectory consists of several way-points that the spacecraft must reach and where it must wait for the authorisation to proceed [11]. The spacecraft is in fact placed on a periodic parking orbit around the desired waiting point since it is more efficient from a fuel consumption point of view than maintaining a fixed position. In this paper, the hovering operation refers to periodic relative orbits exclusively since they allow the chaser spacecraft to remain inside the specified region on an infinite time horizon with no fuel consumption.

The previous examples have in common the necessity of imposing constraints on the spacecraft relative trajectory. They express the need for a generic algorithm that can provide rigorous solutions to the constrained optimal control problems that follow from these different guidance scenarios. An algorithm that can be used for the design of such constrained spacecraft relative trajectories is presented in this paper.

The spacecraft relative motion with respect to arbitrary elliptical orbits was investigated by Tschauer and Hempel in [12]. A transition matrix that enables the usage of the closed form solutions for the spacecraft relative motion was presented in [13]. Conventional methods use this tool and the discretization of the constraints in order to obtain a desired relative trajectory: the relative motion is propagated at specified instants where the trajectory constraints are explicitly checked [5]. The main advantage of these methods is that they transform the optimal control problem into a tractable program. However, they do not account for the behaviour of the obtained trajectory in between the discretization points and violations of the constraints might occur on these
Precise parametric characterisation of the geometry of the spacecraft relative trajectories would enable the designer to choose only those that continuously satisfy the given set of guidance constraints. Works in this area focused mainly on the case of periodic relative motion. Periodic trajectories can be obtained by imposing the equality between the semi-major axes of the spacecraft orbits [14]. A periodicity condition valid for the Cartesian non-linear model of relative motion was proposed by Gurlill in [15]. However, the periodicity condition alone does not provide any insight with respect to the geometry of the obtained trajectory and further investigations are necessary. Analytical expressions for the the minimum and the maximum distance between two spacecraft on elliptical orbits are given in [16] as a function of the orbital elements of the satellites. An eighth degree trigonometric polynomial must be solved in order to obtain the true anomalies corresponding to the worst case extremal distances, rendering the method too complex and too conservative to be used within a guidance algorithm. A step forward into the study of the geometry of the spacecraft relative motion was achieved in [17] where the effects of the eccentricity on the shape of the periodic trajectories are analyzed by means of a parametrization of the relative motion. A similar parametrization is presented in [18] in order to show that when satellites on elliptical orbits are considered the relative periodic trajectories are usually three-dimensional and then compute the number of self-intersections. In [19], the periodic trajectory is expressed as a function of the difference between the spacecraft orbital elements but the extremal separation distances are analytically calculated only for some particular cases. A constraints-discretization based method is used in [20] in order to obtain periodic relative trajectories that respect the imposed dimension constraints. The results present the same benefits and drawbacks inherent to this types of methods that were previously mentioned.

It becomes clear that the geometry of spacecraft relative periodic orbits can be studied using different kinds of parametric representations. While some interesting conclusions can be drawn, these parametrizations still lack a clear link between the parameters and the dimensions of the resulting trajectories in the general case. We propose a parametric representation for the spacecraft relative position that is based on the Yamanaka-Ankersen transition matrix [13] and we show how it can be
used for designing constrained relative trajectories. The vector of parameters is directly linked to the initial conditions of the relative motion of the satellites through a linear function and the periodic motion can be treated as a particular case by requiring one of the parameters to be zero. In our approach, the linear constraints imposed on the spacecraft relative trajectory are translated into a linear relation between the proposed vector of parameters and the cone of the positive semi-definite matrices. The obtained solution is guaranteed to satisfy the trajectory constraints continuously in time. This represents a major improvement over the conventional discretization based methods which, for a similar algorithmic complexity, require a specific a posteriori checkout procedure in order to validate the solution. Furthermore, in the case of periodic relative motion, the proposed approach provides an analytical description of the set of states belonging to periodic trajectories that respect a given set of linear constraints.

The article is organized as follows. Section II presents the parametrization for the spacecraft relative trajectory, with the highlight on the link between the vector of parameters and the main design parameter, the initial spacecraft relative state. Rational expressions are given for the relative motion by using an appropriate variable change and a polynomial approximation of the drifting term $J$ of the Yamanaka-Ankersen transition matrix. In section III the spacecraft rendezvous guidance problem is stated as an optimal control problem with impulsive input under saturation constraints and under continuous state constraints. By using the rational expressions for the relative motion, the constraints on the state are translated into non negativity constraints on some polynomials. Results on non negative polynomials are then used to formulate the guidance problem as a semi-definite program. In section IV, several examples demonstrate the large range of rendezvous guidance problems that can be addressed using the proposed method.

II. Parameterization of the spacecraft relative motion

Consider two spacecraft on arbitrary elliptic Keplerian orbits, one spacecraft called the leader and the other called the follower or the chaser. The spacecraft are depicted as $M_L$ and $M_F$ respectively in figure 1. The true anomaly $\nu$ expresses at each moment the position of the leader on its orbit and it is measured in the perifocal basis $\left( \vec{P}, \vec{Q}, \vec{W} \right)$. The relative dynamics are projected in a
rotating Cartesian local-vertical/local-horizontal (LVLH) basis attached to the leader, \((\vec{x}_L, \vec{y}_L, \vec{z}_L)\) in figure 1.
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**Fig. 1:** The local LVLH frame attached to the leader and the spacecraft relative position

We assume that the distance between the leader and the follower spacecraft is much smaller than the distance between the leader and the center of the Earth. In this case, the linearized spacecraft relative motion expressed in the leader’s LVLH frame can be described using the well-known Tschauner-Hempel equations:

\[
\begin{align*}
\ddot{x} &= 2\dot{\nu} \dot{z} + \ddot{\nu} \dot{z} + \dot{\nu}^2 x - \frac{\mu}{R^3} x + u_x \\
\dot{y} &= -\frac{\mu}{R^3} y + u_y \\
\ddot{z} &= -2 \dot{\nu} \dot{x} - \ddot{\nu} x + \dot{\nu}^2 z + 2 \frac{\mu}{R^3} z + u_z
\end{align*}
\]

where \(\mu\) is the gravitational constant of the Earth,

\[
\dot{\nu} = \sqrt{\frac{\mu}{a^3(1-e^2)^3}(1+e \cos \nu)^2}, \quad R = \frac{a(1-e^2)}{1+e \cos \nu}
\]

and \(a\) and \(e\) are the semi-major axis and the eccentricity of the leader spacecraft. To obtain a simplified form of equations (1), the independent variable can be changed from the time to the leader’s true anomaly \(\nu\) through:

\[
\frac{d(\cdot)}{dt} = \frac{d(\cdot)}{d\nu} \frac{d\nu}{dt} = (\cdot)' \dot{\nu}
\]
and the following variable scaling can be introduced:

\[
\begin{bmatrix}
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{bmatrix}
= (1 + e \cos \nu)
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix},
\begin{bmatrix}
\dddot{x}' \\
\dddot{y}' \\
\dddot{z}'
\end{bmatrix}
= -e \sin \nu
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} + \frac{1 + e \cos \nu}{\nu} \begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]

(4)

This leads to the following equations for the relative motion:

\[
\dddot{x}' = 2 \dot{z}' + \ddot{u}_x
\]
\[
\dddot{y}' = -\dot{y}' + \ddot{u}_y
\]
\[
\dddot{z}' = \frac{3}{1 + e \cos \nu} \ddot{z}' - 2 \dot{x}' + \ddot{u}_z
\]

(5)

Starting from equations (5), Yamanaka and Ankersen [13] presented a transition matrix that can be used for the propagation of the relative motion starting from an initial state \( \tilde{X}(\nu_0) \), under impulsive control \( \Delta \tilde{V} \):

\[
\tilde{X}(\nu) = \Phi_{\nu_0}^{\nu} \tilde{X}(\nu_0) + \sum_i \Phi_{\nu_0}^{\nu_i} \tilde{B} \Delta \tilde{V}_i.
\]

(6)

where \( \tilde{X}(\nu) = [\tilde{x}(\nu) \; \tilde{y}(\nu) \; \tilde{z}(\nu) \; \tilde{x}'(\nu) \; \tilde{y}'(\nu) \; \tilde{z}'(\nu)]^T \). The matrix \( \tilde{B} \) is given by \( \tilde{B} = [0_3 \; I_3]^T \), since the effect of the impulsive control is modelled as an instantaneous change in the relative speed.

Based on the definition of the transition matrix given in [13], a parametrization for the spacecraft relative positions is presented next. This parametrization is then used for designing impulsive maneuvers leading to spacecraft relative trajectories that respect continuously in time different types of linear constraints that are usually associated to spacecraft proximity operations.

A. Non periodic spacecraft relative motion

The evolution of the spacecraft relative trajectory between two consecutive impulsive controls, applied at \( \nu_0 \) and \( \nu_f \) respectively, can be seen as the open loop propagation of the relative motion starting from the state right after that the first impulse is fired:

\[
\tilde{X}(\nu) = \Phi_{\nu_0}^{\nu} (\tilde{X}(\nu_0) + B \Delta \tilde{V}_0) = \Phi_{\nu_0}^{\nu} \tilde{X}^+(\nu_0), \quad \nu \in [\nu_0, \nu_f]
\]

(7)
Starting from the definition given in [13] for the transition matrix $\Phi$, the parametric equations for the autonomous relative trajectory are given by:

$$
\begin{align*}
\dot{x}(\nu) &= (2 + e \cos \nu)(d_1 \sin \nu - d_2 \cos \nu) + d_3 + 3 d_4 J(\nu) \left(1 + e \cos \nu\right)^2 \\
\dot{y}(\nu) &= d_5 \cos \nu + d_6 \sin \nu \\
\dot{z}(\nu) &= (1 + e \cos \nu)(d_2 \sin \nu + d_1 \cos \nu) - 3 e d_4 J(\nu) \sin \nu (1 + e \cos \nu) + 2 d_4 
\end{align*}
$$

(8)

where the independent variable $\nu$ belongs to $[\nu_0, \nu_f]$ and the vector of parameters $D = [d_1 \ d_2 \ d_3 \ d_4 \ d_5 \ d_6]^T$ depends linearly on $\tilde{X}_0 = \tilde{X}(\nu_0)$, the relative state from which the satellites motion is propagated:

$$
D = C(\nu_0) \tilde{X}_0
$$

(9)

where:

$$
C(\nu) =
\begin{bmatrix}
0 & 0 & \frac{3(e \cos \nu)}{e^2-1} & -(2 \cos \nu + e \cos^2 \nu + e) & \sin \nu (1 + e \cos \nu) \\
0 & 0 & \frac{3 \sin (\nu + e \cos \nu + e)}{(e^2-1)(1 + \cos \nu)} & -\sin \nu (2 + e \cos \nu) & \frac{-(e \sin \nu + e \cos \nu - 2e)}{e^2-1} \\
1 & 0 & \frac{-3e \sin \nu (2 + e \cos \nu)}{(e^2-1)(1 + \cos \nu)} & \frac{e \sin \nu (2 + e \cos \nu)}{e^2-1} & 0 \\
0 & 0 & \frac{-(3e \cos \nu + e^2 + 2)}{e^2-1} & \frac{(1 + e \cos \nu)^2}{e^2-1} & 0 \\
0 & \cos \nu & 0 & 0 & \frac{-\sin \nu}{e^2-1} \\
0 & \sin \nu & 0 & 0 & \frac{\cos \nu}{e^2-1}
\end{bmatrix}
$$

(10)

The relative motion on the $y$ axis is naturally periodic, while the motion in the orbital plane is defined by a combination between periodic trigonometric terms and a drifting term denoted $J(\nu)$. This latter grows linearly in time and expressed as a function of the independent variable $\nu$ is given by:

$$
J(\nu) = \int_{\nu_0}^{\nu} \frac{d\tau}{(1 + e \cos \tau)^2} = \frac{n(t - t_0)}{(1 - e^2)^{3/2}}
$$

(11)

The following variable change can be used in order to remove the trigonometric terms in (8):

$$
w = \tan \left(\frac{\nu}{2}\right) \cos \nu = \frac{1 - w^2}{1 + w^2} \sin \nu = \frac{2w}{1 + w^2}
$$

(12)
Thus the parametric equations of the relative motion become:

\[
\begin{align*}
\dot{x}(w) &= \frac{1}{(1 + w^2)^2} [P_x(w) + 3d_4 P_{Jx}(w) J(w)] \\
\dot{y}(w) &= \frac{1}{1 + w^2} P_y(w) \\
\dot{z}(w) &= \frac{1}{(1 + w^2)^2} [P_z(w) + 2d_4 P_{Jz}(w) J(w)]
\end{align*}
\tag{13}
\]

where \( w \in [w_0, w_f] \) and:

\[
J(w) = \int_{w_0}^{w} \frac{2\tau^2 + 2}{((1 - e)\tau^2 + e + 1)^2} d\tau
\tag{14}
\]

\[
P_x(w) = \sum_{i=0}^{4} p_{x_i} w^i, \quad P_y(w) = \sum_{i=0}^{2} p_{y_i} w^i, \quad P_z(w) = \sum_{i=0}^{4} p_{z_i} w^i,
\tag{15}
\]

\[
P_{Jx}(w) = ((1 + e) + (1 - e)w^2)^2, \quad P_{Jz}(w) = -3e ((1 + e) + (1 - e)w^2) w
\tag{16}
\]

The coefficients \( p_x = [p_{x0} \ p_{x1} \ p_{x2} \ p_{x3} \ p_{x4}]^T \), \( p_y = [p_{y0} \ p_{y1} \ p_{y2}]^T \) and \( p_z = [p_{z0} \ p_{z1} \ p_{z2} \ p_{z3} \ p_{z4}]^T \) of the polynomials \( P_x(w), P_y(w) \) and \( P_z(w) \) respectively depend linearly on the vector of parameters \( D \):

\[
p_x = C_x D \quad p_y = C_y D \quad p_z = C_z D
\tag{17}
\]

with:

\[
C_x = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & -2 - e & 1 & 0 & 0 \\
4 + 2e & 0 & 0 & 0 & 0 \\
0 & 2e & 2 & 0 & 0 \\
4 - 2e & 0 & 0 & 0 & 0
\end{bmatrix}
\quad C_y = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\quad C_z = \begin{bmatrix}
e + 1 & 0 & 0 & 2 & 0 \\
0 & 2e + 2 & 0 & 0 & 0 \\
-2e & 0 & 0 & 4 & 0 \\
e - 1 & 0 & 0 & 2 & 0
\end{bmatrix}
\tag{18}
\]

Hence the coefficients of these polynomials depend linearly on \( \ddot{\mathbf{x}}_0 \), the relative state starting from which the satellites motion is propagated.

The presence of the drifting term \( J \) causes the spacecraft relative trajectory to have an irrational form, regardless of whether the variable \( \nu \) or the variable \( w \) is used. Analytical rational expressions for the relative motion are instead needed in order to impose continuous constraints on the relative
trajectory. They could allow the extension of the technique we developed in [21] to the case of non
periodic relative motion. One way of obtaining the necessary rational expressions is presented next
and it is based on using a polynomial approximation of the term J.

B. Polynomial approximations for the drifting term J(w)

The closed form expression of the integral (14) is given by:

\[
J(w) = \left[ \frac{2 e w}{(e^2 - 1) ((1 - e) w^2 + e + 1)} - \frac{2 \text{arctanh} \left( \frac{\sqrt{e - 1}}{\sqrt{e + 1}} w \right)}{(e^2 - 1)^{\frac{3}{2}}} \right]^{w}_{w_0}
\]

\( \Theta_u(w) \) respectively, such that: It must be noted that the interval on which \( J(w) \) may be approximated by a polynomial must be a finite subset of \( \mathbb{R} \). In fact, \( J(w) \) is discontinuous on the bounds of its definition set i.e. \( \lim_{w \to -\infty} J(w) \neq \lim_{w \to +\infty} J(w) \) since \( \lim_{t \to -1} \text{arctanh}(t) \neq \lim_{t \to +1} \text{arctanh}(t) \). Consequently, no polynomial or rational function can approximate \( J(w) \) on \( \mathbb{R} \). If the term \( J(w) \) is replaced in (13) by a polynomial approximation \( \Theta_r(w) \), valid on a finite interval \( W = [w_0, w_f] \), then the expressions describing the spacecraft relative trajectory become rational:

\[
\ddot{x}(w) = \frac{1}{(1 + w^2)^2} [P_x(w) + 3 d_4 P_{Jx}(w) \Theta_r(w)]
\]

\[
\ddot{y}(w) = \frac{1}{1 + w^2} P_y(w), \forall w \in [w_0, w_f] \tag{19}
\]

\[
\ddot{z}(w) = \frac{1}{(1 + w^2)^2} [P_z(w) + 2 d_4 P_{Jz}(w) \Theta_r(w)]
\]

Recent results from [22] show that a fixed-degree polynomial approximation \( \Theta_r(w) \) with a certified maximum error can be obtained for the term \( J(w) \):

\[
J(w) = \Theta_r(w) + \varepsilon(w) \tag{20}
\]

where \( \Theta_r \) is of degree \( r \) and for \( w_0 = \tan \frac{\pi}{2} \) we have:

\[
\Theta_r(w_0) = J(w_0) = 0
\]

The certified maximum error \( \varepsilon \) provided by the algorithm in [22] \( \varepsilon = \max_{w \in W} \varepsilon(w) \) is used in order to obtain upper and lower polynomial bounds on the term \( J(v) \):

\[
\Theta_l(w) \leq J(w) \leq \Theta_u(w), \forall w \in W = [w_0, w_f] \tag{21}
\]
\[ \Theta_l(w) = \Theta_r(w) - \bar{\varepsilon} \quad \Theta_u(w) = \Theta_r(w) + \bar{\varepsilon} \]  

(22)

C. Periodic spacecraft relative motion

From expressions (8) it can be noticed that the influence of the non-periodic term \( J(w) \) on the relative trajectory depends on the value of the parameter \( d_4 \). A periodic relative trajectory may be obtained by requiring the parameter \( d_4 \) to be zero and thus removing the drifting term. Imposing \( d_4 = 0 \) in (9) leads to a linear periodicity constraint on the relative state starting from which the spacecraft motion is propagated:

\[ M(\nu_0) X_0 = 0 \]  

(23)

where the matrix \( M(\nu) \in \mathbb{R}^{1 \times 6} \) is defined by:

\[ M(\nu) = \begin{bmatrix} 0 & 0 & 3e \cos \nu + e^2 + 2 & -(1 + e \cos \nu)^2 & 0 & e \sin \nu(1 + e \cos \nu) \end{bmatrix} \]  

(24)

Assuming that the initial state \( \tilde{X}_0 \) satisfies the constraint (23), the trigonometric expressions for the propagation of the periodic trajectory are given by:

\[ \begin{align*} 
\tilde{x}(\nu) &= (2 + e \cos \nu)(d^p_1 \sin \nu - d^p_2 \cos \nu) + d^p_3 \\
\tilde{y}(\nu) &= d^p_6 \cos \nu + d^p_5 \sin \nu \\
\tilde{z}(\nu) &= (1 + e \cos \nu)(d^p_2 \sin \nu + d^p_1 \cos \nu) 
\end{align*} \]  

(25)

where the vector of parameters \( D_p = [d^p_1 \ d^p_2 \ d^p_3 \ d^p_5 \ d^p_6]^T \) is obtained from the substitution in (9) of the periodicity condition (23):

\[ D_p = C_p(\nu_0) \tilde{X}_0 \]  

(26)

and:

\[ C_p(\nu) = \begin{bmatrix} 0 & 0 & \frac{2e \cos^2 \nu - e + e \cos \nu}{(1 + e \cos \nu)^2} & 0 & 0 & -\sin \nu \frac{1}{1 + e \cos \nu} \\
0 & 0 & \frac{\sin \nu(1 + 2e \cos \nu)}{(1 + e \cos \nu)^2} & 0 & 0 & \cos \nu \frac{1}{1 + e \cos \nu} \\
1 & 0 & \frac{e \sin \nu(2 + e \cos \nu)}{(1 + e \cos \nu)^2} & 0 & 0 & \frac{2 + e \cos \nu}{1 + e \cos \nu} \\
0 & \cos \nu & 0 & 0 & -\sin \nu & 0 \\
0 & \sin \nu & 0 & 0 & \cos \nu & 0 \end{bmatrix} \]  

(27)
Introducing the variable change (12) into equations (25) leads to very similar expressions with respect to the non periodic case. As expected, these expressions no longer contain the term \( J(w) \):

\[
\begin{align*}
\hat{x}(w) &= \frac{1}{(1 + w^2)^2} P_{xp}(w), \\
\hat{y}(w) &= \frac{1}{1 + w^2} P_y(w), \\
\hat{z}(w) &= \frac{1}{(1 + w^2)^2} P_{zp}(w).
\end{align*}
\]  
\( (28) \)

The coefficients of the polynomials \( P_{xp}(w) \) and \( P_{zp}(w) \) depend linearly on the initial state of the propagation of the periodic motion through the vector of parameters \( D_p \):

\[
p_{xp} = C_x D_p , \quad p_{zp} = C_z D_p
\]  
\( (29) \)

where matrices \( C_x \) and \( C_z \) are defined in (18).

It is important to notice that in the periodic case the expressions for the relative positions are purely rational. Approximations are no longer required since the drifting term \( J(w) \) has been removed. Expressions (28) are the same as those presented in [21] and we showed here that they are just a particular case of a more general parametrization of the spacecraft relative trajectory.

### III. Constrained spacecraft relative trajectory design

The previous section showed that the spacecraft relative motion between two impulsive controls can be parametrized with respect to the state immediately after the first thrust: \( \tilde{X}^+(\nu_0) = \tilde{X}(\nu_0) + \tilde{B} \Delta \tilde{V}_0 \). Thus the choice of \( \Delta \tilde{V}_0 \) plays a crucial role in obtaining a trajectory that continuously satisfies a specified set of constraints on the interval between the two consecutive controls. A new method for calculating the impulsive control \( \Delta \tilde{V}_0 \) leading to admissible trajectories is presented. The method is based on the previously developed parametrization for the relative motion. Let us assume that the constraints on the spacecraft relative path can be written in the general form of linear inequalities:

\[
V \begin{bmatrix}
\hat{x}(\nu) \\
\hat{y}(\nu) \\
\hat{z}(\nu)
\end{bmatrix} \leq \tilde{K}, \forall \nu \in [\nu_0, \nu_f]
\]  
\( (30) \)

where \( V \in \mathbb{R}^{s \times 3} \), \( \tilde{K} \in \mathbb{R}^s \), \( s \) is the number of constraints and \( \tilde{K} = (1 + e \cos \nu) K \) since the usage of the variable change (4) must be taken into account when writing the constraints.
By using expressions (13) and the variable change (12), constraints (30) can be written as:

$$v_{i,1} \ddot{x}(w) + v_{i,2} \ddot{y}(w) + v_{i,3} \ddot{z}(w) \leq \frac{1 + e + (1 - e) w^2}{1 + w^2} k_i, \forall w \in [w_0, w_f], \ i = 1..s$$

(31)

Let us define the rational expressions $\Xi_i(w)$ as:

$$\Xi_i(w) = -v_{i,1} \ddot{x}(w) - v_{i,2} \ddot{y}(w) - v_{i,3} \ddot{z}(w) + \frac{1 + e + (1 - e) w^2}{1 + w^2} k_i = \frac{1}{(1 + w^2)^2} \Gamma_i(w), \ i = 1..s$$

(32)

where:

$$\Gamma_i(w) = -v_{i,1} [P_x(w) + 3 d_4 P_{Jx}(w) J(w)] - v_{i,2} \ddot{P}_y(w) - v_{i,3} [P_z(w) + 2 d_4 P_{Jz}(w) J(w)] + k_i T(w)$$

(33)

$\ddot{P}_y(w) = (1 + w^2), P_y(w)$ and the coefficients of the polynomial $T(w)$ are $t = [1 + e \ 0 \ 2 \ 0 \ 1 - e]^T$. As previously shown, the coefficients of the polynomials $P_x(w), P_y(w)$ and $P_z(w)$ depend linearly on $\bar{X}^+(\nu_0)$, the relative state from which the satellites motion is propagated:

$$p_x = C_x C(\nu_0) \left( \bar{X}(\nu_0) + \bar{B} \Delta \bar{V}_0 \right) \quad \ddot{p}_y = C_y C(\nu_0) \left( \bar{X}(\nu_0) + \bar{B} \Delta \bar{V}_0 \right) \quad p_z = C_z C(\nu_0) \left( \bar{X}(\nu_0) + \bar{B} \Delta \bar{V}_0 \right)$$

(34)

Hence, expressions $\Gamma_i(w)$ depend linearly on the decision variable $\Delta \bar{V}_0$. Constraints (30) on the relative trajectory are satisfied if there exists an impulsive control $\Delta \bar{V}_0$ such that:

$$\exists \Delta \bar{V}_0 \ \text{s.t.} \ \Xi_i(w) \geq 0, \ \forall w \in [w_0, w_f], \ \forall i = 1..s$$

(35)

Since the common denominator for $\Xi_i(w)$ is $(1 + w^2)^2$ which is non negative for all $w \in \mathbb{R}$, finding $\Delta \bar{V}_0$ such that the expressions $\Gamma_i(w)$ are non negative on the given interval guarantees that the constraints (30) are respected:

$$\exists \Delta \bar{V}_0 \ \text{s.t.} \ \Gamma_i(w) \geq 0, \ \forall w \in [w_0, w_f], \ \forall i = 1..s$$

(36)

It has been evidenced in the previous section the fact that the expressions $\Gamma_i(w)$ are irrational functions. The usage of the polynomial approximations for the term $J(\nu)$ allows constraints (36) to become polynomial non negativity constraints which can be reformulated as linear matrix inequality constraints [23]. These latter can be solved efficiently using convex programming methods. The uncertainties resulting from the approximation process can be directly accounted for expressions $\Gamma_i(w)$ contain the integral term $J(w)$, they can be transformed into polynomial expressions by replacing $J(w)$ with a polynomial approximation.
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A. The non-periodic case: using the polynomial approximation of the drifting term $J(w)$

Expressions (33) can be transformed into polynomials by using the approximation (20). This introduces an unknown but bounded error $\varepsilon(w)$ such that:

$$\Gamma_i \equiv \Gamma_i(w, \Theta_r(w), \varepsilon(w))$$

Thus the satisfaction of the uncertain constraints:

$$\exists \Delta \tilde{V}_0 \quad \text{s.t.} \quad \Gamma_i(w, \Theta_r(w), \varepsilon(w))) \geq 0, \forall \varepsilon(w) \in [-\varepsilon, \varepsilon], w \in [w_0, w_f], i = 1..s$$  \hspace{1cm} (37)

is a sufficient condition for the satisfaction of constraints (36). Results from convex robust analysis [24] provide a robust counterpart to (37):

$$\exists \Delta \tilde{V}_0 \quad \text{s.t.} \quad \begin{cases} \Gamma_i^l(w, \Theta_l(w)) \geq 0 \\ \Gamma_i^u(w, \Theta_u(w)) \geq 0 \end{cases}, w \in [w_0, w_f], i = 1..s$$  \hspace{1cm} (38)

where $\Gamma_i^u(w, \Theta_u(w))$ and $\Gamma_i^l(w, \Theta_l(w))$ are the polynomials obtained after replacing the term $J(w)$ in (33) with its certified upper and lower polynomial bounds, $\Theta_u(w)$ and $\Theta_l(w)$ respectively (22). Therefore finding an impulsive control $\Delta \tilde{V}_0$ such that polynomials $\Gamma_i^u(w)$ and $\Gamma_i^l(w)$ are non-negative guarantees that initial constraints (36) are satisfied, although solving this problem introduces some conservatism.

Reference [23] provides necessary and sufficient LMI conditions to check whether the coefficients of an univariate polynomial belong to the cone of coefficients of polynomials that are non-negative on a finite interval. Since the coefficients $\gamma_i^l$ and $\gamma_i^u$ of the polynomials $\Gamma_i^l(w)$ and $\Gamma_i^u(w)$ depend linearly on $\Delta \tilde{V}_0$, these conditions can be used to find a suitable $\Delta \tilde{V}_0$ such that the constraints (38) on the propagated trajectory are satisfied.

**Theorem 1** (Non-negative polynomial on finite interval).

Let $K_{a,b}$ be the convex, closed and pointed cone of polynomials that are non-negative on a finite interval $[a, b] \in \mathbb{R}$:

$$K_{a,b} = \{ p \in \mathbb{R}^{n+1}, P(w) = \sum_{i=0}^{n} p_i w^i \geq 0, \forall w \in [a, b] \}$$

A polynomial $P(w)$, represented through its vector of coefficients $p = [p_0, \ldots, p_n]^T$, belongs to $K_{a,b}$ if and only if there exist two symmetric positive semi-definite matrices $Y_1$ and $Y_2$ such that:

$$p = \Lambda^*(Y_1, Y_2)$$  \hspace{1cm} (39)
where the operator $\Lambda^*$ is defined below.

Using this result, designing a relative trajectory for which the infinitely many constraints (30) are satisfied becomes equivalent to finding an impulsive control $\Delta \hat{V}_0$ such that:

$$\exists (Y_{i_1}^l \geq 0, Y_{i_2}^l \geq 0) \quad \text{s.t.} \quad \gamma_i^l = \Lambda^*(Y_{i_1}^l, Y_{i_2}^l), \quad i = 1..s$$  \hspace{1cm} (40)

$$\exists (Y_{i_1}^u \geq 0, Y_{i_2}^u \geq 0) \quad \text{s.t.} \quad \gamma_i^u = \Lambda^*(Y_{i_1}^u, Y_{i_2}^u)$$

The definition of the operator $\Lambda^*$ depends on whether the polynomial $P(w)$ has an odd or an even degree. For $n$ odd, take $m = (n - 1)/2$ and $Y_1, Y_2 \in \mathbb{R}^{(m+1) \times (m+1)} \succeq 0$. Let $H_{k,i} \in \mathbb{R}^{(k+1) \times (k+1)}$ be some Henkel matrices that contain ones on the $i$-th anti-diagonal and zeros everywhere else. Then the operator $\Lambda^*$ is defined by:

$$\Lambda^*(Y_1, Y_2) = \begin{bmatrix}
\text{tr} \ (Y_1(-aH_{m,1})) + \text{tr} \ (Y_2(bH_{m,1})) \\
\text{tr} \ (Y_1(H_{m,1} - aH_{m,2})) + \text{tr} \ (Y_2(bH_{m,2} - H_{m,1})) \\
\vdots \\
\text{tr} \ (Y_1(H_{m,i-1} - aH_{m,i})) + \text{tr} \ (Y_2(bH_{m,i} - H_{m,i-1})) \\
\vdots \\
\text{tr} \ (Y_1H_{m,2m+1}) + \text{tr} \ (Y_2(-H_{m,2m+1}))
\end{bmatrix}$$  \hspace{1cm} (41)

For $n$ even, take $m = n/2$ and $Y_1 \in \mathbb{R}^{(m+1) \times (m+1)} \succeq 0, Y_2 \in \mathbb{R}^{m \times m} \succeq 0$. Then the operator $\Lambda^*$ is defined by:

$$\Lambda^*(Y_1, Y_2) = \begin{bmatrix}
\text{tr} \ (Y_1H_{m,1}) + \text{tr} \ (Y_2(-abH_{m-1,1})) \\
\text{tr} \ (Y_1H_{m,2}) + \text{tr} \ (Y_2((b + a)H_{m-1,1} - abH_{m-1,2})) \\
\text{tr} \ (Y_1H_{m,3}) + \text{tr} \ (Y_2((b + a)H_{m-1,2} - H_{m-1,1} - abH_{m-1,3})) \\
\vdots \\
\text{tr} \ (Y_1H_{m,i}) + \text{tr} \ (Y_2((b + a)H_{m-1,i-1} - H_{m-1,i-2} - abH_{m-1,i})) \\
\vdots \\
\text{tr} \ (Y_1H_{m,2m}) + \text{tr} \ (Y_2((b + a)H_{m-1,2m-1} - H_{m-1,2m-2})) \\
\text{tr} \ (Y_1, H_{m,2m+1}) + \text{tr} \ (Y_2(-H_{m-1,2m-1}))
\end{bmatrix}$$  \hspace{1cm} (42)
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B. The periodic case

When constraints (30) must be imposed on a periodic relative trajectory, expressions $\Gamma_i(w)$ are directly polynomial and no approximation is needed:

$$\Gamma_i(w) = -v_{i,1} P_x(w) - v_{i,2} \bar{P_y}(w) - v_{i,3} P_{zp}(w) + k_i T(w) \geq 0, \ i = 1..s$$  \hspace{1cm} (43)

Their coefficients can be written directly as a linear function of the decision variable $\Delta \tilde{V}_0$:

$$\gamma_i = (-v_{i,1} C_x - v_{i,2} \bar{C_y} - v_{i,3} C_z) C_p(v_0) \left( \bar{X}(v_0) + B \Delta \tilde{V}_0 \right) + k_i \ t$$  \hspace{1cm} (44)

Note that in order for the expressions (43) to be valid the initial state for the propagation of the relative motion must satisfy the periodicity condition:

$$M(v_0) \left( \bar{X}(v_0) + B \Delta \tilde{V}_0 \right) = 0$$  \hspace{1cm} (45)

If constraints must be imposed on the periodic trajectory for an entire period, one must take into account the fact that the variable change (12) maps the trigonometric circle to $\mathbb{R}$, an infinite interval. The necessary and sufficient LMI conditions for non negativity of univariate polynomials on infinite intervals are slightly different with respect to the case where finite intervals are considered. Reference [23] demonstrates that a polynomial $P(w)$ is non negative on $\mathbb{R}$ if and only if there exists a symmetric positive semi-definite matrix $Y \in \mathbb{R}^{(m+1) \times (m+1)}$ such that the coefficients of the polynomial $P(w)$ verify:

$$p = \Lambda^*(Y)$$  \hspace{1cm} (46)

where:

$$\Lambda^*(Y)(j) = \text{tr} \ (Y H_{m,j}), \ j = 1..2m+1.$$  \hspace{1cm} (47)

It is interesting to notice that the polynomial non negativity constraints (43), along with the periodicity constraint (45), describe the set of spacecraft relative states that at $v_0$ belong to periodic trajectories that evolve inside the polytope defined by (30). This set represents an invariant set for the spacecraft relative motion [25]. The presented method allows the design of impulsive maneuvers leading to spacecraft relative trajectories that respect a set of linear constraints continuously in time. It is based on the parameterization of the spacecraft relative motion and makes use of
the link between the cone of coefficients of non negative polynomials and the cone of symmetric positive definite matrices. The technique can easily be extended to accommodate a larger number of impulsive controls $\Delta \tilde{V}$ over a larger time horizon. This aspect is detailed in the applications section.

IV. Applications

The method developed in the previous section can be used to design impulsive maneuvers for constrained spacecraft relative motion. In this section, we present three types of space missions where our approach can be effective. The hovering mission [9] requires the design of periodic trajectories that evolve inside a specified region. This type of trajectory should enable the visual inspection of a given target with an infinite time horizon for the observation task and with zero fuel cost. The passively safe rendezvous mission [7, 26] requests rendezvous trajectories that guarantee passive collision avoidance in case of anomalous system behaviour. Lastly, for the visibility constrained rendezvous mission [4, 7] visibility cone constraints must be satisfied all along the rendezvous path. If the first two scenarios belong to the periodic motion framework, for the rendezvous under visibility constraints scenario the constraints are continuously imposed on the non periodic relative motion. In each of these scenarios, it is assumed that the number of impulses $N$, the thrusting positions $\nu_i$ and the initial relative state $\tilde{X}_1$ are known.

A. Generating a hovering trajectory

The term hovering refers to the ability of a deputy spacecraft to remain in a specified area close to the target satellite [9], in order to inspect or to monitor it. The design of fuel efficient maneuvers leading to proximity naturally periodic relative trajectories between two satellites is an important aspect of the on-orbit inspection and on-orbit servicing missions. Moreover, this objective must to be achieved while taking into account the necessity of restricting the evolution of the resulting periodic trajectory to a specified region of the space. Starting from an initial state $\tilde{X}_1$, a final state $\tilde{X}(\nu_N)$ must be reached, state that respects the periodicity condition and guarantees that the resulting periodic trajectory remains inside a given tolerance region $R_{tol}$. This must be done while minimizing the fuel cost necessary to attain this final state and respecting the saturation constraints.
on the amplitude of the thrusts. The general semi-infinite optimal control problem can be written as:

\[
\min_{\Delta V} \sum_{i=1}^{N} \|\Delta \tilde{V}_i\|_1 \\
\text{s.t.} \left\{ \begin{array}{l}
\|\Delta \tilde{V}_i\| \leq \Delta \tilde{V}_i, \forall \ i = 1...N \\
\tilde{X}(\nu_1) = \tilde{X}_1 \\
M(\nu_N) \tilde{X}(\nu_N) = 0 \\
(\tilde{x}(\nu), \tilde{y}(\nu), \tilde{z}(\nu)) \in \tilde{R}_{tol}, \forall \nu \geq \nu_N
\end{array} \right.
\]

(48)

The state at the end of the maneuvers plan, \(\tilde{X}(\nu_N)\), can be expressed as a function of the initial state \(\tilde{X}(\nu_1)\) and the impulsive controls \(\Delta \tilde{V}\) by using the Yamanaka-Ankersen transition matrix \(\Phi\):

\[
\tilde{X}(\nu_N) = A_N \Delta \tilde{V}^N + B_N
\]

(49)

where:

\[
A_i = [\phi_{\nu_1}^i B \ldots \phi_{\nu_{i-1}}^i B B B] \quad B_i = \phi_{\nu_1}^i \tilde{X}(\nu_1) \quad \Delta \tilde{V}^i = [\Delta \tilde{V}_1 \ldots \Delta \tilde{V}_i]^T, \ i = 1 \ldots N
\]

(50)

For convenience we choose the tolerance region \(R_{tol}\) to be a box centred around a desired position \(X_f = [x_f \ y_f \ z_f]^T\), whose dimensions are defined by \(X_{tol} = [x_{tol} \ y_{tol} \ z_{tol}]^T\). The tolerance box constraints can be easily written in the general linear form (30) where the \(V\) and \(K\) matrices are given by:

\[
V = \begin{bmatrix}
1 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -1
\end{bmatrix}, \quad K = \begin{bmatrix}
x_f - x_{tol} \\
x_f + x_{tol} \\
y_f - y_{tol} \\
y_f + y_{tol} \\
z_f - z_{tol} \\
z_f + z_{tol}
\end{bmatrix}, \quad [\nu_0, \ \nu_f] = [\nu_N, \ \nu_N + 2\pi]
\]

(51)

Following the previously developed procedure, the infinitely many tolerance box constraints can be transformed into a finite number of non negativity constraints on some polynomials whose coefficients depend linearly on the decision variables \(\Delta \tilde{V}\):

\[
\Gamma_i(w) = T(w) k_i - v_{i,1} P_{x_p}(w) - v_{i,2} \bar{P}_y(w) - v_{i,3} P_{z_p}(w) \geq 0, \forall \ w \in \mathbb{R}, \ i = 1 \ldots 6
\]

(52)
The coefficients $\gamma_i$ of the polynomials $\Gamma_i(w)$ depend linearly on the state at the end of the maneuvers plan:

$$\gamma_i = t k_i - (v_{i,1} C_x + v_{i,2} \bar{C}_y + v_{i,3} C_z) \left( A_N \Delta \hat{V}^N + B_N \right)$$ (53)

Thus, using the previously developed results, the problem of finding the impulsive controls $\Delta V_i$ such that the chaser satellite reaches at the end of the prediction horizon a trajectory that is periodic and contained in a specified tolerance region is transformed into a semi-definite program:

$$\min_{\Delta \hat{V}, Z} \sum_{i=1}^{N} Z_i$$

$$\begin{align*}
  -Z_i &\leq \Delta \hat{V}_i \leq Z_i, \quad \forall \ i = 1...N \\
  Z_i &\leq \Delta V_i \\
  \hat{X}(\nu_1) &= \hat{X}_1 \\
  M(\nu_N)\hat{X}(\nu_N) &= 0 \\
  \exists Y_i \geq 0 \text{ s.t. } \gamma_i = \Lambda^*(Y_i), \ \forall i = 1...6 
\end{align*}$$ (54)

To illustrate this particular guidance problem, we use the rendezvous mission summarized in table 1. The purpose is to reach a periodic parking relative orbit by applying the computed impulsive maneuvers. Our method for imposing continuous constraints on the resulting periodic trajectory is compared with a method based on constraints discretization [5]. Yalmip [27] along with the SDPT3 solver [28] is for solving the semi-definite programming (SDP) problem (54). The linear program (LP) corresponding to the method used for comparison is solved with the linprog function from Matlab.

**Table 1: Simulation data for constrained periodic relative motion**

<table>
<thead>
<tr>
<th>$e$</th>
<th>$a$ [km]</th>
<th>$N$</th>
<th>$X_1$ [m, m/s]</th>
<th>$t_1$ [s]</th>
<th>$X_f$ [m]</th>
<th>$X_{tol}$ [m]</th>
<th>$t_N$ [s]</th>
<th>$\Delta V$ [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.023776</td>
<td>7.011</td>
<td>10</td>
<td>[1000,50,50,0,0,0]</td>
<td>1.282</td>
<td>[100,0,0]</td>
<td>[20,10,10]</td>
<td>18.808</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The obtained rendezvous trajectory is presented in figure 2. Both methods reach a periodic trajectory at the end of the plan. The difference is that, for the discretization based method, the tolerance region constraints are sometimes violated between the verification points. No constraints
violations occur when using our method since it allows for the constraints on the relative trajectory to be imposed continuously in time.
For the discretization based method, the precision of the solution is influenced by the number of points where the constraints on the trajectory are explicitly checked. The resulting trajectories when considering 10, 20 and 30 points respectively are depicted in figure 3. Table 2 shows the comparison between the fuel cost, the solver time and the time spent outside the tolerance region for each scenario. Increasing the number of verification points reduces the amount of constraints violations but it also increases the solver time and the fuel cost. For almost equal fuel cost, the SDP method has the advantage of guaranteeing zero constraints violation.

Table 2: Comparison between the SDP and LP based methods

<table>
<thead>
<tr>
<th>Method</th>
<th>LP10</th>
<th>LP20</th>
<th>LP30</th>
<th>SDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel cost [m/s]</td>
<td>0.48907</td>
<td>0.48922</td>
<td>0.48927</td>
<td>0.48927</td>
</tr>
<tr>
<td>Solver time [s]</td>
<td>0.1972</td>
<td>0.6499</td>
<td>1.6241</td>
<td>0.9325</td>
</tr>
<tr>
<td>Time out of bounds [s]</td>
<td>1 269</td>
<td>737</td>
<td>339</td>
<td>0</td>
</tr>
</tbody>
</table>

B. Orbital rendezvous under passive safety constraints

An important issue for the guidance algorithms for spacecraft proximity operations like orbital rendezvous and docking is the ability to handle abnormal system behaviour. The purpose is to ensure a safe behaviour for a large class of possible malfunctions. Passive safety implies the design of rendezvous trajectories such that disabling the follower’s thrusters in the event of a failure will cause the satellites to remain on a relative fail trajectory that is guaranteed to be collision free [26]. Security constraints must be imposed both on the rendezvous trajectory and the predicted fail trajectories in order to guarantee this kind of behaviour.

The passive safety constraints can be imposed on any of the \( N \) steps of the rendezvous plan but adding too many constraints will increase the total fuel cost of the mission without further improving the overall probability of collision [7]. That is why the security constraints will only be enforced on the last \( S \) steps of the plan. In order to guarantee that the fail trajectories \( \tilde{\mathbf{x}}_{\text{fail}} \) are collision free, they are designed to be periodic and to evolve inside a specified area in proximity of the target \( \mathcal{X}_{\text{safe}} \). This has to be achieved while minimizing the overall fuel cost of the mission and
while respecting the saturation constraints on the amplitude of the thrusters. Therefore the optimal control problem can be written as:

\[
\min_{\Delta V} \sum_{i=1}^{N} \|\Delta \tilde{V}_i\|_1
\]

\[
\begin{aligned}
\|\Delta \tilde{V}_i\| &\leq \Delta \tilde{V}_i, \forall i = 1 \ldots N \\
\tilde{X}(\nu_1) &= \tilde{X}_1 \\
M(\nu_i)\tilde{X}(\nu_i) &= 0, \forall i = N - S \ldots N - 1 \\
\tilde{X}_{fail}^i(\nu) &\in \mathcal{X}_{\text{safe}}, \forall \nu \geq \nu_i \\
\tilde{X}_f - \tilde{X}_{tol} &\leq \tilde{X}(\nu_N) \leq \tilde{X}_f + \tilde{X}_{tol}
\end{aligned}
\]  

(55)

The fail trajectories \(\tilde{X}_{\text{fail}}\) are obtained through the open loop propagation of the spacecraft autonomous relative motion starting from the states on the rendezvous trajectory that must be rendered passively safe. The safe area \(\mathcal{X}_{\text{safe}}\) is considered to be an open polytope behind the chaser defined by:

\[
\tilde{x}_{\text{fail}}^i(\nu) \leq \tilde{x}_{\text{safe}}, \quad \forall \nu \geq \nu_i, \quad \forall i = N - S \ldots N - 1
\]

(56)

Following the same procedure as before, constraints (56) can be written as:

\[
\Gamma_i(w) \geq 0, \quad \forall w \in \mathbb{R}
\]

with:

\[
\Gamma_i(w) = T(w) x_{\text{safe}} - P_{xp}^i(w), \quad \forall i = N - S \ldots N - 1
\]

(57)

where \(P_{xp}^i(w)\) is the polynomial for the propagation of the autonomous periodic motion on the \(x\) axis starting from each state \(\tilde{X}(\nu_i)\). In addition, the state \(\tilde{X}(\nu_i)\) must verify the periodicity condition (23). The coefficients \(\gamma_i\) of the polynomials \(\Gamma_i(w)\) can be written directly as a linear function of the decision variables \(\Delta \tilde{V}_i\):

\[
\gamma_i = -C_x C_p(\nu_i) \left( A_i \Delta \tilde{V}_i^i + B_i \right) + x_{\text{safe}} t, \quad \forall i = N - S \ldots N - 1
\]

(58)

Using the LMI conditions (46), the semi-infinite optimization problem (55) can be transformed into
\[
\begin{align*}
\min_{\Delta \dot{V}, Z} \quad & \sum_{i=1}^{N} Z_i \\
\text{s.t.} \quad & -Z_i \leq \Delta \dot{V}_i \leq Z_i, \quad \forall i = 1 \ldots N \\
& Z_i \leq \Delta \dot{V}_i \\
& \tilde{X}(\nu_1) = \tilde{X}_1 \\
& M(\nu_i) \left( A_i \Delta \dot{V}_i + B_i \right) = 0, \quad \forall i = N \ldots N-1 \\
& \exists Y_i \geq 0 \text{ s.t.} -C_x C_p(\nu_i) \left( A_i \Delta \dot{V}_i + B_i \right) + x_{\text{safe}} t = \Lambda^*(Y_i) \\
& \tilde{X}_f - \tilde{X}_{\text{tol}} \leq A_N \Delta \dot{V}_N + B_N \leq \tilde{X}_f + \tilde{X}_{\text{tol}}
\end{align*}
\]

(59)

The data presented in table 3 corresponds to the rendezvous and docking mission with passive security constraints that is considered for illustration.

In order to identify a suitable value for the security horizon \( S \), the rendezvous mission without security constraints is solved first. The fail trajectories are propagated starting from every controlled state on the second half of the rendezvous plan. The resulting trajectories are presented in figure 4. The states which originate fail trajectories leading to a collision between the two satellites are then included in the safety horizon \( S \). Figure 4 suggests that a security horizon of \( S = 4 \) should remove the collision risk in case of system failure (please note that some fail trajectories overlap for the states where the optimized \( \Delta V \) equals zero).

Figure 5 presents the fail trajectories obtained when the passive security constraints are enforced in the control synthesis problem for a security horizon of \( S = 4 \). The fail trajectories are indeed periodic and evolve in the security area defined by \( x_{\text{safe}} \), removing the risk of collision in case of system error.
Fig. 4: The rendezvous trajectory without the security constraints (the dashed lines represent the fail trajectories starting from the points evidenced by the * symbol)

Table 4 shows the evolution of the mission fuel cost with respect to the choice of the security horizon $S$. As expected the fuel cost increases as the security horizon increases since more and more constraints are added to the problem.

<table>
<thead>
<tr>
<th>$S$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel cost [m/s]</td>
<td>0.0116</td>
<td>0.0121</td>
<td>0.0135</td>
<td>0.0146</td>
<td>0.0156</td>
<td>0.0163</td>
<td>0.0168</td>
<td>0.0174</td>
</tr>
</tbody>
</table>

The security constraints considered in this example were very simple in order to highlight the principle of the method without too much formal complexity. The presented method can easily accommodate different descriptions of the safe region, like for instance a visibility cone as in [7].

C. Orbital rendezvous under visibility constraints

The previous examples featured scenarios where the constraints are imposed on periodic relative trajectories. A rendezvous mission with visibility constraints is now considered in order to illustrate
Fig. 5: The rendezvous trajectory with security constraints (the dashed lines represent the fail trajectories starting from the points evidenced by the * symbol).

the use of the non negative polynomials in imposing continuous constraints on non periodic spacecraft relative trajectories. The chosen mission requires for the follower to remain inside the leader’s visibility cone for the entire duration of the rendezvous and docking maneuvers. The optimal control problem can be formulated as follows:

$$\min_{\Delta \tilde{V}} \sum_{i=1}^{N} \|\Delta \tilde{V}_i\|_1$$

s.t.

$$\|\Delta \tilde{V}_i\| \leq \Delta \tilde{V}, \ \forall \ i = 1...N$$

$$\tilde{X}(\nu_1) = \tilde{X}_1$$

$$(\tilde{x}(\nu), \tilde{y}(\nu), \tilde{z}(\nu)) \in \mathcal{X}_{vis}, \ \forall \nu \in [\nu_1, \nu_N]$$

$$\tilde{X}(\nu_N) = \tilde{X}_f$$
Using the previously developed method, continuous satisfaction of the visibility constraints can be guaranteed for each time segment between two thrust positions $\nu_i, \nu_{i+1}$:

$$\min_{\Delta \tilde{V}} \sum_{i=1}^{N} \| \Delta \tilde{V}_i \|_1$$

$$\begin{align*}
\| \Delta \tilde{V}_i \| &\leq \Delta \tilde{V}_i, \ \forall \ i = 1...N \\
(\tilde{x}(\nu), \tilde{y}(\nu), \tilde{z}(\nu)) &\in X_{\text{vis}}, \ \forall \nu \in [\nu_1, \nu_2] \\
(\tilde{x}(\nu), \tilde{y}(\nu), \tilde{z}(\nu)) &\in X_{\text{vis}}, \ \forall \nu \in [\nu_2, \nu_3] \\
&\vdots \\
(\tilde{x}(\nu), \tilde{y}(\nu), \tilde{z}(\nu)) &\in X_{\text{vis}}, \ \forall \nu \in [\nu_{N-1}, \nu_N] \\
\tilde{X}(\nu_N) &= \tilde{X}_f
\end{align*}$$

The set $X_{\text{vis}}$ is associated to the visibility cone of the leader’s camera. It is represented by an open polytope behind the leader satellite (figure 6), defined by the aperture angle $\beta$ and the offset distance $x_{\text{safe}}$ between the docking port of the leader satellite and its center of gravity.

![Visibility cone diagram](image)

Fig. 6: The leader spacecraft visibility cone

The visibility constraints can easily be written as a linear inequality like in (30) with the $V$ and
$K$ matrices defined by:

$$V = \begin{bmatrix}
1 & 0 & \rho \\
1 & 0 & -\rho \\
1 & \rho & 0 \\
1 & -\rho & 0 \\
1 & 0 & 0
\end{bmatrix}, \quad K = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
x_{\text{safe}}
\end{bmatrix}. \quad (62)$$

and $\rho = \tan\left(\frac{\pi}{2} - \beta\right)$.

Expanding the visibility cone constraints leads to polynomial non negativity constraints similar to (36). For the sake of completeness, the procedure for the first visibility constraint is fully detailed:

$$-\ddot{x}(\nu) - \rho \ddot{z}(\nu) \geq 0, \quad \forall \nu \in [\nu_i, \nu_{i+1}], \quad \forall i = 1 \ldots N-1 \quad (63)$$

Using the variable change (12) and the expressions (13) for the propagation of the relative motion starting from each controlled state $\dot{X}(\nu_i)$ on the rendezvous trajectory, the first visibility constraint can further be transformed in:

$$\Gamma_i^1(w) \geq 0, \quad \forall w \in [w_i, w_{i+1}], \quad \forall i = 1 \ldots N-1 \quad (64)$$

where:

$$\Gamma_i^1(w) = - \left[ P_{ix}^i(w) + 3 d_4^i P_{Jx}(w) J_{ix}^i(w) - \rho \left[ P_{iz}^i(w) + 2 d_4^i (P_{Jz}(w) J_{iz}^i) \right] \right] \geq 0, \quad \forall w \in [w_i, w_{i+1}], \quad \forall i = 1 \ldots N-1 \quad (65)$$

The term $J_{ix}^i(w)$ in (65) is replaced on each segment $[w_i, w_{i+1}]$ by its upper and its lower polynomial bounds, $\Theta_{iL}^w(w)$ and $\Theta_{iU}^w(w)$ respectively. This leads to the following polynomial non negativity constraints:

$$\Gamma_{1L}(w) = - \left[ P_{ix}^i(w) + \rho P_{iz}^i(w) \right] - d_4 \left[ 3 P_{Jx}(w) + 2 \rho P_{Jz} \right] \Theta_{iL}^w(w) \geq 0, \quad \forall w \in [w_i, w_{i+1}], \quad \forall i = 1 \ldots N-1$$

$$\Gamma_{1U}(w) = - \left[ P_{ix}^i(w) + \rho P_{iz}^i(w) \right] - d_4 \left[ 3 P_{Jx}(w) + 2 \rho P_{Jz} \right] \Theta_{iU}^w(w) \geq 0 \quad (66)$$

The degree of the polynomials $\Gamma_i^1(w)$ and $\Gamma_{iU}(w)$ is $r + 4$, where $r$ is the degree of the polynomial approximation for the drifting term $J_{ix}^i(w)$ on each interval. The vectors of coefficients for $\Gamma^i_1(w)$
and \( \Gamma^*_i(w) \), denoted by \( \gamma^*_i(w) \) and \( \gamma^*_u(w) \) respectively, depend linearly on the decision variables \( \Delta \hat{V}_i \) through the coefficients of the polynomials \( P^*_x(w) \) and \( P^*_z(w) \). We remind that the coefficients \( p^*_x \) and \( p^*_z \) of the polynomials \( P^*_x(w) \) and \( P^*_z(w) \) depend linearly on the relative state starting from which the satellites motion is propagated on the current time segment:

\[
p^*_x = C_x C(\nu_i) \left( A_i \Delta \hat{V}^i + B_i \right)
\]

\[
p^*_z = C_z C(\nu_i) \left( A_i \Delta \hat{V}^i + B_i \right)
\]

where \( A_i, B_i \) and \( \Delta \hat{V}^i \) are defined in (50). This dependence implies that a wise choice of the impulsive controls \( \Delta \hat{V}_i \) can guarantee the continuous satisfaction of the visibility constraints all along the rendezvous path. As seen in the previous section, constraints (66) are satisfied if and only if:

\[
\exists \left( Y^i_{iu} \geq 0, Y^i_{2u} \geq 0 \right) \text{ s.t. } \gamma^i_l = \Lambda^* (Y^i_{iu}, Y^i_{2u}), \forall i = 1 \ldots N-1
\]

\[
\exists \left( Y^i_{1u} \geq 0, Y^i_{2u} \geq 0 \right) \text{ s.t. } \gamma^i_u = \Lambda^* (Y^i_{1u}, Y^i_{2u})
\]

The constrained rendezvous problem (61) is finally written as the concatenation of the LMI conditions (67), for each visibility constraint and for each time segment \([w_t, w_{t+1}]\):

\[
\min_{\Delta \hat{V}, Z} \sum_{i=1}^{N} Z_i \quad \text{s.t.} \quad \begin{cases} 
-Z_i \leq \Delta \hat{V}_i \leq Z_i, & \forall i = 1 \ldots N \\
Z_i \leq \Delta \hat{V}_i
\end{cases}
\]

\[
\begin{cases}
\gamma^i_l = \Lambda^* (Y^i_{iu}, Y^i_{2u}), Y^i_{iu} \geq 0, Y^i_{2u} \geq 0, & \forall i = 1, \ldots, N-1, \forall j = 1, \ldots, 5 \\
\gamma^i_u = \Lambda^* (Y^i_{1u}, Y^i_{2u}), Y^i_{1u} \geq 0, Y^i_{2u} \geq 0 \\
X(\nu_N) = \hat{X}_f
\end{cases}
\]

where the superscript \( i \) identifies the time segment and the subscript \( j \) identifies the index of the visibility constraint in (62).

The rendezvous mission summarized in table 5 is used to illustrate this approach. The initial position for the rendezvous is \( \nu_1 = -\pi/2 \), chosen negative so that the maneuvers start before the current passage through the perigee. This choice is motivated by the fact that the values of \( w \) must be strictly increasing on each interval \([w_t, w_{t+1}]\) in order to obtain accurate polynomial
approximations of the drifting term \( J(w) \). The variable change (12) maps the interval of one orbital period \([-\pi, \pi]\) to \( \mathbb{R} \) and the duration for the rendezvous is chosen to be half of an orbital period in order to get an interval where the polynomial approximations are more precise. A tolerance of 0.001 m/s is allowed on the final speed and the visibility cone is defined by the parameters \( x_{\text{safe}} = -5 \) [m] and \( \beta = 20^\circ \).

Table 5: Simulation data for the rendezvous mission with visibility constraints

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( a ) [km]</th>
<th>( N )</th>
<th>( \nu_1 ) [rad]</th>
<th>( X_1 ) [m, m/s]</th>
<th>( \nu_N ) [rad]</th>
<th>( X_f ) [m, m/s]</th>
<th>( \Delta V ) [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.023776</td>
<td>7.011</td>
<td>5</td>
<td>(-\pi/2)</td>
<td>([-50; -10; 15; 0; 0; 0]^T)</td>
<td>(\pi/2)</td>
<td>([-6; 0; 0; 0; 0; 0]^T)</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The software Sollya [29] is used for obtaining the polynomial approximations for the term \( J(w) \) on each segment of the rendezvous plan. The degree of the approximations is fixed to \( r = 2 \). The maximal certified approximation error \( \varepsilon \) is about 0.25% (figures 7).

Fig. 7: Drifting term \( J(w) \) and its approximation on each time segment
The solution of the final semi-definite programming problem is obtained using Yalmip [27] and the SDPT3 [28] solver. A method based on constraints discretization is used for comparison [5]. The discretized problem amounts to a linear program (LP) whose solution is obtained using the linprog function from Matlab.

Fig. 8: Comparison between the $xz$ projections of the rendezvous trajectories

Figures 8 and 9 present the comparison between the trajectories obtained with each method, where 10 collocation points are used for constraints discretization. It can be seen that the trajectory obtained for the discretized problem sometimes goes outside from the visibility cone in between the points where the constraints are explicitly checked. Unlike our method, the constraints discretization based method cannot guarantee continuous satisfaction of the constraints even if the amount of constraints violation may be reduced by increasing the number of collocation points (table 6). The obtained solution, even if slightly less fuel expensive, is only optimal for the discrete problem.

It is worth noting that when the number of collocation points is increased, the $\Delta V$ cost issued by the LP problem tends towards the value given by the SDP problem. This suggests that the LP problem is a relaxation of the SDP problem (68) through discretization.

Both the LP and the SDP problems can be solved using interior point algorithms. The resolution
Fig. 9: Comparison between the $xy$ projections of the rendezvous trajectories

Table 6: Performance comparison between the two methods

<table>
<thead>
<tr>
<th></th>
<th>SDP</th>
<th>LP5</th>
<th>LP10</th>
<th>LP20</th>
<th>LP50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta V$ cost [m/s]</td>
<td>10.99</td>
<td>9.33</td>
<td>10.67</td>
<td>10.97</td>
<td>10.98</td>
</tr>
<tr>
<td>Time out of bounds [s]</td>
<td>0</td>
<td>1133</td>
<td>307</td>
<td>249</td>
<td>47</td>
</tr>
<tr>
<td>CPU time [s]</td>
<td>1.38</td>
<td>0.09</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

of the linear program for 10 collocation points takes on average 0.1 seconds, while the semi-definite program (68) is solved in about 1.5 seconds. The difference comes mainly from the increased number of variables in the SDP program, the price to pay for guaranteed continuous satisfaction of the constraints on the spacecraft relative path.

V. Conclusion

The article presents a method for designing spacecraft relative trajectories for proximity operations that respect *continuously in time* different types of linear constraints. The presence of continuous constraints leads to an infinite optimisation problem that is usually rendered finite through
constraints discretization. Even if effective, the discretization may lead to constraints violations in between the verification points. Using a rational parametrization of the linearised spacecraft relative motion, we are able to transform the infinitely many constraints on the trajectory into a finite number of polynomial non negativity constraints. This formulation provides \textit{a priori} guarantees on the obtained solution. The optimization problem is finally formulated as a semi-definite program that can be effectively solved using interior point methods.

The efficiency of the method is demonstrated using several spacecraft mission scenarios corresponding to different types of proximity operations.
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