
HAL Id: hal-01077557
https://hal.science/hal-01077557

Preprint submitted on 25 Oct 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

The MOOD method for the non-conservative
shallow-water system
Stéphane Clain, J Figueiredo

To cite this version:
Stéphane Clain, J Figueiredo. The MOOD method for the non-conservative shallow-water system.
2014. �hal-01077557�

https://hal.science/hal-01077557
https://hal.archives-ouvertes.fr


The MOOD method for the non-conservative

shallow-water system

S. Clain a, J. Figueiredo a

aCentre of Mathematics, Minho University, Campus de Gualtar - 4710-057 Braga,

Portugal

Abstract

We present an adaptation of the MOOD method, initially introduced in [1,2], for the
two-dimensional shallow-water system with varying bathymetry, where the major
novelty of the study is the non-conservative term discretization in the framework
of the MOOD strategy. We derive a robust sixth-order scheme and propose a large
panel of numerical tests to assess the accuracy of the method and show that nu-
merical solutions are free of oscillations in the vicinity of discontinuities. We also
demonstrate that the MOOD method guarantees the height positivity as long as
the first-order scheme does.

Key words: Finite volume; High-order; Non-conservative problem; Polynomial
reconstruction; Unstructured mesh; Shallow-water; MOOD; Positivity-preserving.
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1 Introduction

High-order finite volume approximations for non-conservative hyperbolic sys-
tems have attracted much attention in the past three decades. More specifi-
cally, the shallow-water system with varying bathymetry is quite studied due
to the large spectrum of applications such as environmental sciences or civil en-
gineering (river, ocean, tsunami, flooding, wastewater, [3–5]), even if the Saint-
Venant model is doubtful in some situations (see [6] for a rigorous derivation of
the shallow-water model from the Navier-Stokes equation). A lot of numerical
techniques have been proposed and tested in the shallow-water context such
as the Discontinuous Galerkin method (see [7,8] for example), but the finite
volume method is the usual framework to provide numerical approximations
due to the conservation built-in property for both the mass and the impulsion.

A first issue concerns the accuracy and the robustness of the method. It is
expected that the numerical scheme provides accurate approximations for
smooth solutions, while sharp discontinuities are correctly located with very
low numerical diffusion and few oscillations in the vicinity of shocks. Second-
order techniques based on linear reconstructions and limiting procedures have
been first developed and are still very popular due to their simplicity, efficiency,
versatility and low computational cost (see [9–11] for instance). Nevertheless,
numerous situations involving coarse meshes require third- or even higher-
order numerical procedures to reduce the undesirable diffusion and to provide
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nice steep shocks. The ENO/WENOmethod has received a lot of contributions
in the shallow-water context [12–14] and turns out to be the most common
way to achieve up to fifth-order approximations. A very high-order approxima-
tion also requires cute time discretization and the Total Variation Diminishing
Runge-Kutta schemes (TVD-RK algorithm [15]) is one of the most popular
techniques. The ADER method is a powerful alternative [16] and was recently
used in the shallow-water context [17]. Beginning 2011, a new very high-order
technique (up to sixth-order of accuracy), named the Multidimensional Opti-
mal Order Detection (MOOD), has been proposed in [1,2] for two-dimensional
geometries and has been extended in [18] for the three-dimensional case. Other
applications of the MOOD strategy are proposed in [19–22]. The method is
said a posteriori in contrast with the former a priori methods such as MUSCL
or WENO for the following reasons. In MUSCL [23] and WENO [24], the
polynomial reconstruction is altered/corrected in such a way that the recon-
structed values at cell interfaces plugged into the numerical flux at time tn

provide an approximation at time tn+1 which satisfies some stability proper-
ties (positivity-preserving, entropy, low oscillations). As a consequence, the
polynomials are modified before computing the updated numerical solution
thus justifying the mention a priori.
In the MOOD method, we do not perform any correction of the polynomial re-
construction and first compute the fluxes with polynomials of highest degrees.
We then determine a candidate solution after the time update which may,
of course, present oscillations in the vicinity of shocks and discontinuities. A
detecting procedure determines the cells which are problematic and we reduce
the polynomial degree only for these specific cells. We iterate the degree re-
duction for problematic cells until the solution is considered eligible. The term
a posteriori refers to the fact that we correct the polynomial reconstruction
after evaluating the updated candidate and that we perform the limitation
based on the updated approximation and not on the numerical solution at
time tn. Since the MOOD method has been experimented in the hyperbolic
conservative system context, a first issue we shall address in the article is to
demonstrate the capacity of the method to handle non-conservative problems
as well.

The second difficulty we face concerns the non-conservative term and one
has to propose adequate numerical schemes to correctly discretize the varying
bathymetry term. From a theoretical point of view, non-conservative prod-
uct has been defined by [25] using path integration in the space of the states
and some schemes have been designed with respect to the theoretical frame-
work [17,26–28]. Moreover, the non-conservative term is responsible for critical
situations such as the resonant state: the system is no longer strictly hyper-
bolic and the contact discontinuity associated to the bathymetry variation
may merge, for example, with a genuinely nonlinear steady shock. In 1994,
Bermdez and Vsquez proposed a fundamental guideline to design correct nu-
merical schemes introducing the C-property [29,30] that we can sum-up in the
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following way: the schemes have to preserve the lake at rest (or water at rest
solution). Such schemes introduce an upwinding in the non-conservative term
discretization [31] (or Q-scheme [32]) to compensate the numerical flux de-
riving from the conservative contribution, the so-called well-balanced scheme.
From that seminal paper, a large class of numerical schemes which satisfy
the C-property have been proposed and analysed during the past two decades
involving high-order WENO methods [12] or dry-wet situations [33,34] still
preserving the C-property. We would like to mention an alternative approach
using centred schemes with staggered grids (see [35–37]). Noticing that the lake
at rest condition consists in preserving a specific steady-state solution of the
shallow-water system, an extension of the C-property has been proposed where
the authors intend to preserve all the regular steady-state solutions (moving
water solution) up to a certain order [12,13,38] or exactly [14,27]. Preserving
all steady-state solutions increases the scheme accuracy for transient flows
close to steady-state configurations and better captures small perturbations
superposed to a moving water equilibrium [39].
In a similar way, another important issue concerns the determination of accu-
rate solutions for discontinuous topography where the challenge is to correctly
solve the Riemann problems. A rich set of configurations have been found
where the genuinely nonlinear simple wave merges with the 0-wave, or is split
into two waves associated to the same eigenvalue. We refer to [40–44] for the
determination of all the Riemann problem solutions with hydraulic jump and
the numerical treatment of the resonant configurations. Notice that the non-
uniqueness of the solution for that specific situation remains an open problem
up to the authors knowledge since there exist multiple solutions in such a
regime [43,45].
The last important issue we shall not tackle in the present study corresponds
to the dry-wet situations which are of crucial importance from a practical point
of view (dam-break, tsunami, coastal flooding). An important key has been
proposed in Audusse et al. [33] based on the hydrostatic reconstruction, while
a generalisation of the hydrostatic reconstruction has been proposed by Castro
Dı́as et al. in [27] in the context of the moving water solution preservation.

We propose a MOOD extension for the non-conservative shallow-water prob-
lem for two-dimensional geometries and unstructured meshes. The goal is to
prove that the MOOD method initially developed in the conservative Eu-
ler system context [1,2,18] is an efficient alternative to the WENO technique
and provides both sixth-order approximations and robust numerical solutions
without spurious oscillations. We use the classical Rusanov, HLL, and HLLC
numerical fluxes for the conservative contribution and we propose a discretiza-
tion of the non-conservative term which preserves the lake at rest by intro-
ducing a new key notion: the physical bathymetry representative. The scheme
we propose here is designed to exactly respect the C-property but no specific
care is taken for the other steady-state solutions. Nevertheless, as we shall
see in the numerical tests section, the MOOD method enables to preserve the
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regular steady-state up to an effective sixth-order as in [12,13,38].

The paper is organised as follows. In the second section we present the key
ingredients to design a very high-order scheme where we introduce the notion
of physical bathymetry representative and the conservative polynomial recon-
struction for two-dimensional unstructured meshes. Section 3 is dedicated to a
presentation of the MOOD method where the essential notions such as the A-
eligible set and the detection criteria are detailed. The fourth section presents
a large panel of numerical experiences to assess the scheme capacity to provide
accurate and robust numerical approximations of the solutions.

2 Finite volume scheme

The shallow-water system equipped with the non-conservative term deriving
from the varying bathymetry writes

∂th+∇.(hU) = 0,

∂t(hU) +∇.(hU ⊗ U +
1

2
gh2I2) = −gh∇b,

where h is the water height, U = (u, v)T the velocity, U ⊗ U the tensorial
product, Q = hU the mass flow, I2 the R

2 identity matrix, b the bathymetry
with respect to a reference level and g the gravitational acceleration. Following
[46,47] (see also [48]), we adopt the surface method gradient formulation using
the total height (or free surface) H = h + b as a conservative variable and
we introduce the augmented system adding the bathymetry function b as an
unknown function. Setting V = (H, hu, hv, b)T and x = (x, y)T , the model
writes in a compact form ∂tV + ∂xF (V ) + ∂yG(V ) = S(V ), with

F =




hu

hu2 + g
2
H(H − 2b)

huv

0




, G =




hv

huv

hv2 + g
2
H(H − 2b)

0




, S = −




0

gH∂xb

gH∂yb

0




.

For a given direction characterized by the unit vector n, we denote by Fr =
U.n/

√
gh the associated Froude number. The system is strictly hyperbolic

when Fr 6= ±1, with two genuinely nonlinear waves and two contact disconti-
nuities, one associated to the tangential velocity U.τ , with τ orthogonal to n,
and one associated to the null eigenvalue deriving from the bathymetry equa-
tion. We recall that Fr = ±1 corresponds to situations where two eigenvalues
are superposed. In that case, strict hyperbolicity does not hold any longer
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leading to resonance situations where two simple waves merge. The bound-
ary of the domain ∂Ω = ΓD ∪ ΓN is composed of two non-overlapping parts
where we shall prescribe Dirichlet conditions (ΓD) and reflection/transmission
conditions (ΓN).

2.1 Discretization

We propose a new finite volume scheme to achieve very high-order approxi-
mations (up to sixth-order of convergence) based, on the one hand, on local
polynomial reconstructions to provide the accuracy and, on the other hand, the
MOOD methodology to guarantee the stability and avoid non-physical oscilla-
tions close to discontinuities. We introduce the following notations illustrated
in Figure 1 to design the numerical scheme. The computational domain Ω is
assumed to be a polygonal bounded set of R2 divided into polygonal cells ci
with mi the cell centroid, i ∈ Eel the cell index set. For a given cell ci, we
denote by eij the edges of ci such that

• j ∈ Eel if there exists an adjacent cell cj with eij = ci ∩ cj;
• j = D if eiD = ci ∩ ΓD;
• j = N if eiN = ci ∩ ΓN .

To avoid a specific treatment of the boundary edges we introduce Ẽel =
Eel ∪ {D,N}, the cell index set augmented with index D for the Dirichlet
condition and N for the reflection/transmission condition. We then define the
set νi of all the indexes j ∈ Ẽel such that eij is an edge of ci.
For each edge eij, i ∈ Eel, j ∈ νi, nij stands for the unit normal vector go-
ing from ci to cj and τij is the unit tangent vector such that nij, τij is a
counterclockwise oriented basis. We denote by mij the edge midpoint, while(
ξr, qij,r

)
, r = 1, ..., R stands for the quadrature rule for the numerical integra-

tion on eij, where ξr is the weight associated to the rth quadrature point qij,r.
If index j = D (resp. j = N), niD and τiD represent the outward unit normal
vector and unit tangent vector while miD and qiD,r are the edge midpoint and
Gauss points.

Fig. 1. Mesh and notations (left). Definition of index set νi (right).
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The generic high-order finite volume scheme associated to the shallow-water
system writes

V n+1
i = V n

i −∆t
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξr(Fn
ij,r + εnij,r) + ∆tSn

i , (1)

where V n
i is an approximation of the mean value of V at time tn on cell ci, ∆t

stands for the time step, |eij| and |ci| are, respectively, the length of edge eij
and the area of cell ci. Vector Fij,r represents a numerical approximation of
the conservative flux at Gauss point qij,r and Sn

i stands for an approximation
of the geometrical source term over the cell ci. At last, the term εnij,r concerns
the non-conservative contribution due to the bathymetry discontinuity across
the edge eij.
To achieve high-order approximations, polynomial reconstructions are involved
to produce local representations of the approximation (see [1,2,18] for the con-
servative case and [49] for the extension to the diffusive flux case). We recall
here the fundamental lines of the reconstruction for the sake of consistency
and to introduce the notations.
For a given cell ci and a polynomial degree d, we associate the stencil S(ci, d)
constituted of cells we pick-up around the reference cell ci. For any variable
φ = H, hu, hv, b, we shall denote by φi(x; d) a local polynomial function of
degree d associated to cell ci with the following structure

φi(x; d) = φi +
∑

1≤|α|≤d

Rα
i


(x−mi)

α −Mα
i


,

with φi an approximation of the φ mean value on cell ci, α = (α1, α2) the
multi-index, |α| = α1 + α2 (see [18] for a detailed description) and

Mα
i =

1

|ci|
∫

ci
(x−mi)

α dx,

such that the following conservativity property holds

1

|ci|
∫

ci
φi(x; d) dx = φi.

To compute the reconstruction coefficients, we introduce the quadratic func-
tional

Ei(Ri) =
∑

ℓ∈S(ci,d)

(
1

|cℓ|
∫

cℓ

φi(x; d) dx− φℓ

)2

,

where φℓ are approximated mean values on cells cℓ of the stencil and Ri =
(Rα

i )1≤|α|≤d is the vector which gathers all the components. We seek for vec-

tor Ri which minimises the functional and denote by φ̂i(x; d) the associated
polynomial. In [49], a detailed presentation of the method is given to provide
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the solution Ri. Applying the reconstruction process to the conservative vari-
ables, namely φ = H, hu, hv, b, provides a vectorial polynomial reconstruction
V̂i(x; d) for each cell ci.

Let eij be a side of ci and set Vij,r = V̂i(qij,r; d) (we skip the time index for the
sake of simplicity). To define Vji,r, three situations have to be considered:

• if eij = ci ∩ cj with j ∈ Eel then we set Vji,r = V̂j(qij,r; d);
• if the edge is on ΓD then we set VDi,r = VD(qiD,r) where VD is given on the
boundary;

• if the edge is on ΓN then we define VNi,r on point qiD,r with HNi,r = HiN,r,
bNi,r = biN,r, UNi,r = UiN,r − 2(UiN,r · niN)niN to provide the reflection
condition. When dealing with transmission conditions for a given variable
φ we just set φNi,r = φiN,r.

Then the numerical conservative flux across edge eij following direction nij

will take the form

Fij,r = F(Vij,r, Vji,r;nij),

which depends only on the values on both sides of the Gauss point qij,r and
on nij, while the source term takes the generic form

Si = S(Ĥi, b̂i).

Explicit expressions for Si and εnij,r will be provided in the next section.
Vector V n = (V n

i )i∈Eel gathers the mean value approximations at time tn and
we introduce the vectorial operator H(V n) such that relation (1) rewrites as
the forward Euler time discretization

V n+1 = V n +∆tH(V n). (2)

From the original first-order discretization in time given by relation (2) we
derive high-order approximation in time. For instance, we shall use the so–
called Runge–Kutta TVD-RK3 method [1,2]:

V n+1 =
V n + 2V (3)

3
with





V (1) = V n +∆t H(V n) ,

V (2) = V (1)+∆t H(V (1)) ,

V (3) = V ♭(2)+∆t H(V ♭(2)) ,

where V ♭(2) is the convex combination (3V n + V (2))/4.
This time discretization introduces a 3rd-order error which makes the whole
scheme to be formally 3rd-order accurate. However, setting ∆t = ∆xr/3, where
r is the spatial order of accuracy and ∆x is a characteristic length, provides
the same order for both the spatial and the time errors.
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2.2 Physical bathymetry representative

Numerical schemes for non-conservative problems are usually decomposed into
two parts: a numerical flux to handle the conservative contribution associated
to F and G and a discretization of the non-conservative term, which deeply
depends on the choice of the conservative numerical flux, to achieve the well-
balanced property. To provide an approximation of the source term, a natural
choice would be

S(Ĥn
i , b̂i) = −




0
1

|ci|
∫

ci
gĤn

i (x)∇b̂i(x) dx

0




(3)

to mimic the physical non-conservative gH∇b term substituting the local poly-
nomial representation gĤi∇b̂i on each cell ci. Unfortunately, expression (3) is
not satisfactory since steady-state situations such as the lake at rest are not
preserved (the C-property). To overcome this problem, we shall introduce a
corrective term εnij,t in the expression of the non-conservative part.

We first recall the classical properties that a numerical conservative flux has
to fulfil, namely the consistency and the conservativity,

F(V, V ;n) = F (V )nx +G(V )ny, F(V,W ;n) = F(W,V ;−n).

To link the numerical flux for the conservative contribution with the non-
conservative term discretization, we shall introduce in the sequel a new bathymetry
function b⋆ = b⋆(VL, VR), continuous with respect to the physical states, and
we require that the numerical flux equipped with b⋆ fulfils a new property.

Definition 2.1 (physical bathymetry representative)

• The bathymetry function b⋆ = b⋆(VL, VR) is convex if for any left and right
states VL, VR, there exists θ = θ(VL, VR) ∈ [0, 1] such that b⋆ = (1− θ)bL +
θbR.

• Let us denote by VL = (H̄, 0, 0, bL)
T and VR = (H̄, 0, 0, bR)

T the left and right
states corresponding to the lake at rest with H̄ > max(bL, bR). We say that b⋆

is a physical bathymetry representative for F if the state V ⋆ = (H̄, 0, 0, b⋆)T

satisfies

F(VL, VR;n) = F (V ⋆)nx +G(V ⋆)ny. (4)

Based on this definition, we introduce the corrective term for the non-conservative
discretization and show that the scheme (1) satisfies the C-property.
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Theorem 2.2 Let V n
ij,r and V n

ji,r be the left and right approximations at the
Gauss point qij,r with respect to the nij orientation at time tn. We define the
non-conservative flux as

εnij,r = −gHn
ij,r




0

(b⋆ij,r − bij,r)nij

0



. (5)

Assume that b⋆ is a physical bathymetry representative for F, i.e. for H̄ greater
than bij,r, bji,r, and Vij,r = (H̄, 0, 0, bij,r)

T , Vji,r = (H̄, 0, 0, bji,r)
T , b⋆ij,r = b⋆(Vij,r, Vji,r),

we have

F(Vij,r, Vji,r;n) = F
(
(H̄, 0, 0, b⋆ij,r)

T
)
nx +G

(
(H̄, 0, 0, b⋆ij,r)

T
)
ny.

Then, the scheme

V n+1
i = V n

i −∆t
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξr

[
F(V n

ij,r, V
n
ji,r;nij) + εnij,r

]
+∆tSn

i (6)

with S
n
i given by (3), satisfies the C-property.

Proof. Assume that at time tn we have a lake at rest, i.e. Hn
i = H̄, Qn

i =
(0, 0)T for all i ∈ Eel. For the sake of consistency the polynomial reconstruction
provides a constant function and we haveHn

ij,r = Hn
ji,r = H̄ and Qn

ij,r = Qn
ji,r =

(0, 0)T . From relation (4) we deduce the flux expression

∑

j∈νi

|eij|
|ci|

R∑

r=1

ξr

[
F(V n

ij,r, V
n
ji,r, nij) + εnij,r

]
=

∑

j∈νi

|eij|
|ci|

R∑

r=1

ξr
g

2




0[
H̄(H̄ − 2b⋆ij,r)− H̄(2b⋆ij,r − 2bij,r)

]
nij

0




=

gH̄
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξr




0

bij,rnij

0



, (7)

where we have used the properties:
∑

j∈νi

|eij|nij = 0 and
R∑

r=1

ξr = 1.

On the other hand, taking advantage that the numerical integration is exact
for polynomial functions of degree d we have
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S
n
i =−gH̄

1

|ci|
∫

ci




0

∇b̂i(x) dx

0




=−gH̄
∑

j∈νi

1

|ci|
∫

eij




0

b̂i(x)nijds

0




=−gH̄
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξr




0

bij,rnij

0



. (8)

To conclude, we observe that expressions (7) and (8) exactly compensate the
flux contribution so that equation (6) yields V n+1

i = V n
i . Hence the C-property

is satisfied. ✷

Theorem 2.3 Let

εni =
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξrε
n
ij,r (9)

be the non-conservative contribution. Assume that the hypotheses of theorem
2.2 are satisfied. If the bathymetry b⋆ is convex and function b ∈ Cd+1(Ω) then

|εni | ≤ gHn
max

|∂ci|
|ci|

CMηd+1 (10)

with Hn
max = max

i∈Eel, j∈νi, r=1,··· ,R
|Hn

ij,r|, η = max
i∈Eel

Ø(ci) the maximum diameter of

the cells, M = max
x∈Ω

‖∇d+1b(x)‖ and C a positive constant independent of the

mesh, b and H.

Proof. Since b⋆ is convex, then there exists θij,r ∈ [0, 1] such that b⋆ij,r =
(1 − θij,r)bij,r + θij,rbji,r. Hence b⋆ij,r − bij,r = θij,r(bji,r − bij,r). From relations
(5) and (9) we have
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εni =−
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξrgH
n
ij,rθij,r(bji,r − bij,r)




0

nij

0




=−g
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξrH
n
ij,rθij,r(b̂j(qij,r)− b̂i(qij,r))




0

nij

0




=−g
∑

j∈νi

|eij|
|ci|

R∑

r=1

ξrH
n
ij,rθij,r

(
[b̂j(qij,r)− b(qij,r)] + [b(qij,r)− b̂i(qij,r)]

)




0

nij

0



.

Since the reconstruction b̂i is exact for polynomial functions belonging to P
d,

we deduce that if b ∈ Cd+1(Ω) there exists a positive constant C ′ such that

|b̂j(qij,r)− b(qij,r)| ≤C ′M |mj − qij,r|d+1 ≤ C ′Mηd+1,

|b̂i(qij,r)− b(qij,r)| ≤C ′M |mi − qij,r|d+1 ≤ C ′Mηd+1,

and we obtain the estimate

|εni | ≤ gHn
max

∑

j∈νi

|eij|
|ci|

R∑

r=1

ξrθij,r2C
′Mηd+1 ≤ |∂ci|

|ci|
gHn

maxCMηd+1,

where the positive constant C is independent of H, b and η. ✷

Remark 2.4 Let us assume some regularity of the mesh, namely that there
exists a constant c > 0 such that |∂ci|

|ci|
< c

η
. We deduce from (10) the new

estimate
|εni | ≤ CMgHn

maxη
d.

This last estimate shows that the correction term is a very small perturbation
when dealing with smooth approximations. In concrete simulations, we have an
error of order O(ηd+1), which suggests that a better estimate might be obtained.

2.3 Conservative flux and the physical bathymetry representative

We now turn to the numerical flux for the conservative term to determine
the bathymetry b⋆ for different popular fluxes (see the textbook [50]). To deal
with, let (n, τ) be the direct orthogonal basis associated to a generic edge e.
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Matrix

T =




1 0 0 0

0 nx ny 0

0 τx τy 0

0 0 0 1




corresponds to the transformation from the canonical basis to the new basis.
Setting Un = U.n, Uτ = U.τ for the normal and the tangential velocity and
U ′ = (Un, Uτ )

T (resp. with Qn, Qτ and Q′), the physical flux writes

F (V )nx +G(V )ny = T−1F (TV ).

Hence, we shall only provide a flux approximation F(V ′
L, V

′
R) (with only two

entries) of F such that

F(VL, VR;n) = T−1
F(V ′

L, V
′
R),

where V ′
L = TVL = (HL, Qn,L, Qτ,L, bL)

T and V ′
R = TVR = (HR, Qn,R, Qτ,R, bR)

T .

2.3.1 The Rusanov flux

The Rusanov flux for the shallow-water problem writes

FRus(V
′
L, V

′
R) =

F (V ′
L) + F (V ′

R)

2
− λ

2




HR −HL

Q′
R −Q′

L

0



,

where the viscosity contribution is controlled by coefficient λ = max(
√
ghL +

|Un,L|,
√
ghR + |Un,R|).

Let VL = (H̄, 0, 0, bL)
T and VR = (H̄, 0, 0, bR)

T be two states with null velocity
such that H̄ > max(bL, bR). Computing the numerical flux for these specific
states leads to

FRus(VL, VR)=
g

4

(
(0, H̄(H̄ − 2bL), 0, 0)

T + (0, H̄(H̄ − 2bR), 0, 0)
T
)

=
g

2
(0, H̄(H̄ − bL − bR), 0, 0)

T

=F
((

H̄, 0, 0,
bL + bR

2

)T)
,

Setting now b⋆(VL, VR) =
1
2
(bL+bR), we deduce that b

⋆ is a physical bathymetry
representative for the Rusanov flux. Now, extending the definition of b⋆ for any
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left and right admissible states, function b⋆ is clearly continuous and convex
with θ = 1

2
.

2.3.2 The Harten, Lax, van Leer (HLL) flux

The HLL flux is based on an approximation of the solution by three states
split by two characteristic eigenvalues aL and aR with aL < aR [51]. There
exist several expressions (see [50] for instance) to set the values aL, aR, and
we have adopted in the numerical experiences the simple formula

aL = min(Un,L−
√
ghL, Un,R−

√
ghR), aR = max(Un,L+

√
ghL, Un,R+

√
ghR).

The numerical flux and function b⋆ are written following three possible situa-
tions:

• if aL ≥ 0, FHLL(V
′
L, V

′
R) = F (V ′

L), b
⋆ = bL;

• if aR ≤ 0, FHLL(V
′
L, V

′
R) = F (V ′

R), b
⋆ = bR;

• otherwise,

FHLL(V
′
L, V

′
R) =

aRF (V ′
L)− aLF (V ′

R)

aR − aL
+

aRaL
aR − aL




HR −HL

Qn,R −Qn,L

Qτ,R −Qτ,L

0




(11)

and b⋆ =
aRbL − aLbR
aR − aL

.

From the definition, one checks that the bathymetry b⋆(VL, VR) is convex.
Now let us consider the states V ′

L = (H̄, 0, 0, bL)
T and V ′

R = (H̄, 0, 0, bR)
T with

H̄ > max(bL, bR). Since the velocity is null, the flux is given by relation (11)
with aL < 0, aR > 0 and we have

FHLL(V
′
L, V

′
R) =

g

2

(
0, H̄

(
H̄ − 2

aRbL − aLbR
aR − aL

)
, 0, 0

)T

= F
((

H̄, 0, 0,
aRbL − aLbR
aR − aL

)T)
.

We conclude that b⋆ enjoys the physical bathymetry representative property
for the HLL flux.

2.3.3 The HLLC flux

We consider a modified version of the classic HLLC solver [52], initially pre-
sented in [53], which derives from the simple HLL flux adding one more contact
wave to take into account of the tangential velocity. For such, an additional
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simple intermediate wave, with velocity a∗ ∈ [aL, aR] in the approximated Rie-
mann problem solution, is considered and the numerical flux vector takes the
following expression:

FHLLC(V
′
L, V

′
R) =





F (V ′
L) if aL ≥ 0,

F ∗
L if aL < 0 ≤ a∗,

F ∗
R if a∗ < 0 < aR,

F (V ′
R) if 0 ≥ aR,

where F ∗
L and F ∗

R are the numerical fluxes in the left and right parts of the
middle region of the Riemann solution. Introducing the notation

FHLL = ((FHLL)
1, (FHLL)

2, (FHLL)
3, 0)T ,

then the HLLC expression writes

F ∗
k = ((FHLL)

1, (FHLL)
2, Uτ,k(FHLL)

1, 0)T , k = R,L,

where the third component (FHLL)
3 of the initial HLL flux is substituted with

Uτ,k(FHLL)
1. Notice that the bathymetry b⋆ is the one corresponding to the

HLL solver given in the previous paragraph.

To provide an explicit expression for the flux, one has to first define the ap-
proximated eigenvalues aL and aR taking

aL = min(Un,R −
√
ghR, u

∗ −
√
gh∗), aR = max(Un,L +

√
ghL, u

∗ +
√
gh∗),

where

u∗ =
Un,L + Un,R

2
+
√
ghL −

√
ghR,

h∗ =
1

g

[
Un,L − Un,R

4
+

√
ghL +

√
ghR

2

]2
,

while the middle wave speed a∗ derives from [53], namely

a∗ =
aLhR(Un,R − aR)− aRhL(Un,L − aL)

hR(Un,R − aR)− hL(Un,L − aL)
.

The function b⋆ is the same as the one defined for the HLL flux. However,
since the definition of aL and aR is different from the HLL case, we have to
check the b⋆ properties, namely, continuity, convexity and physical bathymetry
representative. Let VL and VR be two admissible states. If aL ≥ 0 (resp. 0 ≥ aR)
we have b⋆ = bL (resp. b⋆ = bR), hence the convexity property holds. For the
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two other cases, we have aL < 0 < aR and therefore b⋆ =
aRbL − aLbR
aR − aL

is

also a convex combination. Moreover, function b⋆(VL, VR) is continuous since
h∗ and u∗ are continuous with respect to the admissible states. Now let us
consider the lake at rest states V ′

L = (H̄, 0, 0, bL)
T and V ′

R = (H̄, 0, 0, bR)
T

with H̄ > max(bL, bR). Since the velocity is null, we have

aL = min(−
√
ghR, u

∗ −
√
gh∗) < 0, aR = max(

√
ghL, u

∗ +
√
gh∗) > 0,

and from the previous section we deduce

FHLLC(V
′
L, V

′
R)= ((FHLL)

1, (FHLL)
2, 0, 0)T

=F ∗
L = F ∗

R

=FHLL(V
′
L, V

′
R) = F

((
H̄, 0, 0,

aRbL − aLbR
aR − aL

)T)
.

We conclude that b⋆ is a physical bathymetry representative for the HLLC
flux and also that continuity with respect to the admissible states holds.

3 The MOOD method

High-order approximations generate spurious oscillations leading to non-physical
solutions when dealing with rough functions. To overcome this problem, sev-
eral strategies have been developed, such as the MUSCLmethod or the ENO/WENO
technique, where the accuracy is locally reduced in the vicinity of discontinu-
ities to provide robustness. The MOOD method differs from other high-order
methods since the limitation strategy is performed a posteriori, i.e. after the
solution update procedure. The main idea of the MOOD method is to deter-
mine, for each cell, the optimal degree that one can employ in the polynomial
reconstruction that provides both the best accuracy and satisfies some sta-
bility conditions. In the following, we summarise the main ingredients of the
method and refer to [2,18,20,21] for others details. The point is to compute
an admissible and accurate solution V n+1 from V n in a sense we shall present
is the sequel.
To this end, we introduce the Cell Polynomial Degree di (in short CellPD) as
the degree of the polynomial function associated to cell ci, while dij stands
for the Edge Polynomial Degree (in short EdgePD) associated to edge eij.
We deduce the EdgePD map from the CellPD map using the simple rule
dij = min(di, dj) and compute the approximations φij,r, φji,r, r = 1, . . . , R
at point qij,r on both sides of the edge using the polynomial reconstructions

φ̂i and φ̂j of degree dij. The main problem is the determination of the CellPD

map such that the solution V n+1 is admissible.
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Remark 3.1 Notice that we need several polynomial reconstructions (one per
degree) on cell ci since dij may be different from one edge to another.

Two independent mechanisms are involved in the MOOD method: the detec-
tion procedure and the limitation procedure. The detection stage is based on
the notion of A-eligible set, where we check each cell to determine whether
the numerical solution is admissible or not. The limitation procedure mainly
consists in reducing the polynomial degree where it is necessary to avoid the
appearance of numerical instabilities.

3.1 A-eligible set

The detection procedure is the core of the method. We establish criteria to
determine whether the approximation of the mean values on cells correspond
to an admissible solution or not. We here rephrase the abstract framework
proposed in [2,18] and denote by A the set of detection criteria (for example
the positivity of the water height in the shallow-water context) that the nu-
merical approximation has to respect on each cell. We say that a candidate
solution is A-eligible if it fulfils all the criteria of A.
If the candidate solution is not A-eligible on cell ci, then we reduce the polyno-
mial degree of the respective cell. However, the solution may not be A-eligible
regardless of the set A even if the polynomial degree is zero for the cell. Con-
sequently, we shall consider the numerical solution acceptable on the cell if
either it is A-eligible or is a first-order approximation (i.e. the CellPD has
been decremented to zero). Several techniques have been developed in [2,18]
to reduce the computational cost and avoid re-evaluation of all the fluxes on
the whole domain. On the other hand, we extend the MOOD algorithm ini-
tially designed for a one-time step Euler scheme to the TVD-RK3 scheme by
applying the MOOD procedure to each substep of the TVD-RK3 procedure.
Therefore, for sake of simplicity, in the following we shall present the MOOD
procedure for just one Euler step, bearing in mind that the TVD-RK3 scheme
is a succession of Euler steps.

3.2 Detection criteria

We define specific detection criteria for the shallow-water problem which
mainly derive from the ones used for the Euler system. For that purpose it
is useful to consider, for each cell ci, a mesh parameter δi that depends only
on the cell dimensions and on the geometry of the domain. More specifically,
we define δi as the ratio between the maximal length of the interfaces of cell
ci and a characteristic length of the domain (in general, its maximal length
along the x and the y direction). This parameter will be used in most of the
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detectors described below for relaxation purposes following closely the algo-
rithm proposed by [18], which was successfully tested for the Euler system
and convection equation.

3.2.1 PAD

A first important criterion we shall require is the physical admissibility of the
solution for ensuring the physical meaningfulness of the primitive variables. We
introduce the Physically Admissible Detector (PAD in short) which considers
that the candidate solution on a cell ci is not valid if h⋆

i = H⋆
i − bi is negative.

We underline the important property that a high-order scheme (whichever
the degree of the polynomial reconstruction) equipped with the PAD and a
first-order scheme preserving the water height positivity under an appropriate
CFL condition is automatically positivity-preserving. This property straight-
forwardly follows from the a posteriori nature of the MOOD method and has
been proved in [2] in the Euler context, but clearly holds for the shallow-water
system as well.

3.2.2 DMP

The PAD allows the numerical solution computation but does not prevent
spurious oscillations to appear in the vicinity of discontinuities. Thus, other
criteria will be added to the A-eligible set for that purpose, and in particu-
lar to control the local numerical smoothness of the numerical solution. We
adapt the Discrete Maximum Principle (DMP) and the u2 criteria initially
proposed for the Euler system by using the total water height H instead of
the density as detection variable. Indeed, high-order approximations close to
a discontinuity develop oscillations (Gibbs phenomenon), in particular local
extrema will appear. We introduce the Discrete Maximum Principle Detector
which considers that the candidate solution V ⋆

i on a cell ci may be problematic
if the property

min
(
Hn

i ;H
n
j∈ν(i)

)
≤ H⋆

i ≤ max
(
Hn

i ;H
n
j∈ν(i)

)

is not satisfied, where the index set ν(i) corresponds to the cells which share a
common edge or a common vertex with ci (the first layer of cells around ci). In
concrete simulations, the above condition is relaxed to reduce overdetection
of problematic cells due to floating round procedure, in particular for local
constant functions. In practice, we implement the following DMP criterion

min
(
Hn

i ;H
n
j∈ν(i)

)
− εD ≤ H⋆

i ≤ max
(
Hn

i ;H
n
j∈ν(i)

)
+ εD,
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where εD is a positive constant usually set to 10−14. Additionally, the DMP
criterion is not checked for cell ci if

max
(
Hn

i ;H
n
j∈ν(i)

)
−min

(
Hn

i ;H
n
j∈ν(i)

)
≤ εF .

In the numerical simulations we take εF = δ3i . This criterion intends to identify
flat areas where extrema detection does not make sense.

3.2.3 ED

The Extrema Detector (ED) is a reformulation of the DMP criterion where we
only employ the candidate solution. We consider that the candidate solution
V ⋆
i on a cell ci may be problematic if the property

min
(
H⋆

j∈ν(i)

)
≤ H⋆

i ≤ max
(
H⋆

j∈ν(i)

)

is not satisfied. This property detects if cell ci corresponds to a local extremum,
hence a potential oscillation. As in the DMP case, the concrete implementation
involves a relaxation procedure to avoid the overdetection problem, the relaxed
version being

min
(
H⋆

j∈ν(i)

)
− εE ≤ H⋆

i ≤ max
(
H⋆

j∈ν(i)

)
+ εE,

where we take εE = δ3i in our applications.

3.2.4 u2

The DMP/ED criterion successfully eliminates the non-physical oscillations
but, unfortunately, it can also depreciate the accuracy since smooth extrema
are misinterpreted as discontinuities. The purpose of the u2 criterion is, when
the DMP or ED criterion is activated, to separate the discontinuous situations
from the regular extrema.
For a given cell ci, we consider the quadratic polynomial reconstruction V̂ n

i (x, 2)
and V̂ n

j (x, 2), j ∈ ν(i). Noticing that the second derivatives are constant, we
define for a given function φ,

Xmin
i (φ) = min

j∈ν(i)

(
∂xxφ̂

n
i , ∂xxφ̂

n
j

)
, Xmax

i (φ) = max
j∈ν(i)

(
∂xxφ̂

n
i , ∂xxφ̂

n
j

)
,

Ymin
i (φ) = min

j∈ν(i)

(
∂yyφ̂

n
i , ∂yyφ̂

n
j

)
, Ymax

i (φ) = max
j∈ν(i)

(
∂yyφ̂

n
i , ∂yyφ̂

n
j

)
.

From the curvatures we introduce three criteria where we skip the function
dependency for the sake of simplicity.
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3.2.4.1 Oscillation criterion We consider that the numerical solution
around cell ci is not oscillating if

Xmin
i Xmax

i ≥ 0 and Ymin
i Ymax

i ≥ 0.

The main motivation of the definition is that an oscillation is characterised
by a change of the curvature sign in the vicinity of a discontinuity. Hence, the
criterion detects the transition of the numerical curvature sign. In practice,
we use a relaxed counterpart to avoid overdetection of problematic cells and
we concretely implement the condition

Xmin
i Xmax

i ≥ −εO and Ymin
i Ymax

i ≥ −εO, (12)

where εO is a positive value that is set equal to δi in the simulations.

3.2.4.2 Plateau criterion The numerical solution is a plateau solution
on cell ci if

max(|Xmin
i |, |Xmax

i |, |Ymin
i |, |Ymax

i |) ≤ εP , (13)

where εP is the plateau threshold parameter that we take equal to δi. Indeed,
for a smooth constant solution (local plateau solution) small numerical arte-
facts due to the floating point truncation arise, leading to very small errors
which are misinterpreted as oscillation by criterion (12).

3.2.4.3 Smooth curvature The numerical solution is smooth on cell ci
if

min(|Xmin
i |,Xmax

i |)
max(|Xmin

i |, |Xmax
i |) ≥ 1− εS, and

min(|Ymin
i |,Ymax

i |)
max(|Ymin

i |, |Ymax
i |) ≥ 1− εS, (14)

where εS is the smoothness parameter (in practice we set εS = 1
2
).

The u2 criterion is a combination of the three previous criteria when the
DMP or ED criterion is activated, which indicates the existence of a potential
oscillation. We state that

• the cell is not eligible if (12) and (13) do not hold;
• the cell is not eligible if (14) does not hold.

Several choices for the u2 detection variable are available. In [2,18], the density
has been chosen since it is the most representative for shocks and contact
discontinuities. For that reason, the free surface variable H is employed as the
detection variable to determine the CellPD map for the approximations. In
[19], the authors introduce an entropy function as the detection variable and
define a specific A-eligible set with respect to the entropy.
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3.2.5 u2 ν

In order to improve the accuracy, we propose a relaxation of the smoothness
detector u2 still maintaining the robustness of the scheme. The main idea is
driven by the fact that both the DMP/ED and the u2 detectors involve a set
of constrains that uses, for a given cell ci, the stencil formed by the whole
layer around ci, i.e. the cells that share at least one vertex with cell ci and is
characterised by the index set ν(i). To relax the constraint, we consider the
stencil formed by the cells only sharing an edge with cell ci, characterised by
the index set νi. We substitute the index set ν(i) in the original u2 detector
with the less restrictive set νi, hence the name u2 ν .

3.3 The MOOD loop

We sum-up the MOOD algorithm for the explicit discretization in time which
consists in the following stages:

0. Initialise di = dmax, ∀i ∈ Eel.
1. Compute EdgePD dij and evaluate Vij,r, Vji,r at each Gauss point using

the polynomial reconstructions of degree dij.
2. Compute candidate solution mean values.
3. Apply the detection process and reduce the CellPD for the cells which are

not acceptable.
4. Stop if the solution is acceptable everywhere, otherwise go to back to

stage 1.

The loop goes on until an admissible candidate solution is reached and we set
V n+1 = V ⋆. We refer to [2,18] where the authors established the conditions
such that the MOOD loop always converges.

Remark 3.2 The CellPD map for the b function is treated in a specific man-
ner since b is known and therefore the MOOD loop described above does not
apply to b. Two cases may occur, either b is known analytically or only (es-
timates of) mean values on cells are known. In the first case, which happens
typically when running test cases, we use the exact values in the reconstruc-
tion procedure to provide an accurate local representation of b, the degree of the
polynomial reconstruction being set for each cell according to smoothness of b.
In the second case, only topographical samples are available providing just an
estimate of the mean value of b in each cell. We use these data to compute the
reconstruction polynomials, but to provide a non-oscillating representation of b
the MOOD procedure (PAD+ED+u2) is applied just once as a pre-processing
procedure. In both cases, the b reconstruction obtained is used to compute the
fluxes as well as non-conservative the source term (3).
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4 Numerical tests

We present several numerical tests to validate the properties of the schemes.
The time step ∆t is controlled by a CFL coefficient with respect to the first-
order time step that we set equal to 0.65 of the maximum admissible time
step. For the convergence studies on smooth solutions we use the time step
∆t = ∆xr/3 to achieve a global rth-order of accuracy (see Section 2.1) and
compute the L1- and L∞-errors for a bounded L1 function φ by

L1-error:
∑

i∈Eel

|φN
i − φex

i ||ci| and L∞-error: max
i∈Eel

|φN
i − φex

i |,

where (φex
i )i∈Eel and (φN

i )i∈Eel are respectively the exact and the approximated
cell mean values at final time tN = tfinal.

Finally, we take the gravitational acceleration constant g = 9.81ms−2 in all
the numerical tests.

The set of figures presented in this section as well as the Delaunay meshes
used were obtained using the Gmsh package [54].

4.1 Lake at rest

Simulations of the lake at rest have been performed using the three numeri-
cal fluxes presented in Section 2.3. This sanity test assesses if the numerical
scheme respects the C-property. The domain is the square [−1, 1] × [−1, 1]
where we assume that the fluid is initially at rest, i.e. the velocity is zero and
the total height is constant (H = 1.0). We consider two different scenarios
whether the bathymetry function b is smooth or not, and experiment different
polynomial degrees for the reconstruction (P2, P3 and P5). The bathymetry
reconstruction involves a P5 reconstruction for the smooth case, while a P0

reconstruction is used for the piecewise constant case. In all the simulations,
reflection conditions are prescribed at the boundary and, given the smooth-
ness and stationarity of the solution, only the Physical Admissible Detector
(PAD) is employed within the MOOD algorithm.

4.1.1 Lake at rest with smooth bathymetry

The domain is partitioned in 10050 triangles (Delaunay mesh) and the smooth

bathymetry function is given by b(x, y) = 0.5e−3(4x2+8xy+9y2) (see Figure 2).

As a first test, we carry out the simulation until tfinal = 15 s cancelling the
non-conservative flux εij,r term and report the L1- and L∞-errors for H in
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Fig. 2. Bathymetry function for the smooth case.

Table 1. Then, we perform the same simulations including the non-conservative
contribution and present the corresponding errors in Table 2.

Table 1
Total height L

1- and L
∞-errors cancelling the non-conservative flux (smooth

bathymetry).

Flux P2 P3 P5

scheme err1 err∞ err1 err∞ err1 err∞

Rus 5.90e-07 3.82e-06 6.19e-07 4.67e-06 6.32e-07 3.43e-06

HLL 5.90e-07 3.82e-06 6.19e-07 4.67e-06 6.32e-07 3.43e-06

HLLC 2.99e-06 1.05e-04 8.81e-06 6.05e-04 5.29e-06 3.66e-04

Table 2
Total height L

1- and L
∞-errors using the non-conservative flux (smooth

bathymetry).

Flux P2 P3 P5

scheme err1 err∞ err1 err∞ err1 err∞

Rus 5.78e-17 7.77e-16 1.12e-16 6.66e-16 1.31e-16 1.55e-15

HLL 4.20e-17 6.66e-16 1.09e-16 6.66e-16 1.31e-16 1.67e-15

HLLC 1.89e-15 3.62e-14 5.99e-15 1.00e-12 3.95e-15 1.46e-13

Clearly, the steady-state configuration is not preserved when the non-conservative
flux is cancelled, whereas we maintain the exact solution with the flux cor-
rection. In the last case, the results are mainly flux independent (we have
the same truncation error using Rusanov, HLL and HLLC fluxes). Moreover,

23



the degree of the polynomial reconstruction does not affect the error, which
proves that the scheme remains well-balanced for any degree. Notice that this
last point is not so straightforward since functions b and h are not constant
in space.

4.1.2 Lake at rest with non-smooth bathymetry

To check the C-property with a discontinuous bottom, we consider the bathymetry
presented in Figure 3 where the height of the bump is 0.5 and the the free
surface is 1.0. We mesh the domain with 10352 triangles and carry out the
simulation until a final time tfinal = 15 s, the time step being controlled by
the CFL condition. We reproduce in Table 3 the L1- and L∞-errors for the
different polynomial reconstructions and fluxes. The simulations confirm the
efficiency of the method to preserve this specific and important steady-state.

Fig. 3. Bathymetry function for the discontinuous case.
Table 3
Total height L

1- and L
∞-errors using the non-conservative flux (non-smooth

bathymetry.)

Flux P2 P3 P5

scheme err1 err∞ err1 err∞ err1 err∞

Rus 6.68e-17 8.88e-16 1.07e-16 6.66e-16 1.24e-16 8.88e-16

HLL 3.01e-17 6.66e-16 1.10e-16 7.77e-16 1.26e-16 1.11e-15

HLLC 6.66e-15 2.09e-12 2.23e-09 7.64e-07 1.43e-10 5.83e-08

We report that the Rusanov and HLL fluxes provide better results than the
HLLC flux providing less numerical errors. It worthwhile mentioning that, as
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in the smooth bathymetry case, we do not preserve the steady-state when the
non-conservative flux is cancelled and the discrepancy is considerably worse
in the discontinuous case.

4.2 1D steady-state solutions

We now tackle more general situations of steady-state flow, namely, subcritical,
supercritical and transcritical flows without shock to assess the capacity of
the scheme to preserve such regimes with very high accuracy. Notice that
the scheme has not been designed to exactly preserve these non-null velocity
steady-states as in [14,27], but we intend to recover an high-order of accuracy,
depending on the polynomial reconstruction used.

It is worthwhile to refer that a wide set of shallow-water analytic solutions
for 1D and 2D configurations can be found in [55]. The configurations used
in the numerical tests presented below follow closely some of the benchmarks
presented in that compilation.

We consider a unidimensional flow for which the upstream boundary is located
at x = 0 and the downstream one at x = L, such that the stationary solution
writes

hu = q0, hv = 0,
q20

2gh2(x)
+ h(x) + b(x) = E0,

where q0 and E0 are given constant values.

The nonlinear system is numerically solved at any location x using a Newton-
Raphson algorithm once b(x) and the boundary conditions are known, i.e. q0
and E0 are fixed. To carry out the simulations, we consider a 16 meters long
channel of 4 meters width, Ω = [0, 16]× [−2, 2], while the bathymetry is given
by

b(x) =




0.2− 0.05(x− 6)2 , 4 < x < 8,

0 , otherwise.

Accordingly to the configuration of the domain with respect to b, we adopt the
following mesh partition: 0 ≤ x < 4 (Z1), 4 ≤ x < 8 (Z2), and 8 ≤ x ≤ 16 (Z3)
as depicted in Figure 4. The mesh derives from a division of an initial uniform
mesh, in agreement with the one-dimensional character of the problem, and
numerical simulations are performed with 800, 3200, 12800 and 51200 triangles
cells for the convergence studies.

Due to the domain decomposition in three zones, the stencils are adapted to
the partition in the sense that for any cell ci, the associated stencil is composed
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Fig. 4. Partition of the computational domain and mesh pattern.

of cells of the same zone. Notice that we only use a P2 reconstruction for b to
recover the exact function. The water enters from the left side and flows out to
the right side. We prescribe Dirichlet conditions at the Gauss points of the left
and right border edges and use a ghost cell technique to enforce the values at
the lower and upper boundaries of the domain. All the numerical simulations
are performed using the HLLC numerical flux and we use the PAD detector to
perform the MOOD method since the solution is essentially smooth. We use
the steady-state solution as an initial condition and carry out the computation
until the final time tfinal and compare the numerical solution with the exact
one in L1- and L∞-norms.

4.2.1 Subcritical case

A subcritical steady-state flow is obtained using the following boundary con-
ditions: we set hu = 1.53 for the upstream side and prescribe H = 2.0 for the
downstream side. We deduce E0 and the maximal Froude number reaches 0.6.
Numerical simulations are performed until the final time tfinal = 20 s using
three different polynomial degrees for the reconstruction: P2, P3 and P5.

In [49] the authors show the advantage to adapt the stencil with respect to the
physical properties, i.e. the bathymetry in the present case. We perform a first
simulation where for any cell ci, the stencil used for functions H, hu and hv is
constituted of neighbour cells that may belong to the different subdomains Z1,
Z2 or Z3. Table 4 gives the errors and convergence rate for the free surface H
(similar results are obtained for both hu and hv). Clearly, the mixing of cells
belonging to different zones provides a first-order of accuracy for the L∞-norm
and a second-order one for the L1-norm due to the derivative discontinuities
between the different areas. In Figure 5 we present the corresponding L∞-error
map for H for the 800 cells mesh and a P2 reconstruction. The largest errors
are observed close to the interfaces between the three zones.

To overcome such a discrepancy, we adopt a new procedure where we propose
a more adequate choice of the stencils to be used in the reconstruction of both
b and the unknowns following [49]: build the stencil S(ci) with cells which
belong to the same zone. We carry out a second simulation with the new
reconstructions and the L1- and L∞-errors for the free surface are presented
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Fig. 5. Illustration of the total height L∞-error field for the 800 cells mesh when a
P2 polynomial reconstruction is used with stencils that are not topologically con-
strained.

Table 4
Total height L1- and L

∞-errors and convergence order for the subcritical case when
reconstruction stencils for H, hu and hv are not topologically constrained.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 2.73e-04 — 2.83e-03 — 6.42e-04 — 4.11e-03 — 3.67e-04 — 2.36e-03 —

3200 7.36e-05 1.9 1.32e-03 1.1 1.82e-04 1.8 1.90e-03 1.1 9.81e-05 1.9 1.10e-03 1.1

12800 1.93e-05 1.9 6.40e-04 1.0 4.86e-05 1.9 9.05e-04 1.1 2.59e-05 1.9 5.19e-04 1.1

51200 4.99e-60 2.0 3.16e-04 1.0 1.27e-05 1.9 4.40e-04 1.0 6.76e-06 1.9 2.58e-04 1.0

in Table 5 together with the order of convergence. Since the results for hu
and hv are similar to the ones presented for H, the corresponding tables
are not presented here. This last test confirms the adequate methodology we
have proposed since we recover the optimal order in all the cases and no
spurious oscillations are reported. On the other hand, the results demonstrate
the capacity of the scheme to capture moving water regular situations up to the
sixth-order of convergence even if the scheme was not specifically designed to
exactly suit with all the steady-state situations, as also observed in [12,13,38].

4.2.2 Supercritical case

The framework is essentially the same as the one proposed for the subcritical
case but now we set q0 = hu = 13.29 and H = 2.0 at the upstream side leading
to a Froude number larger than 1.28. Transmission conditions are used at the
downstream boundary. Numerical simulations are carried out until the final
time tfinal = 8 s using the adapted stencil technique proposed in the previous
section to provide the optimal order. Table 6 provides the corresponding L1-
and L∞-errors and convergence order. We observe that the effective order is
very close to the optimal one for both the total height and the impulsion. The
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Table 5
Total height L1- and L

∞-errors and convergence order for the subcritical case with
stencils adapted with respect to the bathymetry.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 2.27e-05 — 1.40e-04 — 2.38e-06 — 1.82e-05 — 2.74e-07 — 2.00e-06 —

3200 2.81e-06 3.0 1.95e-05 2.8 1.02e-07 4.5 9.44e-07 4.3 2.35e-09 6.9 4.15e-08 5.6

12800 3.51e-07 3.0 2.63e-06 2.9 5.22e-09 4.3 6.30e-08 3.9 3.46e-11 6.1 4.72e-10 6.5

51200 4.38e-08 3.0 3.37e-07 3.0 2.91e-10 4.2 4.03e-09 4.0 5.46e-13 6.0 7.18e-12 6.0

steady-state situation is not exactly preserved since the schemes have not been
designed for that purpose, but the errors are clearly controlled by the degree
of the polynomial reconstructions.

Table 6
Total height L1- and L

∞-errors and convergence order for the supercritical case.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 5.68e-05 — 4.11e-04 — 1.20e-06 — 1.10e-04 — 1.30e-06 — 1.27e-05 —

3200 6.71e-06 3.1 6.01e-05 2.8 6.08e-07 4.3 6.61e-06 4.1 3.31e-08 5.3 3.12e-07 5.3

12800 8.33e-07 3.0 7.59e-06 3.0 3.62e-08 4.1 4.33e-07 3.9 5.34e-10 6.0 5.50e-09 5.8

51200 1.04e-07 3.0 9.53e-07 3.0 2.24e-09 4.0 2.76e-08 4.0 8.27e-12 6.0 8.48e-11 6.0

4.2.3 Transcritical case without shock

To end the series of numerical simulations of unidimensional steady-state flows,
the transcritical case was performed until tfinal = 8 s with q0 = 1.53 such that
the flow is subcritical upstream (left side) with a Froude number around 0.48 at
x = 0 and supercritical downstream (right side) with a Froude number of the
order of 1.89 at x = 16. The transition occurs at the top of the bathymetry
bump x = 6. Given the transcritical nature of the flow, we prescribe the
Dirichlet condition hu = q0 for the inflow side and transmission conditions for
the outflow side. Errors and convergence rates for the free surface are provided
in Table 7. Similar convergence results are obtained for the impulsion that we
do not reproduce here.

The simulation results confirm the scheme ability to provide the optimal con-
vergence order even for the complex transcritical case. We obtain, for instance,
an effective sixth-order of convergence with the P5 reconstruction which en-
ables to conclude once again that the scheme is well-balanced up to an error
controlled by the degree of the polynomial reconstructions.
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Table 7
Total height L

1- and L
∞-errors and convergence order for the transcritical case

without shock.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 1.15e-05 — 8.15e-05 — 2.53e-07 — 1.98e-06 — 2.82e-09 — 1.68e-08 —

3200 1.32e-06 3.1 1.24e-05 2.7 1.33e-08 4.2 1.15e-07 4.1 5.02e-11 5.8 2.26e-10 6.2

12800 1.64e-07 3.0 1.67e-06 2.9 7.19e-10 4.2 7.08e-09 4.0 7.99e-13 6.0 3.60e-12 6.0

25088 5.96e-08 3.0 6.22e-07 2.9 1.79e-10 4.1 1.82e-09 4.0 1.07e-13 6.0 4.82e-13 6.0

4.3 Steady-state vortex with varying bathymetry

We now turn to a real bidimensional test considering a steady-state vortex
flow with varying bathymetry characterised by

H(x, y) = H∞ − A2

4g
e2(1−r2), u(x, y) = Aŷe(1−r2), v(x, y) = Ax̂e(1−r2),

with x̂ = x− x0, ŷ = y − y0, and r2 = x̂2 + ŷ2. We take H∞ = 1, A = 1, and
x0 = y0 = 0, while the bathymetry function is given by b(r) = 0.2e(1−r2)/2.
Figures 6 and 7 depict the geometry of the vortex as well as the velocity field
for the square domain Ω = [−3, 3]× [−3, 3].

The simulations are carried out until the final time tfinal = 1 s where we test
the MOOD procedure performance using different detectors, namely the DMP
against DMP+u2. For that purpose, we consider four Delaunay meshes of 800,
3194, 12742 and 50958 triangles and perform simulations with P2, P3 and P5 for
the conservative variables, while the reconstruction for the b function is exact
with the P2 polynomial. Initial conditions are prescribed using the steady-
state solution and the Dirichlet boundary conditions imposed on the Gauss
points of the boundary edges. The convergence results obtained for the total
height are presented in Table 8 (DMP only) and Table 9 (DMP+u2).

Convergence rates clearly show the DMP drawback to catch the optimal order
when dealing with smooth solutions since extrema are many times interpreted
as discontinuities leading to a dramatic reduction of the local polynomial de-
gree and providing an effective second-order scheme. This problem is overcome
by introducing the u2 relaxation criterion since this specific detection proce-
dure enables to identify the real smooth extrema detected by DMP from the
oscillations deriving from the Gibbs phenomenon that DMP also detects. The
CellPD map is optimal and we obtain a sixth-order convergence with the P5

reconstruction.
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Fig. 6. Free surface for the static vortex.

Fig. 7. Velocity field for the static vortex and the 800 triangles mesh.

4.4 Rising vortex with variable bathymetry

We aim to test the Extrema Detector (ED) in conjunction with the u2 pro-
cedure as an alternative to the DMP+u2 detector. Indeed, there exist some
situations where the DMP is activated almost everywhere even if the solution
does not present any extrema. For example, when the total height increases
in time, the DMP is activated almost everywhere, whereas the ED only focus
on real extrema. We also intend to compare the convergence results obtained
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Table 8
Total height-L1 and L

∞-errors and convergence order for the static vortex using
DMP.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 7.73e-04 — 2.40e-02 — 4.43e-04 — 1.86e-02 — 4.76e-04 — 1.74e-02 —

3194 1.22e-04 2.7 7.12e-03 1.8 8.02e-05 2.5 6.86e-03 1.4 9.77e-05 2.3 6.49e-03 1.4

12742 1.98e-05 2.6 2.03e-03 1.8 1.52e-05 2.4 2.02e-03 1.8 1.84e-05 2.4 1.60e-03 2.0

50918 7.43e-06 1.4 5.39e-04 1.9 4.93e-06 1.6 4.74e-04 2.1 5.33e-06 1.8 5.58e-04 1.5

Table 9
Total height L1- and L

∞-errors and convergence order for the static vortex using
DMP+u2.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 4.85e-04 — 6.82e-03 — 8.69e-05 — 1.39e-03 — 3.89e-05 — 9.25e-04 —

3194 7.66e-05 2.7 9.99e-04 2.8 5.86e-06 3.9 8.16e-05 4.1 6.64e-07 5.9 1.41e-05 6.0

12742 1.02e-05 2.9 1.41e-04 2.8 3.67e-07 4.0 5.57e-06 3.9 1.05e-08 6.0 2.21e-07 6.0

50918 1.30e-06 3.0 1.86e-05 2.9 2.29e-08 4.0 4.26e-07 3.7 1.82e-10 5.9 3.55e-09 6.0

with standard Delaunay meshes and more regular triangular meshes where
the triangles are generated with a frontal algorithm.

To this end, we slightly modify the previous example considering the following
set of primitive variables

H(x, y, t) = e0.2t(1− 1

4g
e2(1−x2−y2)), u(x, y, t) = Aŷe(1−r2), v(x, y, t) = Ax̂e(1−r2),

where u and v remain constant in time, while the free surface globally rises
in time, i.e. all the points rise with the same vertical velocity. Of course,
the system is no longer conservative with respect to the mass. Therefore, an
adequate source term Sm is required, manufactured from the exact solution,
and the mass equation writes ∂tH + ∇ · (hU) = Sm. In the same way, the
hydrostatic pressure increases since the free surface rises and an adequate
source term for the impulsion equation is also added to the right-hand side to
the non-conservative term. Numerical simulations are performed until the final
time tfinal = 1 s on domain Ω = [−3, 3] × [−3, 3] with four frontal meshes of
856, 3372, 13422 and 53578 triangles. Initial conditions at t = 0 and Dirichlet
conditions on the boundary are prescribed using the exact solution as in the
steady-state case.
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The first test aims to highlight the DMP detector drawbacks. Indeed, since
H increases in time, the vortex rises as a block, the DMP detector reports an
high percentage of problematic cells (around 70%) leading to an effective first-
order scheme. Most of the cells correspond to new extrema with respect to the
previous configuration and the DMP is inappropriately activated. Coupling
with the u2 procedure to relax the DMP enables to increase the order but the
computational effort turns out to be very important since we apply the u2
procedure for most of the cells to recover the efficient order. The u2 detector
requires an important computational effort since one has to compute several
polynomials of degree 2 in the vicinity of the selected cell and check a series
of criteria to relax the CellPD to disable the degree reduction.

The second test consists in substituting the DMP by the ED as main detec-
tor. In this case, extrema detection is performed comparing cells of the same
candidate solution and the global rising of the solution does not affect the
detection. In practice, less than 0.05% of the cells are considered problematic
by the ED detector. Combined with the u2 relaxation procedure, we obtain
a very accurate and efficient MOOD procedure with a lower computational
cost. The efficiency of the ED is very well-illustrated by the simulations us-
ing frontal meshes with 13422 and 53578 triangles, a reconstruction in space
with polynomial functions of degree two and a RK3 scheme in time such that
the space and time discretizations are both third-order. Note that the time
step is exclusively constrained by the CFL condition. For the 13422 triangles
mesh, we obtain a CPU running time of 5m 14 s with DMP+u2, whereas the
same computation takes 2m 58 s with ED+u2. Notice that the time evalua-
tion only concerns the main loop (i.e. discarding polynomial reconstruction
and initial data reading). As for the finest mesh, we get 52m 49 s for DMP+u2
and 26m 22 s for ED+u2, which clearly demonstrates the computational time
reduction when using ED as detector.

Table 10 provides the errors and convergence rates using the ED with Delau-
nay meshes, while Table 11 gives the results when adding the relaxation u2
detector. In the same way, Table 12 presents the errors and convergence rates
with the ED technique using frontal meshes and we print in Table 13 similar
results adding the u2 detector 2 .

The MOOD strategy coupling ED with u2 provides the optimal order of con-
vergence. Although the Delaunay meshes are less regular, we get numerical
errors of the same order with respect to the ones obtained with the frontal
meshes. The ED detector correctly identifies the potential problematic cells
(only a few ones around the tip of the vortex) and does not make an overde-
tection of problematic cells as DMP does. In short, the ED is a good candidate
as a detector to substitute the DMP procedure since it only focus on the real

2 Symbol (*) is used when the convergence order does not make sense
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Table 10
Total height L1- and L

∞-errors and convergence order for the moving vortex using
ED and Delaunay meshes.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 5.09e-04 — 1.03e-02 — 1.15e-04 — 3.73e-03 — 3.71e-05 — 8.61e-04 —

3194 1.01e-04 2.3 6.37e-03 0.7 8.28e-06 3.8 8.86e-04 2.1 4.04e-06 3.2 4.14e-04 1.1

12742 1.32e-05 2.9 1.94e-03 1.7 5.13e-06 0.7 8.21e-04 0.1 6.37e-07 2.7 2.87e-04 0.5

50918 1.83e-06 2.9 5.38e-04 1.9 2.51e-06 1.0 3.22e-04 1.4 1.56e-06 (*) 1.91e-04 0.6

Table 11
Total height L1- and L

∞-errors and convergence order for the moving vortex using
ED+u2 and Delaunay meshes.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

800 4.74e-04 — 7.07e-03 — 8.53e-05 — 1.37e-03 — 3.70e-05 — 8.58e-04 —

3194 7.27e-05 2.7 1.03e-03 2.8 5.88e-06 3.9 8.47e-05 4.0 6.29e-07 5.9 1.28e-05 6.1

12742 9.65e-06 2.9 1.45e-04 2.8 3.74e-07 4.0 5.98e-06 3.8 1.04e-08 5.9 2.46e-07 5.7

50918 1.23e-06 3.0 1.89e-05 2.9 2.33e-08 4.0 5.16e-07 3.5 1.78e-10 5.9 3.97e-09 6.0

Table 12
Total height L1- and L

∞-errors and convergence order for the moving vortex using
ED and frontal meshes.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

856 4.93e-04 — 1.17e-02 — 9.91e-05 — 1.81e-03 — 3.43e-05 — 4.70e-04 —

3372 6.92e-05 2.9 5.52e-03 1.5 1.15e-05 3.1 2.20e-03 (*) 3.18e-06 3.5 8.81e-04 (*)

13422 9.47e-05 2.9 1.59e-03 1.8 2.06e-06 2.5 1.15e-03 0.9 4.75e-07 2.7 3.82e-04 1.2

53578 1.10e-06 3.1 3.28e-04 2.3 1.91e-07 3.4 3.12e-04 1.9 1.03e-07 2.2 1.76e-04 1.1

extrema. Combined with the relaxation detector u2, we get a robust and more
efficient up to sixth-order scheme.

4.5 Partial dam-break with a slope

We propose a more complex and realistic simulation test considering an exten-
sion of the classical 2D partial dam-break problem (see e.g. [11] and references
therein). We assume that the reservoir (left part of the domain in Figure 8) is
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Table 13
Total height L1- and L

∞-errors and convergence order for the moving vortex using
ED+u2 and frontal meshes.

Nb of P2 P3 P5

Cells err1 err∞ err1 err∞ err1 err∞

856 4.56e-04 — 7.14e-03 — 9.15e-05 — 1.08e-03 — 3.49e-05 — 5.60e-04 —

3372 6.39e-05 2.9 8.85e-04 3.0 6.39e-06 3.9 6.75e-05 4.0 6.35e-07 5.8 1.16e-05 5.7

13422 8.30e-06 3.0 1.09e-04 3.0 3.18e-07 4.3 3.60e-06 4.2 8.70e-09 6.2 1.58e-07 6.2

53578 1.04e-06 3.0 1.37e-05 3.0 1.99e-08 4.0 2.42e-07 3.9 1.42e-10 5.9 2.46e-09 6.0

higher than the river (right part of the domain), the two entities being relied
by a ramp with constant slope. We study the outflow just after the dam rup-
ture until a final simulation time tfinal = 7 s. Several characteristic structures
will be analysed to evaluate the scheme accuracy and robustness, namely nu-
merical diffusion of the discontinuity, the vortexes deepness as an accuracy
assessment and the oscillations around shocks generated by the outflow as a
robustness assessment. The domain we consider has been proposed in [11] and

Fig. 8. Partial dam-break geometry and the Delaunay mesh (24750 triangles).

the Delaunay mesh, composed of 24750 triangles, is depicted in Figure 8. The
breach corresponds to the subdomain [−5, 5] × [−5, 70] and the bathymetry
function is given by

b(x, y) =





1 , −100 ≤ x < −5,

0.1(5− x) , −5 ≤ x < 5,

0 , 5 ≤ x ≤ 100,
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while the initial free surface is given by

H(x, y, 0) =




10 , −100 ≤ x < 5,

5 , 5 ≤ x ≤ 100.

At the initial time t = 0 the system is assumed to be at rest and we prescribe
reflection boundary conditions on the whole boundary. The bathymetry is
characterised by a P1 polynomial reconstruction since the domain is flat or
constituted of a linear ramp. Numerical simulations have been carried out
using different detectors (PAD, DMP and u2) and several polynomial recon-
struction degrees (P2, P3 and P5).

4.5.1 Comparisons between the PAD, the DMP and the u2 detectors

We compute the solution using the P5 reconstruction and different detectors
and display the free surface at the final time in Figure 9 using the PAD,
PAD+DMP, PAD+DMP+u2 detectors respectively. We have labelled Hi, i =
1, . . . , 4, the total height of the four vortexes at the final time tfinal (see the left
top panel for the corresponding location). In the same way, we denote Hmin

and Hmax the minimum and maximum total height of the shock wave of the
downstream flow front at the final time tfinal. We recall that the PAD detector
aims at preserving the non-negativity of the water height, the DMP or ED
detectors reveal the extrema of the numerical solution and the u2 detector
determines whether an extremum is smooth or derives from an oscillation.

We first carry out a simulation using only the PAD detector. No problematic
cells are detected, hence the code basically runs without any limitation on
the polynomial reconstruction used in the fluxes evaluation. Consequently,
oscillations appear in the vicinity of the discontinuities as shown in Figure
9 left top panel. For instance, oscillations are clearly present in the vicinity
of the flow front discontinuous shock wave leading to local overshoots and
undershoots (also see the free surface values in Table 14). Nevertheless, we
notice that there is almost no oscillations in the rarefaction wave travelling
upstream as well as in the vortexes since the solution is locally smooth.

Introducing the DMP as detector within the MOOD scheme effectively reduces
the oscillations (Figure 9 right top panel) but the number of cells correspond-
ing to a P0 reconstruction significantly increases as shown in Figure 9 right
bottom panel, leading to an important numerical viscosity.

To reduce such a diffusion associated to use of the DMP detector, the u2
detector is activated to separate the extrema deriving from a smooth function
and the ones deriving from oscillations. Figure 9 left bottom panel shows
that the discontinuities are sharper with respect to the DMP case, while no
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Fig. 9. Free surface at tfinal using the P5 reconstruction. Left top panel: PAD. Right
top panel: PAD+DMP. Left bottom panel: PAD+DMP+u2. Right bottom panel:
CellPD map for the PAD+DMP at final time.

oscillations are generated along the fronts.

To assess the accuracy of the scheme, we measure the deepness of the four
vortexes reported in Table 14. Indeed, the 4 vortexes show regular patterns
despite their considerable deepness, in particular the deepest vortexes 1 and 2
located just above the ramp. To complete the test cases, we have carried out
similar simulation using PAD, PAD+DMP and PAD+DMP+u2 but using P2

and P3 reconstructions and also report the vortex deepness and front total
heights in Table 14. The situation for P2 and P3 is similar but softened with
respect to P5 due to a higher numerical diffusion. The smoothing effect is also
noticed in the front shock where the discontinuity is typically captured within
2 cells for the P5 reconstruction, between 2 and 3 cells with P3 and at least 3 or
4 cells with P2. We underline the important impact of the polynomial degree
for the reconstruction for evaluating the small structures such as vortexes
(covered by 10-15 cells) where the deepness values range between 2.46 (P2)
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and 1.72 (P5).

Figure 9 right bottom panel displays the CellPDmap of the solution at the final
time using the P5 reconstruction and the DMP detector. A noticeable point
is the very few problematic cells near the vortexes. However, it is enough to
strongly reduce the local polynomial degree and to provide rough approxima-
tions of the deepness to highlight the strong impact of the limitation. On the
other hand, the discontinuous fronts clearly appear in the CellPD map and we
observe a degree reduction of the rarefaction tail despite the smoothness of
the solution in this zone.

Table 14
Reference total water heights for the four vortexes and for the flow front, as well
as CellPD percentages, for different reconstruction polynomial degrees and MOOD
detection processes at final time.

Scheme Vortexes Total Heights Flow Front Total Heights CellPD (%)

Deg. Detect. H1 H2 H3 H4 Hmin Hmax P0 P2 P3 P5

P2 PAD 2.46 2.58 3.40 3.40 4.85 7.41 0 100

DMP 2.79 2.85 3.67 3.63 5.00 7.18 3.2 96.8

DMP+u2 2.78 2.83 3.54 3.51 5.00 7.18 1.0 99.0

DMP+u2ν 2.65 2.68 3.42 3.40 5.00 7.34 0.7 99.3

P3 PAD 2.08 2.03 3.08 2.95 4.79 7.45 0 0 100

DMP 2.78 2.56 3.48 3.41 5.00 7.18 3.3 0.8 95.9

DMP+u2 2.69 2.49 3.35 3.15 4.99 7.19 1.0 0.2 98.8

DMP+u2ν 2.40 2.09 3.11 2.98 4.97 7.36 0.6 0.1 99.3

P5 PAD 1.72 1.81 2.87 2.77 4.76 7.44 0 0 0 100

DMP 2.50 2.31 3.36 3.33 5.00 7.16 3.9 0.5 0.6 95.0

DMP+u2 2.51 2.16 3.17 3.21 4.99 7.16 0.9 0.2 0.1 98.8

DMP+u2ν 1.90 1.85 2.90 2.83 4.95 7.38 0.4 0.1 0.0 99.5

The pictures analysis shows that oscillations using DMP+u2 are slightly larger
than those obtained with the simple DMP, but considerable smaller than the
ones appearing when only PAD is used. On the other hand, the vortexes 3 and
4 deepness are closer to the values obtained with PAD, whereas the values for
vortexes 1 and 2, as well as the flow front free surface, are very similar to
the ones obtained with DMP. Thus, the combination DMP+u2 improves the
results obtained with PAD and DMP, combining the accuracy and robustness,
but we do not recover the optimal accuracy in zones where the solution is
relatively smooth as is the case of vortexes 1 and 2.
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4.5.2 The u2 versus u2 ν detector

To close the section, we compare the two relaxation detectors to observe the
consequences in term of accuracy and stability. We recall that the u2 ν uses
a smaller index subset to detect whether the solution is locally admissible or
not. Hence, using u2 ν we reduce the probability of rejecting the candidate
solution.

Fig. 10. Total height at tfinal using the DMP+u2ν detector. Left top panel: P2. Right
top panel: P3. Left bottom panel: P5. Right bottom panel: CellPD map with the P5

reconstruction at final time.

Combining with the DMP detector, we display in Figure 10 the total height
at the final time using the new DMP+u2 ν detector for different polynomial
reconstructions P2, P3 and P5, while we report in Table 14 the characteristic
values for the vortexes and front line. Vortexes 3 and 4 deepness are essentially
those obtained with PAD, and vortexes 1 and 2 deepness are now much closer
to the PAD values. We obtain a similar result with the maximum total height
Hmax of the flow front shock wave. The last column of Table 14 provides the
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relative distribution (in percentage) of the polynomial degrees for the last time
step. We observe that DMP+u2 ν strongly reduces the number of problematic
cells, about one half with respect to the DMP+u2 values, providing around
99.4% of cells with the maximal order.

From the stability point of view, the oscillations nearby the shock wave (see
also Hmin) are very well-contained for the P2 case and are small (below 0.6%)
with the P3 reconstruction, mainly confined near the upper boundary. As for
the P5 situation, oscillations are spread along a large part of the shock wave
and represent up to 1.0% of the total height. The CellPD map (see Figure
10 right bottom) shows that the polynomial degree is mainly maximal so the
u2 ν detector has relaxed too much the DMP detector leading to larger over-
shoots and undershoots. Nevertheless, the DMP+u2 ν manages to reduce the
oscillations far better than the PAD case and provide an acceptable solution.

5 Conclusion

The MOOD strategy, originally developed in the conservative framework of the
Euler system has been extended to the non-conservative case using the classical
2D shallow-water system with varying bathymetry as a test case. Moreover,
the concept of physical bathymetry representative has also been introduced to
design a new class of numerical schemes. A large number of tests have been
carried out to assess the performance of the scheme and we prove that we
get an effective sixth-order of accuracy when dealing with smooth solutions,
while no oscillations are reported in the vicinity of discontinuities. We have
also checked that the scheme exactly preserves the lake at rest situation while
the other steady-state situations (moving water case) are preserved up to the
sixth-order. These encouraging results indicate that the MOOD strategy suits
well to the non-conservative situations and future efforts will focus on the
dry/wet situation where a new class of detectors has to be designed.
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[3] C. E. Castro, E. F. Toro, M.- käser, ADER scheme on unstructured meshes for
shallow water: simulation of tsunami waves, Geophysical Journal International
189 (2012) 1505–1520.

[4] R. Omira, M.A. Baptista, J. M. Miranda, Evaluating tsunami impact on the
Gulf of Cadiz coast (Northeast Atlantic), Pure and applied geophysics 168
(2011) 1033–1043.

[5] J. J. Wijetunge, Numerical simulation of the 2004 indian ocean tsunami: case
study of effect of sand dunes on the spatial distribution of inundation in
Hambantota, Sri Lanka, J. Appl. Fluid Mech. 3 (2010) 125–135.

[6] D. Brecht, P. Noble, Mathematical justification of the shallow water model,
Methods and applications of analysis 14 (2007) 87–118.

[7] Y. Xing, Exactly well-balanced discontinuous Galerkin methods for the shallow
water equations with moving water equilibrium, J. Comput. Phys. 257 (2014)
536–553.

[8] Y. Xing, C. W. Shu, High order well-balanced finite volume WENO schemes and
discontinuous Galerkin methods for a class of hyperbolic systems with source
terms, J. Comput. Phys. 214 (2006) 567–598.

[9] C. Berthon, F. Fouchet, Efficient well-balanced hydrostatic upwind schemes for
shallow-water equations, J. Comput. Phys. 231 (2012) 4993–5015.
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