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Abstract

This paper presents a framework for object recognition using topological persistence. In particular, we show that the so-called persistence diagrams built from functions defined on the objects can serve as compact and informative descriptors for images and shapes. Complementary to the bag-of-features representation, which captures the distribution of values of a given function, persistence diagrams can be used to characterize its structural properties, reflecting spatial information in an invariant way. In practice, the choice of function is simple: each dimension of the feature vector can be viewed as a function. The proposed method is general: it can work on various multimedia data, including 2D shapes, textures and triangle meshes. Extensive experiments on 3D shape retrieval, hand gesture recognition and texture classification demonstrate the performance of the proposed method in comparison with state-of-the-art methods. Additionally, our approach yields higher recognition accuracy when used in conjunction with the bag-of-features.

1. Introduction

Over the years, the bag-of-features (BoF) model has been extremely popular for the recognition of text, images and shapes [2, 7, 17, 27, 36]. In the image domain, this approach corresponds to treating a given image as a collection of unordered local descriptors, extracted from feature points, and quantizing them into discrete “visual/geometric words” [40]. The distribution of visual words in an image is then summarized by a fixed-sized vector using various pooling techniques [4]. Due to the compactness and informativeness of the resulting representation, BoF is widely used for learning and recognition.

A large number of extensions of the BoF have been proposed with the aim to recover the geometric (spatial) relations between features, which are discarded by BoF. The two most common approaches include explicitly encoding or decomposing the object into spatial subregions and performing pooling in each subregion separately [25]. These approaches, however, assume explicit parametrization of the spatial information that needs to be captured (e.g. distribution of pairwise offsets as in [6, 46] or commute times in [3]) or a pre-defined spatial decomposition to guarantee the stability of the representation under deformations. Thus, devising a compact and informative representation to characterize the structural properties of features while preserving stability, remains a challenging open problem.

Unlike the majority of the previously proposed methods that try to augment the bag-of-features representation to include some notion of spatiality, we propose to use a different approach, which is inherently well-suited to capture structural properties of functions defined on different domains in a stable way. In particular, we propose to complement to the BoF approach, by computing the persistence diagrams (PD) of functions defined on different data modalities, including 2D shapes, textures and triangle meshes.

Intuitively, instead of considering each feature point and its associated descriptor vector independently, we analyze all the points together by considering each dimension of the feature vector as a real-valued function, defined on the entire domain. With the assumption that the descriptors are stable and informative enough in the object space, we compute the persistent homology of the resulting functions. The derived PD provides a simple yet powerful description that captures the structural properties of the object. Importantly, unlike the BoF representation which captures the distribution of the values in the function, PD exploits the connectivity between different points in the domain to characterize the relative prominence of different feature points.

In order to demonstrate the usefulness of this representation, we argue both theoretically and experimentally that it captures information which is complementary to the information in the bag-of-features representation. In particular, we perform extensive experiments on 3D shape retrieval, hand gesture recognition and texture classification, where we demonstrate state-of-the-art performance by using the PDs in conjunction with the bag-of-features.
argue that this is largely due to the fact that persistence diagrams allow to distinguish feature configurations that are structurally different. Schematic comparison between the BoF with PD is shown in Fig. 1.

The rest of the paper is organized as follows. In Sect. 2, we discuss some related works. Sect. 3 presents the framework of our proposed algorithm. Experimental results in three applicable scenarios are provided in Sect. 4. Finally, we conclude in Sect. 5.

2. Related Work

The past decade has witnessed a surge in popularity of BoF and its extensions for solving various computer vision problems. Among them, one particularly successful method is to form a global representation by spatially aggregating the local descriptors pioneered by Lazebnik et al. [25]. The subsequent research on spatial aggregation get compelling performance because of two seemingly independent advantages: the better design of (1) spatial regions and (2) aggregating operator. The spatial pyramids manually define the multi-scale grid-structured regions over the image space, and many excellent visual recognition methods either directly use them [25, 44], or modify the spatial decomposition to fit their data [9, 26]. Recently, Jia et al. [23] proposed to learn more adaptive regions by the receptive fields. Popular aggregating (pooling) strategies include averaging and max pooling, which have been used by Lazebnik et al. [25] and Yang et al. [44] respectively. Coates et al. proposed to aggregate over multiple features in the context of deep learning [14].

Our work relies on the theory of persistent homology, which falls under the umbrella of topological data analysis (TDA). It was first formalized by Edelsbrunner et al. [19] by building on earlier notions of size functions used by Frosini et al. for shape analysis [41] and later developed in [11, 19, 47]. Persistence diagrams appear prominently in TDA, and in particular provide an efficient way to encode topological properties of real-valued functions defined over spaces. PDs have provable stability properties [11, 15], and allow to infer robust topological information on the studied data. Persistent homology has been successfully applied to clustering tasks [15], vision tasks such as shape segmentation [37], component detection [30] and recognition [10, 12, 20]. Our work is inspired by [10, 12] but is different in that we exploit a given connectivity on the object and use feature functions to build the persistence diagrams rather than using point samples and simplicial complex filtrations. We also show that multiple PDs of different functions as well as the BoF representation can be combined to improve recognition tasks in a variety of scenarios. In this paper we focus on 0-dimensional persistent homology that encodes connectivity information in an intuitive and easy-to-compute way.

3. Topological Object Representation Using Persistence Diagram

3.1. Feature Encoding: From BoF to PD

We assume that every object (e.g., image, 2D shape or 3D mesh) is represented as a connectivity graph $G = (V, E)$, where the set of nodes $V$ of size $V$ are samples on the object, and the set of edges $E$ represent neighborhood relations between samples. For example, considering images as grids of points, we use the 4-neighborhood to define the edges in $E$. Similarly, for 3D objects, we use the vertices and the edges of the faces in the mesh to define $G$.

Similarly to the BoF approach we start by associating a $D$-dimensional feature vector to every sample in $V$ resulting in a $V \times D$ matrix:

$$P(G) = \begin{bmatrix} p_{V1} & \cdots & p_{VD} \\ \vdots & \ddots & \vdots \\ p_{V1} & \cdots & p_{VD} \end{bmatrix} \in \mathbb{R}^{V \times D}.$$

While the BoF approach can be thought of as analyzing $P$ by considering its rows, which correspond to point descriptors, we propose to consider $P$ column-wise by interpreting each column as a real-valued function defined on the nodes of $G$. The persistence diagrams of these functions allow us to capture the structural properties of the object and in particular robustly encode the relative prominence of the different feature points.

3.2. Persistence Diagram

Given a real-valued function $f$ defined on the nodes of $G$, the (0-dimensional) persistence diagram of $f$ encodes the evolution of the connectivity of the 1-parameter family of superlevel-sets $\mathcal{P}^c = f^{-1}(c, +\infty)$ as $c$ goes from $+\infty$ to $-\infty$ in the following way. A node $v \in V$ is called a peak
for an example where we use the function by considering the connectivity information in the superlevel-set.

If it is a local maximum of \( f \), i.e., if \( f(v) \geq f(u) \) for any \( u \) such that \((v, u)\) is an edge of \( \mathcal{G} \). For any peak \( v \) we say that \( v \) is born at \( f(v) \). For \( \alpha \leq f(v) \), let \( \mathcal{C}(v, \alpha) \) be the connected subgraph in \( \mathbb{R}^\alpha \subseteq \mathcal{G} \) that contains \( v \). The infimum of \( \alpha \) such that \( f(v) \) is the global maximum of \( f \) restricted to \( \mathcal{C}(v, \alpha) \) is called the death of \( v \). See Fig. 2 for an example where \( \mathcal{G} \) represents a line-graph (in green) and the node \( p \) of \( \mathcal{G} \) is a peak given the function \( f \) shown in red in Fig. 2 (a). A new connected subgraph is born in the superlevel-set \( \mathbb{R}^\alpha \) when \( \alpha = f(p) \), and it dies when \( \alpha = f(s) \).

The lifespan of peak \( v \) is thus determined by its birth \( a_v = f(v) \) and death \( b_v \leq a_v \). This allows us to associate a point \((a_v, b_v)\) on a 2D plane to each peak \( v \). Collecting all these points, we obtain the persistence diagram (PD) of \( f \) (illustrated in Fig. 2(b)). The difference \( \tau = a_v - b_v \geq 0 \) is called the prominence (or persistence) of the peak \( v \). Note that the prominence of \( v \) is equal to the vertical distance of its corresponding point in the PD to the diagonal. Lastly, the death time of the global maxima of \( f \), i.e., the peaks \( v \) that satisfy \( f(v) = \max f \), is set to \( \min f \), and associated to the point \((\max f, \min f)\) in the PD. Overall, the PD encodes the relative prominence of the different peaks of a given function by considering the connectivity information in the domain.

**Computation.** In practice the persistence diagram can be simply computed using the Union-Find algorithm [16] by sorting the nodes of \( \mathcal{G} \) according to their function value and keeping track of the corresponding connected components.

**Stability.** One important property of the persistence diagram is that it is stable under some perturbations of the feature function. Intuitively, the stability theorem in [11, 15] states that if the values of a function \( f \) are perturbed by no more than some \( \varepsilon > 0 \), then the points on the persistence diagrams will also be perturbed by no more than \( \varepsilon \). In Fig. 2(a), the blue function \( f \) is a noisy version of the red function \( f \). The PDs of \( f \) and \( f \) are plotted in Fig. 2(b). These two PDs are similar, in the sense that the distance between points that are far from the diagonal is small, even if some extra points with low prominence can appear.

**Invariance.** Similarly to the BoF representation, PD is invariant to rotations, translations and scaling of the object provided that the feature function remains the same. However, unlike the BoF which is invariant to any permutation of the nodes, the PD is only invariant under continuous deformations. In particular, given two objects represented as graphs \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) and a map \( T \) between them, for any function \( f \) on \( \mathcal{G}_2 \) the PDs of \( f \) and \( f \circ T \) are the same if \( T \) is an isomorphism. Conversely, if \( T \) is not an isomorphism then there exists a function \( f \) whose PD will be different from the one of \( f \circ T \). Intuitively this implies that PDs capture local spatial information through the connectivity structure.

**Relation to spatial pyramid approaches.** Note that PDs can be seen as alternatives to spatial decomposition methods, and especially Spatial Pyramid Matching (SPM) [25] and ScSPM [44], that apply BoF approach to each region of a multi-scale decomposition of the object and often use max pooling to characterize the features in each region. Unlike these approaches, PDs do not require an explicit decomposition of the object, and allow to capture structural properties of functions in a robust and compact way.

### 3.3. PDs for object comparison

In this paper we propose to use persistence diagrams of different feature functions as descriptors for object recognition and classification. To illustrate this idea, we compute the PD for several 3D meshes in Fig. 3 where we use the Heat Kernel Signature (HKS) [21, 39] for fixed time as the feature function. The first row displays the HKS value for the four models: two horses, a dinosaur and pliers. The second row shows the corresponding PDs.

![Figure 3. HKS function and its persistence diagrams.](image)

Note that in this case the PD is invariant to isometric deformations because the underlying HKS feature is an isometry invariant. The PDs allow us to distinguish these 3 classes of objects since the diagrams associated to the horses are more similar to each other than those of the other objects.

Quantitatively, we use the following construction to compare PDs. For two functions \( f \) and \( g \) with respective PDs \( D_1 \) and \( D_2 \), we construct a weighted bipartite graph \( B \) between \( D_1 \cup \Pi(D_2) \) and \( D_2 \cup \Pi(D_1) \) where \( \Pi \) is the projection onto the diagonal, i.e. for a point \((a, b)\) \( \in \mathbb{R}^2 \), \( \Pi(a, b) = (\frac{a+b}{2}, \frac{a+b}{2}) \). This can guide the points with smaller persistence corresponding to the points on dia-
nal, and thus remove their interference in prominent point matching. The weight of an edge \((u, v) \in E\) is defined as 
\[\|v - u\|_\infty\] 
if \(u\) or \(v\) is in \(D_1 \cup D_2\) and is set to 0 if both \(u\) and \(v\) are in \(\Pi(D_1) \cup \Pi(D_2)\). The bottleneck distance 
\[d_{\text{bott}}(D_1, D_2)\] 
is defined as the minimum value \(d\) such there exists a perfect matching in \(B\) with all edges having weights less than \(d\). Similarly, the \(degree-p\) Wasserstein distance 
\[d_{\text{wass}}\] 
is defined as the minimum value \(d\) such there exists a perfect matching in \(B\) whose the sum of the weights raised to the power \(p\) of all edges is less than \(d^p\). As a consequence, computing both distances boils down to computing maximum matchings in bipartite graphs. This can be done efficiently using e.g. the Hungarian algorithm for PDs with few points. However, this might become prohibitive for PDs with many points.

For this reason we also use an alternative representation of PDs, the persistent landscape [8], which allows us to represent a PD as a point in a high dimensional Euclidean space. Given a PD with points \[\{(a_i, b_i)\}_{i=1}^n, a_i \geq b_i\]. For each point \((a_i, b_i)\), let \(f_{(a_i, b_i)} : \mathbb{R} \rightarrow \mathbb{R}, f_{(a_i, b_i)}(t) = \min(a_i - t, t - b_i),\) where \(z_+\) denotes \(\max(z, 0)\). The persistence landscape is defined as the set of functions \(\beta_k : \mathbb{R} \rightarrow \mathbb{R}, k \in \mathbb{N}\) given by
\[\beta_k(t) = k^{th} \text{ largest value of } \{f_{(a_i, b_i)}(t)\}_{i=1}^n\] 
with \(\beta_k(t) = 0\) if \(k > n\). Given \(k\) we consider the first \(k\) landscape functions, and discretize them with \(m\) sampling points along \(t\). The derivatives of the sampling points are calculated and form a \(mk\)-size vector. The landscape distance 
\[d_{\text{lbmp}}\] 
is defined as the \(L_p\) norm between these vectors.

### 3.4. Metric Learning for Multiple Functions

In a bid to achieve higher performance, multiple features are usually used. When these features are designed in similar ways, the final distance can be simply chosen as the sum of their persistence based distances. However, when these features are designed in very different ways, it is more reliable to give different weights to different features. We use labeled data from the dataset to learn these parameters. Suppose we have some set of objects. Each object \(x_i\) is characterized by \(D\) functions as \(F(x_i) = \{f_d(x_i)\}_{d=1}^D\), and \(d_{pd}(x_i, x_j)\) is the persistence based distance of the \(d\)th function between two objects \(x_i\) and \(x_j\) from the set. Additionally, we are given information that certain pairs of them are “similar”:
\[S : (x_i, x_j) \in S \text{ if } x_i \text{ and } x_j \text{ are similar}\] 
(2)
and certain pairs of them are “dissimilar”
\[D : (x_i, x_j) \in D \text{ if } x_i \text{ and } x_j \text{ are dissimilar}\] 
(3)

Our goal is to learn a distance metric to respect that “similar” objects end up with smaller distances to each other, and “dissimilar” objects with larger distances to each other. We consider learning a distance metric of the form
\[D_{is}(x_i, x_j) = \|x_i - x_j\|_A = \sqrt{d(x_i, x_j)^T A d(x_i, x_j)}\] 
(4)
where \(d(x_i, x_j) = [d_1(x_i, x_j), \ldots, d_D(x_i, x_j), \ldots, d_D(x_i, x_j)]\). The problem can be formulated as an optimization programming
\[\min_A \sum_{x_i, x_j \in S} \|x_i - x_j\|_A^2 \text{ s.t. } \sum_{x_i, x_j \in D} \|x_i - x_j\|_A^2 \geq 1, A \geq 0\] 
(5)

This is a standard formulation of distance metric learning, and can be solved by the algorithms in [18,43]. The learned metric \(A\) interprets the contribution of different features. It is further embedded as part of the pipeline to provide a more reliable measure for the rest of testing data in the dataset.

### 3.5. Limitations

While PDs allow to capture the relative prominence of the local extrema of different functions, we note that they do not provide any information about the distribution of other (non-critical) values. Thus, the information contained in PDs is largely complementary to the information captured in the BoF representations. Thus, as we show in the following section, we can often get superior performance by combining the two approaches.

### 4. Experimental Results

We present the results of our PD-based object recognition scheme on various datasets of three different types: 3D meshes (Section 4.1), 2D gesture contours (Section 4.2), and texture images (Section 4.3). The method was implemented in MATLAB, and the experiments were performed on a computer with an Intel Core processor running at 1.4 GHz with 4 GB RAM. In each experiment we use 3 randomly selected samples from each class to learn the weights in the metric.

#### 4.1. 3D Shape Retrieval

Our first set of experiments is on triangulated 3D mesh retrieval. We consider two datasets: SHREC 2010 [28] and a robustness dataset [5]. The former focuses on near-isometric shapes, and consists of 200 watertight shapes equally divided into 10 categories (Figure 4 illustrates a sampling of the shapes from this dataset). The latter has the same data used in the Shape Google [33] with an extra transformation, which is the same as SHREC Robustness benchmark [5] except for a few transformations. It contains 596 shapes classified into 13 classes, and 456 shapes which do not belong to any class. For both datasets, we use the spectral descriptors as feature functions, including...
the heat kernel signature (HKS) [21, 39], wave kernel signature (WKS) [1] and scale invariant heat kernel signature (SIHKS) [24]. All of them are isometry-invariant. HKS and WKS characterize the macroscopic and microscopic properties of shapes, respectively. SIHKS is a scale-invariant version of HKS. We compare our method to BoF-based approach, spatially-sensitive BoF (SSBoF) [7] and ISPM [26], which is a spatial pyramid approach on surfaces.

![Figure 4. Sample shapes from SHREC 2010.](image)

**Results on SHREC 2010**

On this dataset, we simplify each mesh into 2000 faces, and the retrieval results are evaluated using the measures provided by the organizers, including NN, FT, ST, E-measure, and DCG (See [28] for details). We first illustrate the performance of different methods by considering the HKS and WKS functions for fixed time and energy parameters respectively. DCG and the average running time to compare two PDs are reported in Table 1. The average number of points on PDs ranges around 15 for HKS and 100 for WKS. It can be observed on this example, that bottleneck and Wasserstein distances yield a significantly higher accuracy than the landscape distance, at the price of a higher computation time. Fig. 5 displays an example where PD provides more discriminative information than the histogram of values of the function. The extremities of the objects all correspond to local maxima of the HKS function. This structural information is well preserved in PDs as the prominent points, but lost in the histogram representation where merges function values from different components into the same bins.

![Figure 5. An example that PD discriminates different shapes, while BoF fails.](image)

Based on these experiments, for comparison of 3D shapes, we use the bottleneck distance to compare PDs, as it provides a good trade-off between time and efficiency whenever the diagrams do not contain too many points.

We first compare our PD-based technique with BoF and ISPM methods using multi-dimensional descriptors. In particular, we use 17-dimensional SIHKS, 10-dimensional HKS and 10-dimensional WKS. In this case we do not use the metric learning step as the different dimensions are commensurable. Throughout this experiment with use 32 words to construct the vocabulary for the BoF representation and use soft vector quantization. We summarize the results of SIHKS and HKS in Table 2. As can be seen in this table, the PD-based method consistently outperforms the BoF approach.

![Image](image)

**Table 1. Comparison between different distances.**

<table>
<thead>
<tr>
<th>Metrics</th>
<th>HKS</th>
<th>WKS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DCG time (s)</td>
<td>DCG time (s)</td>
</tr>
<tr>
<td>Bottleneck</td>
<td>0.8746 0.0020</td>
<td>0.5988 0.0315</td>
</tr>
<tr>
<td>Wasserstein (p = 2)</td>
<td>0.8774 0.0060</td>
<td>0.6190 0.5354</td>
</tr>
<tr>
<td>Wasserstein (p = 3)</td>
<td>0.7818 0.0061</td>
<td>0.6117 0.6069</td>
</tr>
<tr>
<td>Landscape (K = 10, N = 100)</td>
<td>0.8553 0.0046</td>
<td>0.4935 0.0071</td>
</tr>
<tr>
<td>Landscape (K = 10, N = 50)</td>
<td>0.8471 0.0026</td>
<td>0.4578 0.0037</td>
</tr>
</tbody>
</table>

We also compare with the state-of-the-art method, including ShapeDNA [35] and DM-EVD [38], which show the best performance in a larger contest [29]. We test the ShapeDNA method on the the same simplified meshes, and take the result of DM-EVD and other methods from [28], in which DM-EVD is performed on the fine meshes. As can be seen in Table 2, our combined result is comparable to these methods.

**Results on TOSCA-based dataset**

On the TOSCA-based dataset [33], we use multi-dimensional descriptors: HKS and SIHKS with 6 and 5 dimensions respectively. Table 3 summarizes the results obtained using our method compared with the performance of BoF, SSBoF, ISPM and PD in terms of equal error rate (EER) [33]. Overall, the PD-based approach alone shows slightly worse performance than the BoF methods on this dataset. However, we obtain superior performance by combining the two methods. On this dataset, we use the weights: λ = 10, 5, 10 for HKS, SIHKS and HKS+SIHKS respectively in BoF+PD and 50, 10000, 10 for HKS, SIHKS.
and HKS+SIHKS respectively in ISPM+PD. The EER of ShapeDNA for all transformations is 0.0967, which is worse than state-of-the-art work Shape Google (BoF+spectral descriptors) [33] on this dataset. The proposed method can help Shape Google and its spatial version (ISPM) achieve even better results.

4.2. Hand Gesture Recognition

Our second experiment focuses on the recent Kinect sensor-based hand gesture recognition [34] and is inspired by the work of [41]. This dataset contains 1000 gestures equally categorized into 10 classes. Each gesture is compared against a set of 20 templates (2 samples for each class) and nearest neighbor classification is performed.

Each gesture instance is represented as a sequence of contour vertices, starting from the left side of the wrist (yellow point in Fig. 6(a)). We construct our graph by considering the sequency points as nodes, and their adjacent connectivity as edges. Ren et al. [34] also provide an informative function to characterize each gesture by first computing the center point, which is defined as the point with the maximum Distance Transform value (red point in Fig. 6(a)), and computing the normalized Euclidean distance from the contour vertices to the center. We show the corresponding PD in Fig. 6(d). Importantly, due to the stability property, the PD of \( f_{\text{center}} \) can represent the perturbations of the contour as points close to diagonal, and thus help to alleviate noise brought by the Kinect sensor in data acquisition.

In all of the experiments below we use the Wasserstein distance to compare persistence diagrams of functions in this dataset.

With \( f_{\text{center}} \) alone, BoF achieves its best performance of 72.60% when discretizing the function into 5 bins, while PD gets much higher result of 87.60% (see Fig. 7). This suggests that the information lost by discarding the connectivity in BoF is critical for the recognition of objects with different structural properties.

To improve the performance, we include two more functions by computing the eingenfunctions of the PCA performed on vertex coordinates. We denote the two eigenfunctions as \( f_1 \) and \( f_2 \) and their absolute values as \(|f_1|, |f_2|\). Using \| f\| \in L^2, \| f\|_2 \), together, the BoF reaches its best result 83.20% with 15 visual words learned using k-means. Our method with metric learning solved by [18,43] gets accuracy of 92.90% and 91.70%, respectively. Furthermore, BoF+PD combined using \( \lambda = 12 \) yields recognition accuracy of 93.50%.

To compare our method to the state-of-the-art, we use \( f_1 \) and \( f_2 \) directly and compute the distance by testing two sign possibilities i.e.,

\[
\delta_i \equiv \min \{ d_{\text{eucl}}(D(f_i), D(g_i)), d_{\text{eucl}}(D(f_i), D(-g_i)) \}, i = 1, 2.
\]

where \( f_i \) and \( g_i \) are the \( i \)th PCA eigenfunctions of the two gestures. For comparison, we also consider the classification with only one labeled sample per class (10 templates). Recent methods proposed by Ren et al. [34] and Wang et al. [42] are based on shape segmentation and finger earth mover distance (FEMD) introduced by Ren et al. [34]. As claimed by the authors, this metric is robust to the finger-touching, which also means that adding more labeled gestures with finger-touching into the training set will not sig-

Table 2. Comparison of PD, BoF, SSBoF and ISPM on SHREC 2010 [28].

<table>
<thead>
<tr>
<th>Method</th>
<th>BoF</th>
<th>SSBoF</th>
<th>ISPM</th>
<th>BoF + PD</th>
<th>ISPM + PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>D@1000</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>D@5000</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>1-Rec</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>2-Rec</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 3. Comparison of PD, BoF, SSBoF and ISPM on TOSCA-based dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>BoF</th>
<th>SSBoF</th>
<th>ISPM</th>
<th>BoF + PD</th>
<th>ISPM + PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>D@1000</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>D@5000</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>1-Rec</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>2-Rec</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Figure 6. Persistence computing on gestures. (a) a gesture with its center point in red and starting point in yellow; (b) distance-to-center function \( f_{\text{center}} \); (c) gesture colored by \( f_{\text{center}} \); (d) PD of \( f_{\text{center}} \).

Figure 7. The confusion matrix of (a) BoF, and (b) PD. The gesture classes are displayed on top.
significantly improve accuracy. We validate it using PSD [42] for the settings that 1, 2 or 3 labeled samples are respectively chosen per class. For each setting, 3 trials with different labeled samples (with finger touching) are tested, the mean accuracy of PSD is 94.1%, 93.2%, and 93.1%. We show the comparison with the state-of-the-art in Table 4, the results of other methods are from [34]. PD can reach higher accuracy with more training samples, without sacrificing efficiency, because it avoids the time-consuming shape decomposition stage. With the same training set 20 templates, persistence based method is 95.40%, while PSD is 93.80%.

4.3. Texture Image Classification

Our last experiment is on texture classification. For this we use the standard Outex database [31]. This database consists of 4320 texture images equally categorized into 24 classes. To evaluate our method, we first randomly select 20 images from each class, with one of them acting as a label, and rest are testing samples. We use the CLBP descriptor function [22], which is based on the well-known LBP descriptor [32]. CLBP describes each local region on an image as three discretized components named center (C), sign (S) and magnitude (M). We use CLBP-S, CLBP-MC and CLBP-SMC proposed by Guo et al. [22] as the feature functions since these three functions convey different information. CLBP functions are (1) discrete and severely bounded, (2) have strong local self-repetition. Therefore, the associated PDs contain many points. To efficiently discriminate these PDs, we use persistence landscape method. The dissimilarity is defined as a combination of multiple normalized landscape distances, \( d = \sum_{i=1}^{n} (k_i/k_1) * \psi_{\text{diss}}^{k_i} \), where \( k_i = [100, 200, 500, 800, 1000] \) and \( n = 21 \).

The results are summarized in Table 5. Given these multiple functions, BoF reaches its best result 84.6491% using 100 words. PD with metric learning gives 75.8772%, while the manually chosen relative weights for PD with different functions result in the accuracy 77.4123%. Although higher overall accuracy is always provided by BoF; PD shows its advantage by yielding much higher accuracy in some classes. We show one such example with CLBP-SMC function in Fig. 8. The top two images have larger histogram distance, but their PDs are more similar: fewer points appear on the top-right area, and points in the middle are with higher density. When combining BoF and PD, \( \lambda \) for CLBP-S, CLBP-MC, CLBP-SMC and multiple functions is set as 800,100,165,100, BoF+PD always gives the best performance. Furthermore, we test PD with CLBP-SMC on the whole database, and get accuracy 84.1406%. Its accuracy by BoF is 96.5625%, which is also the reported best in the same settings [22]. By setting \( \lambda = 225 \), we find that BoF+PD gives an even better result 97.0313%.

5. Conclusion and Future Work

In this paper, we present a method for object recognition using topological persistence. Our experiments on a variety of applicable scenarios demonstrate the effectiveness of this approach. PD and BoF capture different information of a function: PD describes its structural properties, while BoF describes the quantity statistic of the function values.

One interesting future direction is to create a principled theoretical framework to combine the PD and BoF for better recognition, and to extend the persistence-based approach to other applications, such as range scans or RGB-D data.
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