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ABSTRACT

Model determination must sometimes be rapidly made because of missing data in a building simulation. This paper will deal about the creation of a new trnsys type using neural network method to create new non linear models. The new type 111 integrates both the models creation process, and the use of this model immediately in simulations. This new type will be used in Hvac building simulation in trnsys environment but it can also be used in a new weather data generator.

Illustration of such a type is made in HVAC simulation, for the determination of the cooling power, or for missing data in meteorological data files like long wave radiation estimation.

1. INTRODUCTION

The use of stochastic models is widespread, for example in climatic variables modelisation studies. Concerning linear models, we can quote (Hong T. and al., 1979), (Van Paassen and al., 1979). These models take into account the evolution of input variables or output variable in time. It can be written for example for an AutoRegressiveXternal model:

\[ y(t) = f(u(t-1), u(t-2), \ldots, u(t-n_u)) + h(y(t-1), y(t-2), \ldots y(t-n_y)) \]

\( y(t) \) stands for the output variable at the time \( t \), \( y(t-1) \) stands for the output variable at the time at the time \( t-1 \) (a lag space of one is taken into account for this variable). \( U(t) \), \( t-1 \), stand for the external input variables that can be used, also with different lag spaces.

As it is hard to find simple linear relations in certain kind of applications, we decided to use neural network as a non-linear black box model. Neural networks are increasingly used in scientific studies, as illustrated by the works of Noorgaard, (Noorgaard M., 1996), and Kemmoku (Kemmoku and al. 1999) for examples.
2. NEURAL NETWORK DESCRIPTION:

Single stage neural network is an assembly of sigmoid functions associated to the input variables with pondered connections. Each neurone of the hidden layer has a network of connections (called synaptic connection) function of the input variables. Each connection has a different weight related to the importance of the connection. The weights $\theta$ are determined in a “learning” phase. This phase requires an experimental database comprising the input variables (the physical variables) of the model, and the expected output of the model. A single stage neural network includes a “hidden” and an “output” layer. Choosing a number of hidden neuron, the number of neuron in the output layer is fixed by the number of predicted outputs.

The learning phase includes the optimisation of the pondered connections by minimising the mean quadratic error $J(k, \theta)$. If we note $s(t)$ the experimental output with $N$ elements, and $y(t,k)$, the output vector calculated at the $k$ iteration:

$$J(k, \theta) = \frac{1}{2N} \sum_{t=1}^{N} (s(t) - y(t,k))^2 = \frac{1}{2N} \sum_{t=1}^{N} (\varepsilon(t, \theta))^2$$

We proceed by iteration, and the weights estimated at iteration $k$ can be obtained by the weights estimated at the iteration $k-1$ with the relation:

$$\theta(k) = \theta(k-1) + \mu f(k-1)$$

For this, we use a Gauss Newton method to optimise the $J$ criteria. This method takes advantage of the first order prediction error approximation:

$$\tilde{\varepsilon}(t, \theta) = \varepsilon(t, \theta)_{k-1} + (\varepsilon'(t, \theta)_{k-1})^T (\theta_k - \theta_{k-1})$$

Using the function $\psi(k, \theta) = \frac{d(y(k, \theta))}{d\theta}$, the gradient $G(k, \theta)$ and the Hessian $R(k, \theta)$ is obtained with the relations:

$$G(k, \theta) = \frac{1}{N} \sum_{i=1}^{N} \psi(k, \theta) \varepsilon(k, \theta)$$

and

$$R(k, \theta) = \frac{1}{N} \sum_{i=1}^{N} \psi(k, \theta)\psi^T(k, \theta)$$

Multiples algorithms can then be used to determine these weights using first initial values, and adjusting them at each iteration of the learning phase. The optimisation algorithm for the search direction choice is based here on the Levenberg Marquardt method. Minimising the $J(k, \theta)$ criterion, this leads to the following relation:

$$f(k-1) = -[R(k, \theta) + \lambda I]^{-1} G(k, \theta)$$

$\lambda$ influences the step size. It’s a function of the mean quadratic error $J(\theta)$. If $\lambda$ increases, the step size is decreased, to find the best approximation of the minimum of $J(\theta)$. If in the opposite case, $\lambda$ is close to zero, the step size increases to change significantly the search direction.

Therefore, because of its performances, such a tool should be interesting to integrate the TRNSYS platform (SEL, 1990), for modelisation and immediate use of non-linear models.

3. DESCRIPTION OF THE TYPE 111.

Type 111 has two aims. The first objective concerns the model determination. The second purpose is the immediate use of the determined non-linear model for simulations. Our type
allows several outputs using for the same entries. See figure 1 for a description of the network.

Using the type 111 needs a succession of stages described below:

a) Choice of the network inputs, lag spaces and number of neuron:
   The choice of the input variables and the lag space for all the variables used is left to the user. He will just have to indicate these numbers in the information window of the type (figure 2). The name and path of the learning data file must be indicated.

b) Parameters estimation:
   The purpose of this stage is to determine the different connections weights thanks to a learning stage. The learning is based upon the minimisation of a quadratic criterion $J$, which is defined as the sum of the squares of the modelisation errors. The algorithm used here is made for a single hidden layer, which is the general configuration used by all users. Multiple hidden layers can be used for specific use. For example, it is useful to simulate simultaneously weekly and daily weather data (Kemmoku, 1999). This step should be studied later.

c) Implementation:
   The optimal number of hidden neurons needed for the model is determined by various tests. Two criterions help evaluating the model. The first is the quadratic average error calculated between the measured output $s(k)$ and the calculated output $y(k)$, during the learning stage. The second is the average quadratic error calculated for a set of different data, allowing to check the network adaptability to new sets of data. It must be noted that too many hidden neurons lead to the diminution of the network adaptability to various sets of data.
4. RESULTS AND DISCUSSION

4.1 Modelling HVAC system

The simulation of thermal behaviour of building is a way to reduce the energy demand. Many model of HVAC have been developed these last years. We can distinguish two different types: the steady state models and the dynamic model. As the new thermal regulation in France uses dynamic models to evaluate building consumption in case of heating. There is a need of dynamic models in case of cooling. Beside detailed dynamic models, which are use by HVAC manufacturer for design purpose, many simplified models allow to determine thermal loads of buildings. These models are very helpful for building designers as long as they remain easy and fast to use. Several dynamic models have been developed in Reunion Island University, based on manufacturer’s data. It appears that transient behaviour of the HVAC system is very difficult to consider. For example, the coefficient of performance over a long simulation period can vary from 1.2 to 3.5 depending on the part load factor. The on/off cycling of the system, which is difficult to evaluate, modifies its performance. A neural network using experimental data can simulate the consumption of the system taking into account its transient behaviour and the non-linear phenomena induced.

The model used is based on experiments carried out on a test cell, in real climatic conditions. The output values can be chosen by the user between the set of measured data (i.e.: the total, the sensible, the latent cooling power and the electrical power). The input data are the dry outside air bulb, the dry inside air bulb and the inside relative humidity. A previous study including the use of neural network based on manufacturer’s data has been
developed with matlab software (Fock and al., 2000). Two time steps have been tested, a short time step file of one minute and an hourly time step. The hourly data are determined as the average value (on one hour) of the minute data. The short time step file includes 10000 measurements and the hourly file 400. Beside the learning file size, we also test the influence of the neural network parameters (i.e.: number of neurons, number of input and output antecedents). For both learning file we ran simulations with two and three neurons and a number of antecedent varying from two to four. The table 1 below presents the results obtained for each model.

Table 1: Results of models

<table>
<thead>
<tr>
<th>Time step of learning file</th>
<th>Models</th>
<th>Number of neurons</th>
<th>Number of input antecedent (lag space)</th>
<th>Number of output antecedent (lag space)</th>
<th>Mean of residual</th>
<th>Standard deviation of residual</th>
<th>Average relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minute</td>
<td>M244</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>-0.021</td>
<td>1.449</td>
<td>-0.014</td>
</tr>
<tr>
<td></td>
<td>M233</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>-0.270</td>
<td>1.674</td>
<td>-0.178</td>
</tr>
<tr>
<td></td>
<td>M222</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.180</td>
<td>1.043</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>M322</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>-0.624</td>
<td>1.174</td>
<td>-0.411</td>
</tr>
<tr>
<td>Hour</td>
<td>H344</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0.010</td>
<td>0.300</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>H333</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>-1.034</td>
<td>0.853</td>
<td>-1.001</td>
</tr>
<tr>
<td></td>
<td>H322</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>-0.012</td>
<td>0.207</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>H222</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.003</td>
<td>0.207</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>H233</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0.007</td>
<td>0.132</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>H244</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>0.015</td>
<td>0.167</td>
<td>0.015</td>
</tr>
</tbody>
</table>

The best results were obtained for the model H222 with two neurons and two antecedents for the inputs and outputs. The more accurate short time model is the model M244 with two neurons and four antecedents.

Figures 3 and 4: Results of hourly and minute simulations with trnsys type 111.
It appears that, the neural network is very sensitive to learning file quality. The network better evaluates hourly data since the variations of the inputs are weak and smooth. One can also notice that best results are obtained with few neurons (2). The computing time decreases as the accuracy increases. The combination of number of neurons, number of antecedent will not leads to similar accuracy with the hourly time step and short time steps learning file. To give good results, neural network parameters must be adjusted to the purpose of the simulation. To define the best parameters, it is convenient to run simulations using simulation entries identical to learning data. Once the network is adjusted, simulations can be run with the real data.

5. CONCLUSION AND OUTLINES

To evaluate the accuracy of the models and to adjust the parameters, we used the type 111 alone to focus on its output. Then the model is included in building simulation project were the data under study is the inside temperature and the relative humidity of the zone. In this case we use the temperature and the relative humidity of the previous time step to feed the neural network. The output under study is the cooling power in the zone for the present time step. An assembly panel of the building project simulation is presented in figure 5:

![Figure 5: TRNSYS assembly panel of a simulation project including Type 111](image)

Results will be given in a further work. The algorithm used for the determinations of weights in the neural network can be optimised by including a “pruning” method, which leads to the automatic determination of the optimised number of hidden neurons. The use of genetic algorithm can ameliorate the time delay for the learning phase (Cegout, 1994). Some studies have been made for the optimisation. Its is absolutely necessary to test the robustness of the type with any sets of data or variables, so, the next step will be to test it in the aim of weather data modelisation (Adelard, 2000).
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