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Abstract

There is a strong genetic variability among plants, even of the same variety, which, combined with the locally varying environmental conditions in a given field, can lead to the development of highly different neighboring plants. This is one of the reasons why population-based methods for modeling plant growth are of great interest. GreenLab is a functional structural plant growth model which has already been shown to be successful in describing plant growth dynamics primarily at individual level. In this study, we extend its formulation to the population level. In order to model the deviations from some fixed but unknown important biophysical and genetic parameters we introduce random effects. The resulting model can be cast into the framework of nonlinear mixed models, which can be seen as particular types of incomplete data models. A stochastic variant of an EM-type algorithm (Expectation-Maximization) is generally needed to perform maximum likelihood estimation for this type of models. Under some assumptions, the complete data distribution belongs to a subclass of the exponential family of distributions for which the M-step can be solved explicitly. In such cases, the interest is focused on the best approximation of the E-step by competing simulation methods. In this direction, we propose to compare two commonly used stochastic algorithms: the Monte-Carlo EM (MCEM) and the SAEM algorithm. The performances of both algorithms are compared on simulated data, and an application to real data from sugar beet plants is also given.
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1 Introduction

There is a naturally high genetic variability among plants, even coming from the same variety, which is the guarantee for a better resistance to diseases or pest attacks, and enhance their ability to adapt to changing environmental conditions. In the same way, even in a given field, locally varying soil or environmental conditions can lead to the development of two significantly different neighboring plants. This inter-individual variability can have an impact at the agrosystem level, as shown for example by Brouwer et al. (1993), who demonstrated how soil and crop micro-variability can have an impact on the final yield, as some parts of the field can be more adapted to dryness and can compensate less good performances obtained in other parts of the field. Similarly, Renno and Winkel (1996) showed how asynchronous flowering can prevent plants from suffering from short-term stresses.

However, current practices in plant growth models rarely take this variability into account. Among the three different families of plant growth models (Vos et al., 2007), the most promising approach is the one based on functional-structural models (FSPM), describing the evolution of the plant structure, driven by the underlying ecophysiological processes (e.g. Sievänen et al. (2000)). These models make a fine description of the individual plant at the organ level and are an improvement over process-based models where plants are described only at the level of organ compartments and the crop production is only computed at the square meter level. However, while this level of description make these models very appealing, their calibration is often based on averaged individuals, which is not fully satisfactory since it only gives a partial representation of the field production, in addition to the subsequent loss of information. Moreover, the extrapolation of individual-based models to the field scale is still at its early stages, as far as plant growth is concerned. It mostly concerns competition for light (e.g. Cournède et al. (2008) or Fournier and Andrieu (1999)), and the growth of each individual plant is simulated taking into account a competition index. However, their application in real cases is difficult since it is not possible, in practice, to describe exhaustively all the individuals of a given population.

In this study, we propose an extension of the individual-based Greenlab model, based on a bottom-up approach: the growth of each individual plant in a given field can be characterized by the same set of equations as in the classical Greenlab model, but some of the model parameters are specific to this individual, and can therefore be considered as random effects. The resulting model can be cast into the framework of nonlinear mixed-effects models (Davidian and Giltinan, 1995, 2003), which can in turn be seen as incomplete data models, the random effects being the unobserved data. In this context, maximum likelihood estimators of the parameters can be obtained using an appropriate stochastic variant of the EM-algorithm (Expectation-Maximization) (Kuhn and Lavielle, 2005).

Due to the nonlinearity of the model, the E-step is in general analytically intractable, and an approximation of the so-called $Q$-function is therefore necessary. Nevertheless, under suitable assumptions, the M-step can be resolved explicitly. Moreover, in our case, the complete data distribution belongs to the
exponential family, for which simplifications of each step of the algorithm are available and convergence properties are established more easily. The observed Fisher Information Matrix can be easily computed in this case using Louis’ missing information principle (Louis, 1982).

Several approaches have been developed to deal with an intractable E-step. A first approach was given by Wei and Tanner (1990) who proposed to replace exact evaluations of the $Q$-function by Monte-Carlo approximations. When direct simulation from the distribution of the hidden data given the observed ones is not possible, McCulloch (1994, 1997) suggested that a Markov Chain Monte Carlo approach can be used instead, which lead to the definition of the MCMC-EM algorithm. Other possibilities exist to simulate the hidden data, for example variants of sequential importance sampling and we refer the interested reader to Jank (2005) and Jank (2006a) for a general description of the different methods.

In the context of individual plant growth modeling we also refer to Trevezas and Cournède (2013) and Trevezas et al. (2013) for adaptations and comparisons of the aforementioned stochastic variants. A different way of simulating the $Q$-function was originally proposed by Delyon et al. (1999). The authors used stochastic approximation (Robbins and Monro, 1951) of the $Q$-function (hence the name of SAEM for Stochastic Approximation of EM), where simulations of previous iterations are used with a weight that decreases with the distance to the current iteration. We propose in this paper a comparison of these two algorithms on several sets of simulated data, and an application to real data from sugar beet plants.

The rest of the paper is organized as follows. In Section 2, we introduce the Greenlab model and give its formulation as a nonlinear mixed model. In Section 3, we detail the maximum likelihood estimation using the EM algorithm and the computation of confidence intervals using the expected Fisher Information Matrix. The approximation of the $Q$-function using two stochastic variants of the EM-algorithm is given in Section 4: the MCMC-EM is described in Section 4.1 and the SAEM is described in Section 4.2. In Section 5 we apply the two aforementioned methods on simulated and real data sets from the sugar beet.

\section{A population-based version of the Greenlab model}

The Greenlab model is a functional-structural model, combining rules for (i) biomass (mass for living organisms) production and allocation (functional part), and (ii) architectural development at the organ level (structural part). It was introduced by de Reffye and Hu (2003), and represented as a discrete dynamic system in Cournède et al. (2006). Parameter estimation methods for this model are reviewed in Cournède et al. (2011). Some recent advances for parameter estimation in the presence of modeling errors can be found in Trevezas and Cournède (2013) and Trevezas et al. (2013). All these approaches assume that a single individual is observed, and when data from several plants are available, they rely on the construction of an ‘average’ plant. Here, we present how the individual-based model can be
extrapolated at the population scale to take into account the inter-individual variability, and we choose the sugar beet plant for our validation test. The sugar beet is a biennial plant that is usually harvested at the end of its first development stage for its fleshy root. At this stage, its architecture is quite simple as the plant can be decomposed into leaves (with two types of organs, blades and petioles) and the root system. We thus consider 3 types of organs denoted by $\mathcal{O} = \{b, p, r\}$, where $b$ stands for blade, $p$ for petiole and $r$ for root. Each blade and each petiole are indexed by their rank $n$ (starting from the inferior and older leaf). The data predicted by the model and from which the model hidden parameters will be estimated are illustrated in Figure 1: at the measurement time $t_{max}$, the masses of blades and petioles are given as functions their ranks for all the measured individuals.

2.1 Description of the Individual-Based Greenlab model

For an individual plant, the model predicts the evolution of all organ masses from germination, with a daily time step. The original version of the GreenLab model for sugar beet can be found in Lemaire et al. (2008). Three major biological phenomena have to be considered: organogenesis, that drives the creation of new organs, biomass production, by leaf photosynthesis, and biomass allocation, which corresponds to the distribution of the produced biomass to all the expanding and newly created organs according to their sink strengths (via a barycentric model).

Organogenesis. From the initial creation of the two cotyledons at germination, the sugar beet produces new leaves rhythmically. The main factor determining the rate of leaf appearance is temperature.
For this reason it is very convenient to introduce the notion of thermal time, which is defined as follows:

\[ \tau(t) = \int_0^t \max(0, T(s) - T_b) \, ds, \quad t \geq 0, \]

and represents at calendar time \( t \), the accumulated sum of temperatures above a base temperature \( T_b \) (chosen as 0°C for sugar beet, Lemaire et al. (2008)) from the time of germination until time \( t \).

A piecewise linear function with two phases (corresponding to two distinct rates of leaf appearance) was shown to model pretty well sugar beet organogenesis Lemaire et al. (2008). In the sequel, for a leaf of rank \( n \), we denote by \( \tau_n \) its thermal time of initiation, \( \tau_n^e \) its expansion period, and \( \tau_n^s \) its lifetime. The thermal time of initiation of root is thus equal to \( \tau_1 \), and we denote by \( \tau_1^e \) its corresponding expansion period. We assume that root does not get senescent, and that initiation, expansion and lifetime of the blade and petiole of the same leaf are identical.

We consider in this study that all the parameters of the organogenesis model \((\tau_n, \tau_n^e, \tau_n^s, \forall n)\) are known (obtained by direct monitoring of the appearance, expansion and senescence of leaves, see Lemaire et al. (2008)).

**Biomass production.** The seed mass gives the initial biomass. After the appearance of the first couple of leaves (these leaves are called the cotyledons and are preformed in the seed), biomass production during day \( t \) is assumed to be given by:

\[ F(t; p^\ast) = u_t \mu s^{pr} \left( 1 - \exp \left( -0.7 \frac{s^{act}(t; p^{al})}{s^{pr}} \right) \right), \quad t \geq 1, \quad (1) \]

where \( u_t \) stands for the environmental condition on day \( t \) (usually, the photosynthetically active radiation), 0.7 is the value of the Beer-Lambert coefficient of light extinction for the sugar beet, \( s^{pr} \) is an empirical coefficient related to the space occupied by the plant on the ground and is thus important to account for the competition between plants, specifically regarding light interception, \( \mu \) is the radiation use efficiency which is characteristic of the plant photosynthetic capacity, \( s^{act}(t; p^{al}) \) is the photosynthetically active blade area at the beginning of day \( t \). It is given by the sum of the surface areas of all non senescent blades, while the surface area of one blade is simply deduced from its mass, divided by a constant parameter \( e \) (mass per unit area, directly measured on plants). Therefore, \( s^{act} \) is written as a function of the allocation parameter vector \( p^{al} \) described in the next paragraph, and its equation is given in Equation (3). The set of unknown parameters is \( p^\ast = (\mu, s^{pr}, p^{al}) \).

**Biomass allocation.** A basic assumption of the Greenlab model is that biomass allocation to all expanding organs is proportional to organ specific functions, called sink functions. At a given time \( t \), these functions depend on the type of organ and on its expansion stage
The initial phase corresponds to germination (from initiation to emergence) in which the seed biomass is distributed to the cotyledons and root system. After emergence, the biomass produced by photosynthesis given by (1) is distributed to all expanding organs. In both cases, at time $t$, allocation to an organ of type $o$ and of rank $n$, is proportional to the following sink strength:

$$s_{o,n}(t; p^a_o) = c \gamma_o \left( \tau_o(t) - \tau_n \over \tau_n^a \right)^{a_o - 1} \left( 1 - \tau_o(t) - \tau_n \over \tau_n^a \right)^{b_o - 1} 1_{\tau_n \leq \tau_o(t) \leq \tau_n + \tau_n^e},$$

where $p^a_o = (\gamma_o, a_o, b_o)$ for $o \in O$, $c$ is the normalizing constant of the beta law $B(a_o, b_o)$ and $\gamma_o$ is a multiplicative factor relative to the biomass attraction strength for the organ of type $o$. By convention, and since it is a barycentric model, we choose $\gamma_b = 1$ for the blades.

The sum of all sink strengths on day $t$ defines the total biomass demand $d(t; p^a)$. It is simply given by:

$$d(t; p^a) = s_{r,1}(t; p^a_r) + \sum_{o=b,p} \sum_{n \geq 1} s_{o,n}(t; p^a_o).$$

Note that in the sum, most sinks are null (only those for organs whose initiation time and expansion duration has not elapsed are non null). The ratio $s_{o,n}(t; p^a_o)/d(t; p^a)$ determines the percentage of the produced biomass $F(t; p^*)$ which is allocated to the organ of type $o$ and rank $n$ at the end of day $t$. We can thus deduce $q_{o,n}(t; p^a_o)$, the mass of organ of type $o$ and rank $n$ at the beginning of day $t$:

$$q_{o,n}(t; p^a_o) = \sum_{u=1}^{t-1} s_{o,n}(u; p^a_o) F(u; p^*) / d(u; p^a) \text{.}$$

Finally, the active blade surface area at time $t$ is given by:

$$s^{act}(t; p^a) = \frac{1}{e} \left( \sum_{n \in L(t)} \sum_{u=1}^{t-1} s_{b,n}(u; p^a_o) F(u; p^*) / d(u; p^a) \right)$$

with $L(t) = \{ n \geq 1 \text{ such that } \tau_{t-1} - \tau_n < \tau_n^s \}$, the set of all non-senescent leaves at the beginning of day $t$.

### 2.2 A two-stage formulation of the model

In order to account for inter-individual variability, random effects are introduced in the Greenlab model, which can then be seen as a two-stage hierarchical one. In the first stage we characterize the intra-individual variability, i.e., the variation of measurements from the same individual, using the Greenlab model. We obtain for each plant a set of subject-specific parameters, the inter-individual variation of which is accounted for in a second stage.
First-stage: intra-individual variation.

Let us denote by \( y = (y_{i,n})_{1 \leq i \leq s, 1 \leq n \leq n_i} \) the log-values of the observed biomasses of organs of rank \( n \) for plant \( i \), at the beginning of day \( t_{\max} \) (corresponding to the measurement day), with \( n_i \) the number of leaves for plant \( i \). By defining \( \log x := (\log x_1, \ldots, \log x_d) \) for a \( d \)-dimensional vector \( x \), we assume the following log-additive measurement error model:

\[
y_{i,n} = \log G_n(\phi_i) + \epsilon_{i,n},
\]

where \( \phi_i \) is the vector of parameters specific to plant \( i \), \( G_n \) is the vector-valued function of the theoretical biomasses of organs of rank \( n \) deduced from Equation (2) and given by:

\[
G_n(\phi_i) = \left( \sum_{t=1}^{t_{\max}-1} \frac{s_{o,n}(t; p_{al})}{d(t; p_{al})} F(t; \phi_i) \right)_{o \in O},
\]

\( t_{\max} \) is the day at which observations are made and all the other quantities which appear in (5) are defined in Section 2.1. The error terms \( \epsilon_{i,n} \) are mutually independent random variables and

\[
\Sigma_n = \begin{cases} 
\text{diag}\{\Sigma_{b,p}, \sigma_r^2\}, & \text{if } n = 1, \\
\Sigma_{b,p}, & \text{if } n > 1,
\end{cases}
\]

Second-stage: inter-individual variation.

In this second stage we assess the variability of the subject-specific parameters \( \phi_i \). We assume the following model for the vector \( \phi_i = (\phi_{i,1}, \ldots, \phi_{i,P})^t \), with \( P \) the number of random parameters:

\[
\phi_i = \beta + \xi_i,
\]

where \( \beta \) is the \( P \)-dimensional vector of fixed effects and \( \Gamma = \text{diag}\{\sigma_1^2, \ldots, \sigma_P^2\} \) is a diagonal covariance matrix. If the domain for some of the parameters under consideration is not \( \mathbb{R} \), either due their definition or because of biological constraints, then it could be possible to make appropriate reparameterizations in such a way that (7) holds for the transformed parameters. Nevertheless, we stress the fact that multinormal assumptions could also not be valid in some application contexts. Moreover, the number of parameters which are considered with random effects could be a subset of \( p^* \) given in Section 2.1. For
the specific choice that we make in the simulated example and the real data application, see Section 5. For some possibilities to take into account fixed effects we refer to Remark 3 and the comments before.

3 Maximum likelihood estimation

Let us denote the overall parameter vector by \( \theta \), with \( \theta \in \Theta \subseteq \mathbb{R}^d \). In our case, \( \theta = (\beta, \sigma^2_1, \ldots, \sigma^2_p, \Sigma_{b,p}, \sigma^2_r) \) and it contains the parameters which are used to describe the intra-individual and the inter-individual variability as well as those related to the distribution of the measurement errors. In order to compute the maximum likelihood estimator (MLE) of \( \theta \), we need to compute the likelihood of the model, which will be in general analytically intractable due to the nonlinearity of \( G_n \). However, our model can be seen as an incomplete data model, with \( y = (y_{i,n}, 1 \leq i \leq s, 1 \leq n \leq n_i) \), the observed data, and the random effects \( \phi = (\phi_i, 1 \leq i \leq s) \) being the unobserved data.

In the sequel, we will denote each probability density by \( f(\cdot; \theta) \), and the associated random variables will be distinguished by the first argument of \( f \). For example, \( f(y; \theta) \) denotes the probability density of the observed data, \( f(\phi; \theta) \) the density of the unobserved data or random effects, and \( f(y | \phi; \theta) \) the density of the observed data given the unobserved ones. The likelihood of the observed data can then be expressed according to the likelihood of the complete data \( x := (y, \phi) \) using:

\[
L(y; \theta) := \int f(y, \phi; \theta) \, d\phi = \int f(y | \phi; \theta)f(\phi; \theta) \, d\phi. \tag{8}
\]

In such cases, an appropriate variant of an EM-algorithm (Expectation-Maximization) can be implemented to approximate the MLE. The EM-algorithm has a long history: the underlying principles of the algorithm were first evoked by Orchard and Woodbury (1972) as the “missing information principle” and by Sundberg (1974) in the special case of the exponential family. Dempster et al. (1977) presented a generalization of the algorithm and named it the EM-algorithm. It was further developed by many authors to cover extensions and generalizations (see McLachlan and Krishnan (2007) for more details).

Each iteration of the EM algorithm consists in two steps: (i) an expectation step (E-step) in which the conditional expectation of the complete data log-likelihood given the observed data, the so-called \( Q \)-function, is computed under the current parameter value, and (ii) a maximization step (M-step) in which the parameters are updated by maximizing the \( Q \)-function obtained in the E-step. At each iteration, the increase of the \( Q \)-function results in an increase of the incomplete data log-likelihood.

However, in the special case where the complete data likelihood belongs to the exponential family, these two steps can be written in a simpler form with the use of sufficient statistics. Indeed, in this case the probability density of the complete data can be written as:

\[
f(y, \phi; \theta) = h(y, \phi) \exp \left\{ \langle s(\theta), t(y, \phi) \rangle - a(\theta) \right\},
\]
where \( \langle \cdot , \cdot \rangle \) denotes the scalar product on \( \mathbb{R}^n \). It is more convenient to work with the natural parameterization \( \eta = s(\theta) \) of the model, with \( s : \Theta \rightarrow \Omega \), for which calculations are easier. If the dimensions of \( \Theta \) and \( \Omega \) are identical, the model is said to belong to the regular exponential family. The density can then be written as:

\[
f(y, \phi; \eta) = h(y, \phi) \exp \{ \langle \eta, t(y, \phi) \rangle - b(\eta) \},
\]

where

\[
e^{b(\eta)} = \int e^{\langle \eta, t(y, \phi) \rangle} h(y, \phi) \, d\phi \, dy.
\]

In particular, \( b(\eta) \) is the logarithm of the Laplace transform of the measure \( \nu \circ t^{-1} \), where \( \nu(d\phi, dy) := h(y, \phi) \lambda(d\phi, dy) \), and \( \lambda \) is the Lebesgue measure of an appropriate dimension indicated by \((y, \phi)\). It is therefore analytic and by differentiation under the integral sign, we have the following relationship:

\[
\nabla b(\eta) = \mathbb{E}_\eta(t(y, \phi)).
\]

Another interesting property of the exponential family is the relationship between \( b \), the sufficient statistics and the Fisher information matrix given by:

\[
\text{Cov}_\eta(t(y, \phi)) = \nabla^2 b(\eta) = \mathcal{I}(\eta).
\]

In our case, let us decompose \( \theta \) as \( \theta = (\theta_1, \theta_2) \), where \( \theta_1 = (\beta, \Gamma) \) and \( \theta_2 = (\Sigma_{b,p}, \sigma_r^2) \). By the particular structure of this model and the multinormal assumptions given in Section 2.2, we have

\[
f(y, \phi; \eta) = \exp \{ \langle \eta_1, t_1(\phi) \rangle - b_1(\eta_1) \} \exp \{ \langle \eta_2, t_2(y, \phi) \rangle - b_2(\eta_2) \},
\]

where

\[
\eta_1 = s_1(\theta_1) = (\Gamma^{-1} \beta, \Gamma^{-1})^t := (\eta_{11}, \eta_{12})^t,
\]

\[
\eta_2 = s_2(\theta_2) = (\Sigma_{b,p}^{-1}, \sigma_r^{-2})^t := (\eta_{21}, \eta_{22})^t,
\]

\[
t_1(\phi) = \left( \sum_{i=1}^s \phi_i, -\frac{1}{2} \sum_{i=1}^s \phi_i \phi_i^t \right)^t,
\]

\[
t_2(y, \phi) = -\frac{1}{2} \left( \sum_{i=1}^s \sum_{n=1}^n (y_{i,n} - G_n(\phi_i))(y_{i,n} - G_n(\phi_i))^t, \sum_{i=1}^s (y_{i,1} - G_1^r(\phi_i))^2 \right)^t,
\]

\[
b_1(\eta_1) = \frac{sP}{2} \log 2\pi - \frac{s}{2} \log |\eta_{12}| + \frac{s}{2} \eta_{12}^{-1} \eta_{11},
\]

\[
b_2(\eta_2) = \frac{s + 2 \sum_{i=1}^s n_i}{2} \log 2\pi - \frac{\sum_{i=1}^s n_i}{2} \log |\eta_{21}| - \frac{s}{2} \log \eta_{22}.
\]

Remark 1. The use of matrices for the sufficient statistics leads to the use of the following scalar product
on $\mathcal{M}_m(\mathbb{R})$: for every matrices $A$ and $B$ in $\mathcal{M}_m(\mathbb{R})$, $\langle A, B \rangle := \text{Tr}(A^t B)$.

The two steps of the EM-algorithm are described below:

### 3.1 E-step

At iteration $k$, the E-step of the algorithm consists in the computation of the $Q$-function given the current parameter value $\theta^k$. In the case where the complete data distribution belongs to the exponential family, this step is reduced to the computation of the conditional expectation of the sufficient statistics given the observed data $y$ under the current parameter value (see, e.g., McLachlan and Krishnan (2007), p. 22):

$$t^{(k)} = \mathbb{E}_{\theta^k}(t(y, \phi) \mid y), \quad (16)$$

and the $Q$-function is given by $Q(\theta; \theta^k) = \langle s(\theta), t^{(k)} \rangle - a(\theta)$. In our case, by (13), (15) and our assumptions, the step is reduced to the computations

$$t_1^{(k)} = \mathbb{E}_{\theta^k}(t_1(\phi) \mid y) = \sum_{i=1}^n \mathbb{E}_{\theta^k}(t_{i,1}(\phi_i) \mid y_i), \quad (17)$$
$$t_2^{(k)} = \mathbb{E}_{\theta^k}(t_2(y, \phi) \mid y) = \sum_{i=1}^n \mathbb{E}_{\theta^k}(t_{i,2}(y_i, \phi_i) \mid y_i), \quad (18)$$

where $t_{i,1}$ and $t_{i,2}$ correspond to the $i$-th summand of $t_1$ and $t_2$ respectively, given by (15).

Unfortunately, these conditional expectations can not be computed analytically, and have to be approximated. We discuss in Section 4 two approximation methods based on Markov Chain Monte Carlo methods.

### 3.2 M-step

In the M-step of the algorithm, we maximize the $Q$-function with respect to (w.r.t.) $\theta$. In the exponential family case, this step reduces to the resolution of the following equation:

$$\nabla_\eta b(\eta) = t^{(k)}. \quad (19)$$

This can be seen directly by taking the conditional expectation of the logarithms of each member of (9) (under $\theta^k$) and by setting the gradient w.r.t. $\eta$ equal to zero. In several cases this equation can be solved explicitly and this leads to an explicit M-step. In our case the following result holds.

**Proposition 1.** Under the assumption that the covariance matrix $\Gamma = \text{diag}\{\sigma_1^2, \ldots, \sigma_P^2\}$ of the random effects is of full rank, then the EM-update equations of the nonlinear mixed model given by (4) and (7)
are given as follows:

\[
\hat{\beta} = \frac{1}{s} \sum_{i=1}^{s} E_{\theta_k}(\phi_i \mid y_i),
\]

\[
\hat{\sigma}^2_j = \frac{1}{s} \sum_{i=1}^{s} E_{\theta_k}(\phi_{i,j}^2 \mid y_i) - \hat{\beta}^2_j, \quad j = 1, \ldots, P,
\]

\[
\hat{\Sigma}_{b,p} = \frac{1}{\sum_{i=1}^{s} \sum_{n=1}^{n_i} \sum_{i=1}^{s} \sum_{n=1}^{n_i} E_{\theta_k} \left[ (y_{i,n} - \log G_n(\phi_i))(y_{i,n} - \log G_n(\phi_i))^{\top} \mid y_i \right],
\]

\[
\hat{\sigma}^2_r = \frac{1}{s} \sum_{i=1}^{s} E_{\theta_k} \left[ (y_{r,i,1} - \log G_{r,1}(\phi_i))^2 \mid y_i \right],
\]

(20)

where \(y_{i,1}\) in the expression of \(\hat{\Sigma}_{b,p}\) is restricted to blade and petiole only.

Proof. Due to the particular decomposition of \(f(y, \phi; \eta)\) given by (13), solving equation (19), which is generally valid for members of the exponential family, is equivalent to solving separately for \(j = 1, 2, \ldots, P\), 

\[
\nabla_{\eta_j} b_j(\eta_j) = t_j^{(k)},
\]

(21)

w.r.t. \(\eta_j\), where \(\eta_j\) and \(b_j(\eta_j)\) are given by (15) and \(t_j^{(k)}\) by (17). It is easy to obtain the solutions of (21) and then use the inverse transformations \(s^{-1}_j(\eta_j)\) to obtain the solutions for \(\theta_1\) and \(\theta_2\). The solutions for all the components are given by (20) and indeed correspond to a unique maximum. 

We can see from equations (11), (16) and (19) that in the exponential family case, the repetition of the two steps of the algorithm amounts to iteratively fit \(\theta\) by trying to match the conditional and the unconditional expectations: ultimately, when the algorithm has reached convergence for a given \(\tilde{\theta}\), these two quantities are indeed equal.

### 3.3 Convergence of the EM algorithm

In the special case where the complete-data likelihood belongs to the exponential family, the convergence of the EM algorithm has been studied by various authors, including Sundberg (1974), Dempster et al. (1977), and Wu (1983), which corrected a mistake in the proof of Dempster et al. (1977) (see also Delyon et al. (1999) or Fort and Moulines (2003)). We recall here the assumptions required for the convergence of the EM as given by Fort and Moulines (2003) and show how they apply in our case.

In the sequel, \(\lambda\) will denote the Lebesgue measure on \(\mathbb{R}^n\), and \(\ell_c\) the log-likelihood of the complete data, so that \(\ell_c(t; \theta) := \langle s(\theta), t \rangle - a(\theta)\). The required assumptions are given as follows:

(M1) The parameter space \(\Theta\) is an open subset of \(\mathbb{R}^d\), with \(d\) the dimension of \(\theta\).

(M2) (a) The functions \(a : \Theta \to \mathbb{R}\) and \(s : \Theta \to \mathbb{R}^d\), defined in (13), are continuous on \(\Theta\), and \(t : \mathbb{R}^{q+l} \to \mathcal{T} \subseteq \mathbb{R}^d\) is continuous on \(\mathbb{R}^l\).
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(b) for all \( \theta \) in \( \Theta \), \( \ell(\theta) := \int t(y, \phi)f(\phi|y; \theta)\lambda(d\phi) \) is finite and continuous on \( \Theta \),

c) there exists a continuous function \( \hat{\theta} : \mathcal{T} \to \Theta \) such that for all \( t \in \mathcal{T} \), \( \ell_c(t; \hat{\theta}(t)) = \sup_{\theta \in \Theta} \ell_c(t, \theta) \),

d) the observed-data likelihood \( L \) defined by \( L(\theta) = \int f(y, \phi; \theta)\lambda(d\phi) \) is positive, finite and continuous on \( \Theta \),

e) for all \( M > 0 \), the level set \( \{ \theta \in \Theta, L(\theta) \geq M \} \) is compact.

(M3) Denoting the set of stationary points of the algorithm by \( \mathcal{L} := \{ \theta \in \Theta, \hat{\theta} \circ \bar{t}(\theta) = \theta \} \), we have that either \( L(\mathcal{L}) \) is compact or for all compact sets \( K \subseteq \Theta, L(\mathcal{L} \cap K) \) is finite.

Remark 2. i) Assumptions (M2)(a) and (b) correspond to the assumption made by Wu (1983) that the \( Q \)-function must be continuous on both \( \theta \) and \( \theta^k \). Indeed, in the case of a regular exponential family, the \( Q \)-function is always continuous on \( \theta \) whenever \( s \) and \( a \) are continuous, which is controlled by (M2)(a), and it is continuous on \( \theta^k \) when (M2)(b) is valid.

ii) Assumption (M2)(e) could be restrictive for applications. Nevertheless, it could be weakened as follows:

\( (e^*) \) there exists an \( M_0 \geq 0 \), such that for all \( M > M_0 \), the level set \( \{ \theta \in \Theta, L(\theta) \geq M \} \) is compact.

Notice that for \( M_0 = 0 \), (M2)(e*) is identical to (M2)(e), so (M2)(e*) is weaker than (M2)(e). Moreover, the ascent property of the EM algorithm guarantees that if there exists an \( n \in \mathbb{N} \), such that \( L(\theta^n) > M_0 \), then under this condition the sequence of EM iterates finally concentrates on a compact subset.

In our case, as we assumed a diagonal covariance matrix for the random effects, we have the following representation of \( \theta = (\beta, \sigma^2, \sigma^2_b, \sigma^2_p, \rho, \sigma^2_r) \), where \( \sigma^2 \) is a vector of size \( P \) containing the variances of the random effects (i.e. the diagonal elements of \( \Gamma \)) and we have:

- \( \beta \in \mathbb{R}^P \) for \( j = 1, \ldots, P \) (transformations can be applied to the original parameters to ensure that their domain of variation is \( \mathbb{R} \), for example logarithmic transformation for strictly positive parameters)
- \( \sigma^2 \in (\mathbb{R}_+^*)^P, \sigma^2_b, \sigma^2_p, \sigma^2_r \in \mathbb{R}_+^* \),
- \( \rho \in (-1, 1) \), which corresponds to the assumption that the covariance matrix \( \Sigma_{b,p} \) is non-singular (given that \( \sigma^2_b, \sigma^2_p \in \mathbb{R}_+^* \)).

Finally, \( \Theta = \mathbb{R}^P \times (\mathbb{R}_+^*)^{P+3} \times (-1, 1) \) which is an open subset of \( \mathbb{R}^{2P+4} \), so (M1) is verified.

(M2)(a) is trivially verified, and assumption (M2)(c) is also valid using the explicit equations for the M-step given by (20). Indeed, the function \( \theta \mapsto \ell_c(t; \theta) \) is strictly concave so that \( \hat{\theta} \) is well defined, and it is also continuous as a consequence of the implicit function theorem. Assumption (M2)(b) follows from the properties of the exponential family, as explained in Sundberg (1974). The conditional probability
density of \( \phi \) given \( y \) w.r.t. the Lebesgue measure on \( \mathbb{R}^t \) and using the natural parametrization \( \eta = s(\theta) \) is given by:

\[
 f(\phi|y; \eta) = \exp\{ \langle \eta, t(y, \phi) \rangle - b_y(\eta) \},
\]

where

\[
e^{b_y(\eta)} = \int e^{\langle \eta, t(y, \phi) \rangle} \lambda(d\phi).
\]

Similarly to the function \( b \) defined in (10), \( b_y \) is also the Laplace transform associated with the image measure of \( \lambda \) by the application \( t \), from which it follows that it is infinitely differentiable on \( \Omega \). As we have:

\[
 \nabla b_y(\eta) = \mathbb{E}_{\eta}(t(y, \phi) | y) = \bar{t}(\eta),
\]

the application \( \bar{t} \) is continuous and finite on \( \Omega \). As the inverse transformation \( s^{-1}(\eta) \) is continuous, \( \bar{t} \) is also continuous and finite on \( \Theta \) and (M2)(b) is verified.

Condition (M2)(d) also holds. By (9) with \( h = 1 \) (see also (13)) and (22), we finally have that \( L(\eta) = \exp\{ b_y(\eta) - b(\eta) \} \), where \( b_y(\eta) \) and \( b(\eta) \) are analytic and this shows that \( L \) is positive, finite and continuous.

In the following proposition we give a very weak condition to ensure that \( L(\theta) \) is bounded, which is of course a prerequisite for the existence of the MLE. The proof can be found in the Appendix, together with a second proof of the continuity of \( L \) without using Laplace transforms. This proof has an independent interest and uses a different representation of the likelihood function which is particularly adapted to models with random effects and it also illustrates that condition (M2)(e*) that we give in this paper is more appropriate than (M2)(e), since the latter is generally not satisfied for models with random effects.

**Proposition 2.** The likelihood function \( L(\theta) \) is continuous and if we assume that this condition holds:

\[
 \inf_{\beta \in \mathbb{R}^p} (\det \Sigma(\beta)) > 0 \quad \text{and} \quad \inf_{\beta \in \mathbb{R}^p} (\sigma^2_r(\beta)) > 0,
\]

then \( L(\theta) \) is also bounded.

By the previous arguments it is clear that (M2)(e) is not satisfied since as the variance of a random effect tends to zero, then the resulting model is the one that we have by considering this parameter as a fixed effect, and consequently the level set \( \{ \theta \in \Theta, L(\theta) \geq M \} \) cannot be compact. Nevertheless, condition (M2)(e*) can still be verified. For example, in the case that all parameters that approach the boundary except for the variances of the random effects give \( L(\theta) \to 0 \) and \( \sup_j L(\theta - j, \beta_j) < \sup \beta L(\theta) \).

In practice, however, if the variances of some random parameters tend to 0, the corresponding effects will be considered as fixed effects and will be incorporated in \( \theta_2 \). In this case, several cases can arise: if the MLE of the associated fixed effects can be expressed explicitly, we proceed as stated before. If no explicit maximization is possible, we can check whether conditionally on all the other parameters, an explicit solution can be derived, in which case a conditional version of the EM algorithm, ECM, can be used. If it is still not possible to obtain an explicit expression for the update equations of these parameters, then
alternatives such as quasi-Newton methods can be used (see Trevezas and Courède (2013); Trevezas et al. (2013) for application of these methods in the case of the Greenlab model).

**Remark 3.** It is also possible, as noted by Kuhn and Lavielle (2005) and first proposed by Racine-Poon (1985), to consider a Bayesian formulation for the fixed effects, that is to say, to assume prior distributions for these parameters, and to take for example the posterior mean or the posterior mode as estimates. Indeed, the use of a Bayesian formulation allows for the model to be cast again in the exponential family, but on the other hand, we are no longer in the framework of maximum likelihood estimation. Moreover, care must be taken in the choice of the prior distribution.

\( \mathcal{L} \) is here clearly compact, so that (M3) holds.

### 3.4 Confidence intervals

Let \( \theta^* \) denote the true unknown value of parameter \( \theta \), and \( \hat{\theta} \) the estimator obtained with the EM algorithm. In the special case of the exponential family, Sundberg (1974) showed that under what he called the \( \text{n}^{1/2} \)-consistency condition which will be detailed below, \( \hat{\theta} \) is a consistent estimator of \( \theta^* \), and this estimator is unique with a probability tending to one in a neighbourhood of \( \theta^* \). Moreover, \( \hat{\theta} \) is asymptotically efficient and asymptotically normal with:

\[
\sqrt{s} \left( \hat{\theta} - \theta^* \right) \xrightarrow{d} \mathcal{N}(0, \mathcal{I}(\theta^*)^{-1}),
\]

where \( \mathcal{I}(\theta^*) \) is the (expected) Fisher Information Matrix (FIM).

The \( \text{n}^{1/2} \)-consistency condition in Sundberg (1974) states that the matrix \( \mathcal{I}(\theta^*) \) must be strictly positive definite. In the case of the exponential family which we are dealing with, this assumption is sufficient to ensure the consistency and asymptotic properties of the MLE (see Sundberg (1974)).

To build asymptotic confidence intervals for \( \theta \), we can use the consistent estimator of the FIM, \( \mathcal{I}(\hat{\theta}) \). In our context however, this matrix cannot be computed in a closed-form as it depends on the unknown incomplete data density, and we will use the missing information principle introduced by (Orchard and Woodbury, 1972) to approximate it Louis (1982).

Let us first define the observed information matrix as \( I(\theta; y) = -\nabla^2_\theta \log f(y; \theta) \) and the relationship between this matrix and the expected information matrix is as follow: \( \mathcal{I}(\theta) = \mathbb{E}_\theta(I(\theta; y) \mid y) \). Efron and Hinkley (1978) showed that in the case of an unidimensional parameter, the inverse of the observed information is a better approximation of the asymptotic variance of the maximum likelihood estimator than the inverse of the expected information, when evaluated at \( \hat{\theta} \). It is also much simpler to compute. We have the following relationship (we refer the reader to McLachlan and Krishnan (2007) for more
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\[ I(\theta, y) = I_c(\theta, y) - I_m(\theta, y) \]
\[ \quad := E_\theta [I_c(\theta, y) \mid y] - E_\theta [S_c(x; \theta)S_c(x; \theta)^T \mid y], \]

where \( S_c(x; \theta) = \nabla_\theta \log f(y; \phi; \theta). \) This is an application of the “missing information principle” introduced by Orchard and Woodbury (1972): the observed information corresponds to the complete information minus the missing information.

In the next proposition we recall the simplifications that can be made if the case of the exponential family.

**Proposition 3.** In the case of a regular exponential family, the complete-data information matrix and the missing information matrix are given as follows:

\[ I_c(\theta; y) = \text{Cov}_\theta(t(x)), \]
\[ I_m(\theta; y) = \text{Cov}_\theta(t(x) \mid y), \]

where \( t(x) \) is the vector of sufficient statistics defined in (14).

**Proof.** See Sundberg (1974) or McLachlan and Krishnan (2007). The first matrix does not depend on the data and can be expressed as:

\[ I_c(\theta; y) = I_c(\theta) = J_\eta(\theta)^2 \nabla^2 a(\theta) \eta(\theta), \]

where \( J_\eta \) is the Jacobian matrix of \( \eta \) and \( \nabla^2 a \) the Hessian matrix of \( a \). \qed

In the next corollary we give the form of the complete-data information matrix in our case.

**Corollary 1.** The complete-data information matrix of the nonlinear mixed model given by (4) and (7) is given in a block-diagonal form as

\[ I_c(\theta) = \text{diag} \left\{ I_c(\theta_{1,j})_{1 \leq j \leq P}, I_c(\theta_{2,1}), \frac{s}{2\sigma_j^2} \right\} \]

where

\[ I_c(\theta_{1,j}) = \begin{pmatrix} \frac{s}{\sigma_j^2} & 0 \\ 0 & \frac{s}{2\sigma_j^2} \end{pmatrix}, \quad j = 1, \ldots, P, \]
and where

\[
\mathcal{I}_e(\theta_{2,1}) = \frac{N}{1-\rho^2} \begin{pmatrix}
(2-\rho^2) & -\rho^2 & -\rho \\
\frac{\rho^2}{4\sigma_b^2} & \frac{\rho^2}{4\sigma_b^2\sigma_p^2} & -\frac{\rho}{2\sigma_b^2} \\
-\frac{\rho^2}{4\sigma_b^2} & \frac{(2-\rho^2)}{4\sigma_p^4} & -\frac{\rho}{2\sigma_p^2} \\
-\frac{\rho}{2\sigma_b^2} & -\frac{\rho}{2\sigma_p^2} & 1 + \rho^2 \\
\end{pmatrix}
\]  

(33)

A consistent estimator of this matrix can be obtained using \( \mathcal{I}_e(\hat{\theta}) \). On the other hand, the computation of the second matrix \( \mathcal{I}_m(\theta, y) \) involves, as for the non-explicit E-step, computations of conditional expectations that can not be done explicitly. Thus, it will be approximated by means of an appropriate stochastic variant of the EM algorithm.

The confidence intervals obtained thanks to this approach will be compared to those obtained via parametric bootstrap.

4 Approximation of the E-step

The E-step given by (17) involves computations from the conditional distributions of the hidden data \( \phi_i \) given the observed data \( y_i \), under the current value of the parameter \( \theta^k \), denoted by \( f(\phi_i | y_i; \theta^k) \).

Unfortunately, due to the nonlinearity of the model, these computations can not be done explicitly. However, many stochastic variants of the EM algorithm are available to approximate a non-explicit E-step. In this section, we discuss two algorithms based on Markov Chain Monte Carlo simulations.

The first one is the Monte Carlo-EM algorithm, introduced by Wei and Tanner (1990) for the Monte Carlo part, and further extended by McCulloch (1994, 1997) to include Markov Chain Monte Carlo Simulations. The second algorithm presented in this paper is the SAEM algorithm Delyon et al. (1999), where a stochastic approximation (Robbins and Monro, 1951) is done at each iteration, and that has also been extended to include Markov Chain Monte Carlo simulations by Kuhn and Lavielle (2004).

Convergence of the MCMC-EM and the SAEM algorithm (under mild assumptions) towards a (local) maximum of the observed-data likelihood has been shown by Fort and Moulines (2003) and Delyon et al. (1999), respectively. The required assumptions will be recalled in Sections 4.1.2 and Section 4.2.2 respectively.

Once we are able to simulate from the conditional distribution of the hidden data given the observed data, under the current parameter value, the M-step simply consists in replacing the conditional expectations with the corresponding ergodic means.
4.1 The MCMC-EM algorithm

4.1.1 Description

When the conditional expectations involved in the E-step can not be evaluated analytically, Wei and Tanner (1990) suggested to approximate these quantities by Monte Carlo simulations. However, when direct simulation from \( f(\phi_i | y_i; \theta^k) \) is impossible, McCulloch (1994, 1997) proposed to use Markov Chain Monte Carlo (MCMC) approaches instead. More specifically, at each iteration \( k \) of the algorithm, a Markov Chain of size \( m_k \), with stationary distribution \( f(\phi_i | y_i; \theta^k) \) is generated for each plant \( i \). If we denote by \( (\phi_{i,1}^{k(1)}, \ldots, \phi_{i,m_k}^{k(m_k)}) \) the \( m_k \) realizations of the MCMC procedure for plant \( i \), at iteration \( k \) and after a burn-in period, the E-step can then be approximated by:

\[
\begin{align*}
  t_1^{(k)} &= \sum_{i=1}^{s} \left( \frac{1}{m_k} \sum_{m=1}^{m_k} t_{i,1} \phi_{i,m}^{k(m)} \right), \\
  t_2^{(k)} &= \sum_{i=1}^{s} \left( \frac{1}{m_k} \sum_{m=1}^{m_k} t_{i,2} \left( y_i, \phi_{i,m}^{k(m)} \right) \right).
\end{align*}
\] (34)

We can also approximate the missing information matrix \( I_m(\hat{\theta}) \):

\[
\begin{align*}
  \hat{I}_m^{(k)}(\theta; y) &= \frac{1}{m_k} \sum_{m=1}^{m_k} t_m^{(k)} \phi_{m/2}^{(k)} - \left( \frac{1}{m_k} \sum_{m=1}^{m_k} t_m^{(k)} \right) \left( \frac{1}{m_k} \sum_{m=1}^{m_k} t_m^{(k)} \right)^t. 
\end{align*}
\] (35)

4.1.2 Convergence issues

Assumptions (M1)-(M3) of Section 3.3 concern the convergence of the EM algorithm. For the convergence of the stochastic variant of the algorithm MCMC-EM, it is necessary to add more assumptions regarding the Markov Chain Monte Carlo process. In their paper, Fort and Moulines (2003) introduce a stable version of the algorithm, which consists in the definition of a sequence of compact subsets \( (K_n) \) where \( K_n \subseteq K_{n+1} \) and \( \Theta = \bigcup_n K_n \), such that at each iteration \( k + 1 \) of the MCMC-EM algorithm, if the parameter updates (as defined in (20)) fall outside of the compact set \( K_{p_k} \), we reinitialize the parameters with \( \theta^{k+1} = \theta^0 \), and let \( p_{k+1} = p_k + 1 \) where \( p_k \) counts for the number of reinitializations.

Using this stable version of the MCMC-EM algorithm, the authors add an assumption concerning the \( L^p \)-norm of the fluctuations of the MCMC approximation made in (20). In practice, the given hypothesis is always valid when the transition kernel of the MCMC algorithm is uniformly ergodic, which will be the case for example for the independent Metropolis-Hastings algorithm, or for some adaptive MH algorithms (as shown for example by Andrieu and Moulines (2006)). A second assumption concerns the Markov Chain sizes \( \{m_k\} \) that must verify \( \sum_{k=0}^{\infty} m_k^{-1} < \infty \). Under assumptions (M1)-(M3) and these two supplementary assumptions on the MCMC procedure, and in the special case where the observed data likelihood has only one stationary point \( \hat{\theta} \), Theorem 3 of Fort and Moulines (2003) states that the sequence of parameter updates produced by the MCMC-EM algorithm \( (\theta^k) \) converges almost surely.
towards $\hat{\theta}$.

The Markov chains can be obtained using classical MCMC algorithms, (see, e.g., Robert and Casella (1999)). Care must also be taken regarding the specification of the Markov chain sample size. Indeed, if this size remains constant at each iteration of the algorithm, a persistent Monte Carlo error could prevent from the convergence of the algorithm. It is common practice to use a simulation schedule with a gradually increasing Monte Carlo sample size during the EM iterations, see, eg., Cappé et al. (2005) and the references therein. The details of our implementation are given in Section 5.

Note that the use of stochastic approximations instead of exact evaluation does not guarantee anymore an increase of the $Q$-function at each iteration. Nevertheless, solutions for this problem have already been proposed. We refer to (Caffo et al., 2005) for the general concepts regarding the ascent based Monte Carlo EM algorithm, and to Trevezas et al. (2013) for an adaptation of this algorithm in the context of plant growth models.

### 4.2 The SAEM algorithm

#### 4.2.1 Description

In the MCMC-EM algorithm presented in the previous section, a new Markov Chain is generated at each iteration of the algorithm, with a size that increases with the number of iterations. Thus, at each step $k$ of the algorithm, a new chain is built, implying that all the previous simulations are dropped. In the SAEM algorithm introduced by Delyon et al. (1999), all the previously simulated values are used for the estimation of the $Q$-function, even if they are gradually forgotten depending on a sequence of step sizes. The convergence of the algorithm was demonstrated in the case of i.i.d. simulations by (Delyon et al., 1999), and extended to the case of Markov Chain samples by Kuhn and Lavielle (2004).

For the non-linear mixed model described in Section 2.2, at iteration $k$ and after the simulation of the current Markov Chain of size $m_k$, we update the sufficient statistics using the stochastic approximation counterparts of (34).

Each iteration $k$ of the algorithm consists in the simulation of a Markov Chain of size $m_k$, with stationary distribution $f(\phi_i \mid y_i)$, and the sufficient statistics are then updated in the following way:

\begin{align}
    t_1^{(k)} &= t_1^{(k-1)} + \gamma_k \left[ \sum_{i=1}^{s} \left( \frac{1}{m_k} \sum_{m=1}^{m_k} t_{i,1}^{k,m}(\phi_i^{k,m}) \right) - t_1^{(k-1)} \right] \quad (37) \\
    t_2^{(k)} &= t_2^{(k-1)} + \gamma_k \left[ \sum_{i=1}^{s} \left( \frac{1}{m_k} \sum_{m=1}^{m_k} t_{i,2}(y_i, \phi_i^{k,m}) \right) - t_2^{(k-1)} \right]. \quad (38)
\end{align}
The missing information matrix $\mathcal{I}_m(\hat{\theta})$ is approximated by:

$$
\hat{\mathcal{I}}_m^{(k)}(\theta; y) = \hat{\mathcal{I}}_m^{(k-1)}(\theta; y) + \gamma_k \left[ \frac{1}{m_k} \sum_{m=1}^{m_k} (\ell_m^{(k)})' - \left( \frac{1}{m_k} \sum_{m=1}^{m_k} (\ell_m^{(k)}) \right)' \right] - \hat{\mathcal{I}}_m^{(k-1)}(\theta; y). 
$$

(39)

As in the MCMC-EM algorithm, the same approaches can be used to compute the Markov Chains (see Section 4.3).

4.2.2 Convergence issues

As with the MCMC-EM algorithm, more assumptions are needed in addition to hypothesis (M1)-(M3) of Section 3.3 to ensure the convergence of the SAEM algorithm. These assumptions were given by Delyon et al. (1999) when the E step is explicit, and were completed by Kuhn and Lavielle (2004) when the SAEM is coupled with a MCMC procedure, in the case where the E step is not explicit.

The first hypothesis concerns the sequence of step sizes $\{\gamma_k\}$ that should satisfy for all positive integers $k$, $\gamma_k \in [0, 1]$, $\sum_{k=1}^{\infty} \gamma_k = \infty$ and $\sum_{k=1}^{\infty} \gamma_k^{1+\lambda} < \infty$ for some $\lambda \in (1/2, 1]$. Delyon et al. (1999) showed that an optimal speed of convergence can be obtained with $\gamma_k \propto k^{-a}$, $1/2 < a \leq 1$. However, if a large step size may lead to a quicker convergence, it also induces a bigger Monte Carlo error. Conversely, a small step size allows for a smaller Monte Carlo error, but can slow down the convergence. Kuhn and Lavielle (2005) suggested to start with a step of size 0, i.e. $\gamma_k = 1$, to ensure a quick convergence towards a neighborhood of the maximum likelihood, and to decrease the step size once we are near enough to the maximum likelihood, to ensure an almost sure convergence of the algorithm. For $K_1$ iterations, we let $a = 0$, and for the next $K_2$ iterations the step size is decreased:

$$
\gamma_k = \begin{cases} 
1 & \text{for } 1 \leq k \leq K_1 \\
\frac{1}{k - K_1 + 1} & \text{for } k > K_1.
\end{cases}
$$

(40)

No clear criterion exists to choose $K_1$ and $K_2$. Kuhn and Lavielle (2004) suggested that in practice, $50 < K_1 < 100$ is enough to ensure the convergence to the neighbourhood of the solution. Of course, such empirical observations strongly depend on the context, and it seems more appropriate to evaluate this parameter on the data, for example via a graphical check, or, to develop automated methods like the one proposed by Jank (2006b) for example.

The second hypothesis for the convergence of the SAEM algorithm requires that the observed-data log-likelihood $\ell: \Theta \rightarrow \mathbb{R}$ and the function $\hat{\theta}: T \rightarrow \Theta$ are $d$-times differentiable, where $d$ is the dimension of the sufficient statistics. In our case, as $L$ is the integral of a product of two Gaussian densities, which are indefinitely differentiable, and as inversion of differentiation and integration is valid, $L$ is also indefinitely differentiable and in particular, $d$-times differentiable. As for function $\hat{\theta}$, it is obvious from expression (20) that it is $d$-times differentiable.
The third condition concerns the transition probability of the MCMC procedure used in the stochastic approximation step. Firstly, the chain must take its values in a compact subset of \( \mathbb{R}^P \). Then, considering the probability transition \( \pi_{\theta}(x, y) \) as a function of \( \theta \), it must be a Lipschitz function, whose constant is uniform over \((x, y)\). Third, the transition probability must produce a uniformly ergodic chain. Finally, function \( I \) must be bounded on the compact subset on which the chain is taking its values.

A ultimate condition is needed, and states that the sequences of sufficient statistics \( I_1^{(k)} \) and \( I_2^{(k)} \) must stay within a compact subset of \( T \). However, according to the authors, this condition may be difficult to check, or may even not be valid, in which cases it is always possible to consider a stabilisation of the algorithm by reinitializing it whenever the sequence falls outside of a given compact subset.

### 4.3 Construction of the Markov Chains

Two MCMC algorithms were used to generate samples from the distribution of the hidden data given the observed ones: the Metropolis-Hastings algorithm, and the hybrid Gibbs Sampler also known as “Metropolis-Within-Gibbs” (Tierney, 1994). For each of these two algorithms, two different proposals will be used, either the marginal distribution of the hidden data, or a Gaussian random walk. We consider in the sequel the resulting expressions for the acceptance probabilities. It is known that whatever the choice of the proposal distribution, the Markov Chain will converge to the target distribution as long as some very general conditions are verified, nevertheless the choice of the proposal can influence the speed of convergence. In particular, several adaptive algorithms have been proposed and are supposed to provide optimal performances. We refer the reader to Andrieu and Thoms (2008) for a review of the existing approaches.

#### 4.3.1 Metropolis-Hastings

Using a proposal distribution \( q(y \mid x) \), the \( m \)-th iteration of the Metropolis-Hastings algorithm consists in drawing a candidate \( \tilde{\phi}_i \sim q(\cdot \mid \phi_i^{k,(m)}) \), and accept it as the \( m \)-th element of the chain with probability \( \alpha(\phi_i^{k,(m)}, \tilde{\phi}_i) \), defined as:

\[
\alpha(\phi_i^{k,(m)}, \tilde{\phi}_i) = \min \left( 1, \frac{f(\tilde{\phi}_i \mid y; \theta^k) q(\tilde{\phi}_i^{k,(m)} \mid \phi_i)}{f(\phi_i^{k,(m)} \mid y; \theta^k) q(\phi_i^{k,(m)} \mid \tilde{\phi}_i)} \right),
\]

or equivalently,

\[
\phi_i^{k,(m+1)} = \begin{cases} 
\tilde{\phi}_i & \text{with probability } \alpha(\phi_i^{k,(m)}, \tilde{\phi}_i), \\
\phi_i^{k,(m)} & \text{with probability } 1 - \alpha(\phi_i^{k,(m)}, \tilde{\phi}_i).
\end{cases}
\]

- When using the marginal distribution \( f(\phi_i \mid \theta^k) \) (i.e. the density of a multivariate Gaussian \( \mathcal{N}(\beta^{(k)}, \Gamma^{(k)}) \)), where \( \beta^{(k)} \) and \( \Gamma^{(k)} \) are the current estimation of \( \beta \) and \( \Gamma \) as the proposal, the acceptance proba-
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...distributions may not be straightforward. The hybrid Gibbs sampler, also called “Metropolis-within-Gibbs”, consists in substituting simulations from the full conditional distributions of a Gibbs Sampler, by simulations from an instrumental distribution. Given \( (\phi_{i,j}^{k(m)}, \theta^k) \), where \( \phi_{i,j}^{k(m)} \) is a shorthand for \( (\phi_{i,1}^{k(m)}, \ldots, \phi_{i,q}^{k(m)}) \), the m + 1-th step of the algorithm is defined as:

1. Simulate \( \tilde{\phi}_{i,j} \sim q_j(\cdot | \phi_{i,j}^{k(m)}, \phi_{i,j}^{k(m)}, y_i; \theta) \)

2. Take

\[
\phi_{i,j}^{k(m+1)} = \begin{cases} 
\phi_{i,j}^{k(m)} & \text{with probability } 1 - \alpha_j, \\
\tilde{\phi}_{i,j} & \text{with probability } \alpha_j,
\end{cases}
\]

where

\[
\alpha_j = \min \left\{ 1 - \frac{f_j(\tilde{\phi}_{i,j} | \phi_{i,j}^{k(m)}; \theta^k, \phi_{i,j}^{k(m)}; \theta^k, \phi_{i,j}^{k(m)}; \theta^k, \phi_{i,j}^{k(m)}; \theta^k)}{f_j(\tilde{\phi}_{i,j} | \phi_{i,j}^{k(m)}; \theta^k, \phi_{i,j}^{k(m)}; \theta^k, \phi_{i,j}^{k(m)}; \theta^k, \phi_{i,j}^{k(m)}; \theta^k)} \right\}. \quad (46)
\]

As in the case of the Metropolis-Hastings algorithm, we compared two types of proposals, and give the simplifications of the acceptance probabilities in both cases:

- When using the marginal distribution \( f(\phi_{i,j}; \theta^k) \) the acceptance probability (46) simplifies as follows:

\[
\alpha_j = \frac{f(y_i | \tilde{\phi}_{i,j}; \theta^k)}{f(y_i | \phi_{i,j}^{k(m)}; \theta^k)}. \quad (47)
\]

- When using a symmetric random walk, for example a Gaussian random walk, the ratio (46) simplifies as follows:

\[
\alpha_j = \frac{f(y_i | \tilde{\phi}_{i,j}; \theta^k) f(\tilde{\phi}_{i,j}; \theta^k)}{f(y_i | \phi_{i,j}^{k(m)}; \theta^k) f(\phi_{i,j}^{k(m)}; \theta^k)}. \quad (48)
\]
5 Results

In this section we apply the two algorithms described previously on simulated and real data sets from the sugar beet.

5.1 Simulated data

A global sensitivity analysis of Sobol type (Wu et al., 2012) was applied to the Greenlab model in (Baey et al., 2013). The results revealed that the three most influential parameters are \( \mu, s_{pr} \) and \( a_r \), with high total-order indices. Due to the complexity of our model, we first only consider these three parameters as random effects. The other parameters are ‘screened’ (Campolongo et al., 2007) and fixed to their mean values in the uncertainty interval taken for the sensitivity analysis. Therefore, a first set of 50 vectors of individual parameters were generated, that lead to the simulation of 50 virtual plants. As the three parameters considered are by assumption strictly positive, we used a logarithmic transformation as stated in Section 2.2, i.e. we assumed log-normal distributions for the three random parameters. In the sequel, we denote \( \beta_0 = \mathbb{E}(\log \mu) \), \( \beta_1 = \mathbb{E}(\log s_{pr}) \), \( \beta_2 = \mathbb{E}(\log a_r) \), \( \sigma_0 = \text{sd}(\log \mu) \), \( \sigma_1 = \text{sd}(\log s_{pr}) \), and \( \sigma_2 = \text{sd}(\log a_r) \).

Ten independent realizations of MCMC-EM and SAEM were then launched for each combination of the MCMC algorithm (Metropolis-Hastings –MH– or Hybrid Gibbs Sampler –hGs–) and the proposal (marginal or adaptive random walk). For each independent run, initial values for the algorithm were sampled from a uniform distribution with a range of \( \pm 20\% \) around the true value of the corresponding parameter. This allowed us to have a first estimate of the Monte Carlo error, but it should be noted that in practice, only one realization of the algorithm is necessary.

Results among all the algorithms were consistent, but for the sake of clarity, we present here the results from the MH algorithm with a symmetric adaptive random walk, as it was the more efficient combination. In Table 1, we give the results for the parameter estimation of \( \theta_1 \) and \( \theta_2 \), averaged from the ten independent realizations of both algorithms. More specifically: in the second column we give the true values of the parameters that were used to simulate the data; in the third column we give the estimation of the parameters based on the fully observed data, i.e. using the individual parameters generated to simulate the 50 plants as if they were observed; in columns 4 and 6 we provide the averaged estimates of the parameters obtained by the SAEM and the MCMC-EM algorithm respectively; and in columns 5 and 7 we give the averaged standard errors computed by the Louis’s missing principle, obtained by the SAEM and the MCMC-EM algorithm respectively.

Optimal acceptance rates, between 0.3 and 0.5 and with a mean value of 0.41 at the last iteration, were obtained when a global adaptive scaling was used, as proposed in Andrieu and Thoms (2008). This is higher than the theoretically optimal acceptance rate for multivariate settings, which has been shown
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to be equal to 0.234 (Roberts et al., 1997), but it is worth noting that this optimal rate is valid only asymptotically, when the dimension of the Markov chain tends to infinity, and for i.i.d. components, and may not apply in our case.

Table 1: Results from the SAEM and the MCMC-EM algorithms on the simulated dataset. The values used to generate the data are given in the first column, and estimates from the fully observed data are given in the second column. Then, for each algorithm, we give the estimates and standard errors computed by Louis’s missing information principle, averaged from the ten independent realizations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Fully observed</th>
<th>SAEM Estimate</th>
<th>Standard error</th>
<th>MCMC-EM Estimate</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>β₀</td>
<td>1.7</td>
<td>1.7036</td>
<td>1.6976</td>
<td>0.0210</td>
<td>1.6981</td>
<td>0.0210</td>
</tr>
<tr>
<td>σ₀</td>
<td>0.15</td>
<td>0.1544</td>
<td>0.1484</td>
<td>0.0148</td>
<td>0.1484</td>
<td>0.0148</td>
</tr>
<tr>
<td>β₁</td>
<td>-3</td>
<td>-2.9062</td>
<td>-2.9181</td>
<td>0.0823</td>
<td>-2.9159</td>
<td>0.0820</td>
</tr>
<tr>
<td>σ₁</td>
<td>0.5</td>
<td>0.5729</td>
<td>0.5818</td>
<td>0.0582</td>
<td>0.5787</td>
<td>0.0586</td>
</tr>
<tr>
<td>β₂</td>
<td>1.45</td>
<td>1.4906</td>
<td>1.5002</td>
<td>0.0162</td>
<td>1.4992</td>
<td>0.0163</td>
</tr>
<tr>
<td>σ₂</td>
<td>0.15</td>
<td>0.1232</td>
<td>0.1149</td>
<td>0.0115</td>
<td>0.1154</td>
<td>0.0115</td>
</tr>
<tr>
<td>σ₂ᵇ</td>
<td>0.15</td>
<td>0.2019</td>
<td>0.2033</td>
<td>0.0055</td>
<td>0.2035</td>
<td>0.0055</td>
</tr>
<tr>
<td>σ₂ᵣ</td>
<td>0.15</td>
<td>0.0827</td>
<td>0.0842</td>
<td>0.0023</td>
<td>0.0844</td>
<td>0.0023</td>
</tr>
<tr>
<td>ρ</td>
<td>0.67</td>
<td>0.5342</td>
<td>0.5290</td>
<td>0.0139</td>
<td>0.5292</td>
<td>0.0139</td>
</tr>
<tr>
<td>σ₂ᵇᵣ</td>
<td>0.15</td>
<td>0.1389</td>
<td>0.1231</td>
<td>0.0246</td>
<td>0.1276</td>
<td>0.0255</td>
</tr>
</tbody>
</table>

As a simulation schedule we opted for the one used in the Monte Carlo versions of the ECM algorithm presented in Trevezas and Cournède (2013) and Trevezas et al. (2013), which concern parameter estimation in the case of the individual-based Greenlab model. In particular, after a first period of piecewise linear increase, the parameters are driven towards their optimum values by increasing the chain size quadratically with the EM iteration number (see also Cappé et al. (2005)). In order to smooth the parameter estimates during the final iterations of the EM algorithm (near the convergence region) we used an averaging technique, as explained for example in Fort and Moulines (2003). We are currently working on an automated version of this algorithm in order to extend the use of the automated algorithm developed in Trevezas et al. (2013) for the individual-based Greenlab model to the population Greenlab one introduced here. For the SAEM algorithm, since the simulation schedule is determined by the choice of two parameters as described in Section 4.2.2, K₁ was set to 100 and K₂ to 70.

Results from the two algorithms are shown in Fig. 2 and 3 respectively. We do not show the results for θ₂ as convergence is reached very quickly for these parameters due to the higher number of observations available for their estimation (except for σ₂ᵣ). Globally, the mean parameters β are better estimated than the variance parameters σ, with a smaller variability. Mean computation time was 10 times smaller with the SAEM algorithm. Not however that we did not use an automated version of the MCMC-EM, which could have saved us some time since the resources are supposed to be used in a more efficient way with the automated version. We can see that both algorithms give very similar values for the estimates and their standard errors, but we observe a higher variability between the independent runs of the SAEM algorithms, especially for the variance components.

Table 2 gives the comparison between the standard errors of the estimates computed by the Louis’s
missing principle, as detailed in Section 3.4, and by the parametric bootstrap. Due to the similar if not identical results obtained with the MCMC-EM and the SAEM on these standard errors, and given the much smaller computation time of the latter, we did the comparison using the SAEM algorithm. The bootstrap sample size was set to 100, which is lower than what is generally used in these contexts, but the computation cost, although cheaper with the SAEM, remains high. If the results are quite consistent for the mean parameters, except for $\beta_2$, the variability of the SAEM algorithm for the variance components of the random effects lead to higher standard errors computed with the parametric bootstrap, compared to those calculated with the Fisher Information Matrix. It is also particularly true for the variance parameter $\sigma^2_r$. We can also observe some discrepancies between the estimates of the observation noises, especially for the covariance parameter $\rho$. This higher variability could certainly be reduced with a larger bootstrap size. Nevertheless, these results suggest that the method based on the Fisher Information Matrix is very promising and gives satisfactory results.

### 5.2 Real data

Real data comes from 2010 experiments conducted by the French institute for sugar beet research (ITB, Paris) at La Selve in France on 18 plants. Dry matter of each blade and each petiole for each individual plant, as well as the root biomass were measured destructively at day 160. The experimental protocol is detailed in Baey et al. (2013).

In practice, a single run from each candidate stochastic algorithm is enough to estimate the parameters of the model with satisfying precision. Indeed, the Monte Carlo error, which can be assessed by the variability between independent runs, was shown to be small on the simulated dataset. However, in order to ensure the consistency of the results concerning the real dataset, without increasing significantly the computational cost, three independent runs from each algorithm were launched. Results from the two algorithms on real data are shown in Table 3. As suggested by the satisfactory results obtained with the Fisher information matrix on the simulated dataset, this method was used here for the computation
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Figure 2: Results for $\theta_1$ from ten independent realizations of the MCMC-EM algorithm on simulated data with a quadratic increase of the chain size at each iteration, and an averaging procedure from iteration 60.
Figure 3: Result for $\theta_1$ from ten independent realizations of the SAEM algorithm on simulated data, with $K_1 = 100$ and $K_2 = 70$. 
of the standard error of the estimates. The same parameters as with the simulated data were considered, i.e. $\mu$, $s_{pr}$ and $a_r$. The results are satisfactory, even if the standard errors are bigger than for the virtual case, due to the smaller sample size (18 in the real case versus 50 in the virtual case) and perhaps to a bigger variability than in the simulated data set. Results from the MCMC-EM showed better stability than with the SAEM algorithm, since one run of the latter algorithm provided outlying results. This run was discarded and replaced with a new one. We remark that the results are quite consistent between the two algorithms, except for the variance component of the third parameter, $\log a_r$. Since the variance is very close to zero, it may suggests that this parameter should not be treated as a random parameter, but rather as a fixed effect.

### Table 3: Results from the SAEM and the MCMC-EM algorithms on the real dataset.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SAEM Estimate</th>
<th>SAEM Standard error</th>
<th>MCMC-EM Estimate</th>
<th>MCMC-EM Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>2.8188</td>
<td>0.0718</td>
<td>2.8848</td>
<td>0.0713</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>0.3044</td>
<td>0.0507</td>
<td>0.3027</td>
<td>0.0505</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>-3.2040</td>
<td>0.1388</td>
<td>-3.2510</td>
<td>0.1386</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.5885</td>
<td>0.0984</td>
<td>0.5842</td>
<td>0.1026</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.6461</td>
<td>1.07E-04</td>
<td>0.6203</td>
<td>0.0036</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>0.00045</td>
<td>7.53E-05</td>
<td>0.0152</td>
<td>0.0025</td>
</tr>
<tr>
<td>$\sigma_2^{b}$</td>
<td>1.2078</td>
<td>0.0710</td>
<td>1.2139</td>
<td>0.0829</td>
</tr>
<tr>
<td>$\sigma_2^{b}$</td>
<td>1.3729</td>
<td>0.0808</td>
<td>1.3716</td>
<td>0.0943</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.97630</td>
<td>0.0019</td>
<td>0.9765</td>
<td>0.0021</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>3.0096</td>
<td>1.1553</td>
<td>3.0365</td>
<td>1.1613</td>
</tr>
</tbody>
</table>

Figure 4 for MCMC-EM and Figure 5 for SAEM give the values of $\theta_1$ according to the number of iterations. We can clearly see that for the SAEM algorithm, it may happen that a given realization does not converge as quickly as expected, for given values of $K_1$ and $K_2$. It is therefore recommended to launch the algorithm several times, and maybe to discard any outlying run, or try to use an automated version of the algorithm.

### 6 Conclusion

In this study, we showed how an individual-based functional-structural plant growth model could be extended at population level to take into account inter-individual variability. The individual-based model is cast in the framework of hierarchical mixed-effects model, to represent the variability of parameters in the population.

We also derived stochastic variants of an EM-type algorithm (Expectation-Maximization) to perform maximum likelihood estimation for this type of models. The complete data distribution was shown to belong to a subclass of the exponential family of distributions for which the M-step can be solved explicitly.
Figure 4: Results from the MCMC-EM algorithm on the real dataset with a quadratic increase of the chain size at each iteration, and an averaging procedure from iteration 60.
Figure 5: Results from independent realizations of the SAEM algorithm on the real dataset.

For virtual data and real experimental data, we compared two commonly used stochastic algorithms relying on Markov chain Monte-Carlo methods: the Monte-Carlo EM (MCEM) and the SAEM algorithm. For both, different versions of MCMC algorithms (Metropolis-Hastings or Hybrid Gibbs Sampler) and proposal distributions (marginal or adaptive random walk) were also tested, with consistent results. In our tests, the Metropolis-Hastings with adaptive random walk performed better.

Both MCEM and SAEM performed well, and provided satisfactory results. In our tests, SAEM was more computationally efficient (about ten times). Nevertheless, a fully automated version of the MCEM algorithm (as for example described in Trevezas et al. (2013)) could be more computationally efficient than the current one which uses a deterministic schedule in the augmentation of the Monte Carlo sample size. The choice of the proposal distribution could also have an impact on the efficiency of the algorithm, and several adaptive schemes could be used and compared to identify the most appropriate one. Since the computational burden of a population-based model is significantly larger than an individual-based one, we believe that more research effort is needed in the direction of optimizing Monte Carlo resources.

In the real data situation, MCEM was also more stable. Even if it was not the initial purpose of our paper, results on the real data set clearly showed the need to account for parameters that should only be considered as fixed effects. This should be taken into account, by integrating quasi-Newton methods to estimate the corresponding effects. Moreover, likelihood ratio tests can be performed to test whether
a parameter should be treated as random or should be considered as a fixed effect. Estimates of the log-likelihood can be derived using importance sampling methods. This will be further investigated when real data sets from larger plant populations will be available.

Concerning the SAEM, it seems very important to implement an automated version of this algorithm, since a deterministic determination of $K_1$ and $K_2$ may not be appropriate in some cases. This algorithm seems to be very promising in our case, since the computational cost can increase dramatically with the complexity of the model and with the dimension of the estimated parameter vector.

Finally, in the very active research field of plant growth modelling, where the ambition is to go further and further in the detailed description of physiological processes, in order to be able to link plant genetics and parameters of integrative plant models (Yin and Struik, 2010), the approach which consists in considering an average plant without accounting for the inter-individual variability is clearly bound to fail. This paper introduces for the first time a population functional-structural model, able to capture the behaviour of the population (typically for a given variety or cultivar) while taking into account the inter-individual variability. It presents the statistical framework, proposes a proper parameter estimation method, with its implementation and tests on synthetic data, and makes the first step towards validation with a real data set. However, this validation step has to be further developed. The model and methods are now tested for other species (particularly with the GreenLab model for winter oilseed rape Jullien et al. (2011)), with richer plant material and a more elaborate ecophysiological model.
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**Appendix**

**Proof of Proposition 2.**

Let us first define:

\[
\Sigma(\beta) := \left( \sum_{i=1}^{s} n_i \right)^{-1} \sum_{i=1}^{s} \sum_{n=1}^{n_i} (y_{i,n} - \log G_n(\beta)) (y_{i,n} - \log G_n(\beta))^t,
\]

\[
\sigma_r^2(\beta) := \frac{1}{s} \sum_{i=1}^{s} (y_{i,n} - \log G_1(\beta))^2.
\]

Now, we give the following representation of the observed-data likelihood:

\[
L(\theta) = \int_{\mathbb{R}^p \times s} f(\phi; \theta_1)f(y | \phi; \theta_2) d\phi = \mathbb{E}_{\Phi}[f(y | \Phi; \theta_2)],
\]

where \(\theta_1 = (\beta, \sigma^2)\), \(\theta_2 = (\sigma_b^2, \sigma_p^2, \sigma_r^2, \rho)\) and \(\Phi \sim f(\phi; \theta_1)\). Let \(\theta_n = (\theta_{1,n}, \theta_{2,n})\) be a sequence that converges to \(\theta = (\theta_1, \theta_2)\), and let us define \(h_n(\phi) := f(y | \phi; \theta_{2,n})\), \(h(\phi) := f(y | \phi; \theta_2)\), \(\Phi_n \sim f(\phi; \theta_{1,n})\) and \(\Phi \sim f(\phi; \theta_1)\). Then, we have:

\[
L(\theta_n) = \mathbb{E}_{\theta_{1,n}}[f(y | \Phi; \theta_{2,n})] = \mathbb{E}[f(y | \Phi_n; \theta_{2,n})] = \mathbb{E}[h_n(\Phi_n)],
\]

and we will show that \(L(\theta_n) \to L(\theta)\). We remark that the conditions of the generalized continuous-mapping theorem are verified: (i) \(h_n\) and \(h\) are measurable functions taking values in \((\mathbb{R}, | \cdot |)\) which is a separable metric space, (ii) by continuity of \(f(y | \phi; \theta_2)\) in \((\phi, \theta_2)\), we have that for any \(\phi\) and any sequence \(\{\phi_n\}\) converging to \(\phi\), \(h_n(\phi_n) = f(y | \phi_n; \theta_{2,n}) \to f(y | \phi; \theta_2) = h(\phi)\), (iii) since \(f(\phi; \theta_1)\) is a continuous function of \(\theta_1\), we have the following convergence of densities \(f(\phi; \theta_{1,n}) \to f(\phi; \theta_1)\) and thus, by Scheffe’s Lemma, \(\Phi_n \overset{d}{\to} \Phi \sim f(\phi; \theta_1)\). By the generalized continuous-mapping theorem, we thus have that \(h_n(\Phi_n) \overset{d}{\to} h(\Phi)\). In order to deduce the convergence of their expectations it is enough to show that \(\{h_n(\Phi_n)\}\) is uniformly bounded, and consequently uniformly integrable. Indeed, notice that

\[
h_n(\phi) \leq \frac{(2\pi)^{-r} \sqrt{\sum_{i=1}^{r} n_i-s/2}}{(\det \Sigma_{b,p,n})^{s/2} (\sigma_r^2)^{s/2}}, \quad n \geq 1,
\]
and since $\theta_{2,n} \to \theta_2$, the sequence of bounds of $h_n$ given by (53) also converges, and consequently is bounded by some $M > 0$. We deduce that $\{h_n(\Phi_n)\}$ is uniformly bounded by $M,$ and by (52) and the previous arguments, we have $L(\theta_n) = \mathbb{E}[h_n(\Phi_n)] \to \mathbb{E}[h(\Phi)] = L(\theta)$.

Let us consider the non-linear model given by (4) but without random effects. We will show that its likelihood function $L(\mu)$ is bounded provided that the condition stated in the Proposition is valid. The corresponding equation is given here by:

$$y_{i,n} = \log G_n(\beta) + \epsilon_{i,n}, \quad \epsilon_{i,n} \sim N_0(0, \Sigma_n),$$

(54)

where $\{\epsilon_{i,n}\}$ are independent as in the model with the random effects and $\Sigma_n$ is given by (6). This model is now Gaussian and by setting $\mu := (\beta, \theta_2)$ its likelihood function is given by

$$L(\mu) = \frac{(2\pi)^{-\frac{n}{2}}}{\det(\Sigma_{b,p})^{\frac{n}{2}}} \times \exp \left\{-\frac{1}{2} \sum_{i,n} (y_{i,n} - \log G_n(\beta))^2 \Sigma_{b,p}^{-1}(y_{i,n} - \log G_n(\beta)) \right\}$$

$$\times \exp \left\{-\frac{1}{2\sigma^2} \sum_{i=1}^{s} (\epsilon_{i,1}^2 - \log G_i^2(\beta))^2 \right\},$$

(55)

and will not belong to the exponential family in general, due to the non-linear dependence of $G_n$ on the parameter $\beta$. Nevertheless, $\log G_n(\beta)$ is continuous in $\beta$ and since $L(\mu)$ is also continuous in $\theta_2$, we deduce by (55) that $L$ is continuous in $\mu$. For a fixed $\beta$, $L(\mu)$ has a unique maximizer $\theta_2(\beta) := (\sigma^2(\beta), \sigma^2(\beta), \rho(\beta), \sigma^2(\beta))$, where $\Sigma(\beta)$ and $\sigma^2(\beta)$ are given by (49) and (50) respectively. In particular, we obtain easily that for some constant $c > 0$ we have:

$$L(\mu) \leq \sup_{\theta_2} L(\beta, \theta_2) = \frac{c}{(\det(\Sigma(\beta)))^{\frac{n}{2}}} =: M < \infty.$$  

(56)

Note that the denominator in (56) is strictly positive by the condition. Then, we conclude that

$$\sup_{\mu} L(\mu) = \sup_{\beta, \theta_2} L(\beta, \theta_2) \leq \frac{c}{\inf_{\phi} (\det(\Sigma(\phi)))^{\frac{n}{2}}} =: M < \infty.$$  

(57)

and $L(\mu)$ is also bounded. The next step is to extend these results to $L(\theta)$. Indeed, we can show inductively that as random parameters are added to the initial model with likelihood $L(\mu)$, the extended model has a continuous likelihood function (the arguments are the same as in the proof of continuity of $L(\theta)$). Also we remark that as $\sigma^2$ converges to 0, for some random parameter $\Phi_j \sim N(\beta_j, \sigma^2_j)$, then $L(\theta_{-j}, \beta_j, \sigma^2_j)$ converges to $L(\theta_{-j}, \beta_j) := E_{\theta_{-j}} [f(y | \Phi_{-j}; \theta_2, \beta_j)]$, where $\theta_{-j} = \theta \setminus (\beta_j, \sigma^2_j)$, $\theta_{1,-j} = \theta_1 \setminus (\beta_j, \sigma^2_j)$ and $\Phi_{-j} = \Phi \setminus \Phi_j$, where $\Phi_j = (\Phi_{1,j}, \ldots, \Phi_{s,j})$. The proof is similar to the one given in Proposition 1 of Chen et al. (2013) and will be omitted. We deduce that the likelihood of an extended model is bounded as the variance of the corresponding random effect approaches the boundary and since
this is also true for the rest of its values, we should obtain that $L(\theta)$ is bounded.