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ABSTRACT

TheSondeurAtmosphérique duProfil d’Humidité Intertropicale parRadiométrie (SAPHIR) instrument on board
the Megha-Tropiques (MT) platform is a cross-track, multichannel microwave humidity sounder with six channels
near the 183.31-GHzwater vapor absorption line, amaximum scan angle of 42.968 (resulting in amaximum incidence

angle of 50.78), a 1700-km-wide swath, and a footprint resolution of 10km at nadir. SAPHIR L1A2 brightness

temperature (BT) observations have been compared to BTs simulated by the radiative transfer model (RTM) Ra-

diative Transfer for the Television and Infrared Observation Satellite (TIROS) Operational Vertical Sounder

(RTTOV-10), using in situmeasurements fromradiosondes as input. Selected radiosondehumidityobservations from

the Cooperative Indian Ocean Experiment on Intraseasonal Variability in the Year (CINDY)–Dynamics of the

Madden–JulianOscillation (DYNAMO) campaign (September 2011–March 2012)were spatiotemporally collocated

withMT overpasses. Although several sonde systems were used during the campaign, all of the sites selected for this

study used theVaisalaRS92-SGPDsystemandwere chosen in order to avoid discrepancies in data quality andbiases.

To interpret the results of the comparison between the sensor data and the RTM simulations, uncertainties

associated with the data processingmust be propagated throughout the evaluation. Themagnitude of the bias

was found to be dependent on the observing channel, increasing from 0.18K for the 183.316 0.2-GHz channel

to 2.3K for the 183.31 6 11-GHz channel. Uncertainties and errors that could impact the BT biases were

investigated. These can be linked to the RTM input and design, the radiosonde observations, the chosen

methodology of comparison, and the SAPHIR instrument itself.

1. Introduction

As the most important greenhouse gas, water vapor

has a major impact on the radiative balance of the earth.

Understanding the atmospheric water cycle is critical for

both weather and climatemonitoring. The complexity of

mechanisms governing the distribution of water vapor

and clouds, and the range of scales involved require

long-term observations with high temporal and spatial

resolutions (Roca et al. 2010). Satellite observations can

provide information on atmospheric water at the global

scale. Observations in the infrared (IR), in the 6.3-mm

band [e.g., by the Atmospheric Infrared Sounder (AIRS),

theHigh-Resolution InfraredRadiation Sounder (HIRS),

the first- and second-generation imagers of Meteosat,

and the Cross-Track Infrared Sounder (CrIS)], are highly

attenuated by clouds. Consequently, climatologies of

* Current affiliation: MODEM, Ury, France.

Corresponding author address: Hélène Brogniez, LATMOS, 11
Boulevard d’Alembert, 78280 Guyancourt, France.

E-mail: helene.brogniez@latmos.ipsl.fr

JANUARY 2015 C LA IN ET AL . 61

DOI: 10.1175/JTECH-D-14-00054.1

� 2015 American Meteorological Society

D
ow

nloaded from
 http://journals.am

etsoc.org/jtech/article-pdf/32/1/61/3370995/jtech-d-14-00054_1.pdf by guest on 23 N
ovem

ber 2020

mailto:helene.brogniez@latmos.ipsl.fr


atmospheric relative humidity (RH) derived from IR

observations are potentially subject to a clear-sky bias

(Lanzante and Gahrs 2000; Fetzer et al. 2006; John et al.

2011; Yue et al. 2013). Some analyses yield to include low

cloud scenes for the free-tropospheric humidity estima-

tion; these clouds having a negligible impact on the

6.3-mm radiances, which helps to increase the sampling

(Brogniez et al. 2006). Microwave (MW) observations

around 183.31GHz, on the other hand, are only af-

fected by optically thick or precipitating clouds and

thus allow for extension of studies of the water vapor

distribution to a wider range of atmospheric conditions

(Hong et al. 2005a,b). Microwave observations of water

vapor in the upper and free troposphere are also available

from polar-orbiting satellite instruments, such as the Mi-

crowave Humidity Sounders (MHS) on board the Euro-

pean Organisation of the Exploitation of Meteorological

Satellites (EUMETSAT) Meteorological Operation

(MetOp) satellites, the Advanced Microwave Sounding

Unit-B (AMSU-B) sensors on board the National Oce-

anic and Atmospheric Administration (NOAA) satel-

lites, and the Defense Meteorological Satellite Program

(DMSP) Special Sensor Microwave Imager/Sounders

(SSM/IS) (Spencer and Braswell 1997; Buehler and John

2005).

Dedicated to improving the documentation of the water

and energy cycles in the tropical belt, the Indo-French

satellite Megha-Tropiques (MT) was launched in October

2011. It is the result of a strong collaboration between the

Indian Space Research Organisation (ISRO) and the

French Centre National d’Etudes Spatiales (CNES). With

a relatively highorbit (867km)anda slight inclinationof 208
relative to the equatorial plane, it provides a unique sam-

pling of the tropical belt, with up to six overpasses per day

near 128N/S (Desbois et al. 2007). The SAPHIR (Sondeur

Atmosphérique du Profil d’Humidité Intertropicale par
Radiométrie; Eymard et al. 2002) instrument on board the

MT platform has six channels distributed around the

183.31-GHz water vapor line, providing enhanced infor-

mationon the vertical distributionofwater vapor compared

to the use of the three channels available on MHS and

AMSU-B (Brogniez et al. 2013; Gohil et al. 2013). This,

combined with the unique sampling, enables SAPHIR to

provide an extensive picture of RH in the tropics.

In addition, the low-inclination orbit of MT allows

a relatively large number of coincident observations with

other sensors in higher-inclination orbits, providing ex-

cellent opportunities for calibration. For example, the

definition of a constellation of sensors is key to the suc-

cess of the National Aeronautics and Space Adminis-

tration (NASA) Global Precipitation Measurement

(GPM) mission. Moreover, the GPM Intercalibration

Working Group (XCAL) has included SAPHIR in its

efforts to develop calibration adjustments among existing

microwave radiometers (Wilheit et al. 2013).

Before the data can be utilized in studies of the en-

vironment, the calibration and evaluation of the satellite

sensor system are essential. The radiometric sensitivity

of any sensor must be established both before and after

launch. The actual performance may differ from pre-

launch estimations. It is thus particularly important to

validate the in-flight performance of the sensor.

One approach for validation of in-flight performance is

to perform comparisons between the sensor measure-

ments and calculations from a radiative transfer model

(RTM), using in situ measurements from radiosondes as

input to the RTM (e.g., Fetzer et al. 2003; Tobin et al.

2006). While radiosonde humidity measurements are

subject to their own uncertainties, they often represent

the best available knowledge of the atmospheric state and

are frequently considered a reference.

However, the comparison between the sensor data and

the reference data is not always straightforward, and

uncertainties associated with the data processing must be

propagated throughout the evaluation (e.g., Kottayil

et al. 2012; Moradi et al. 2013). The potential sources of

uncertainty are linked to themethodological approach, to

the RTM inputs, including the uncertainties affecting the

reference (radiosonde) data, and to the design of the

RTM used to perform the comparison.

The scope of this paper is to evaluate the measurements

performed by SAPHIR at the brightness temperature (BT)

level using a uniform set of tropical radiosonde RH ob-

servations. Section 2 describes the SAPHIR observations,

the radiosonde reference dataset, and the methodology

used in the comparisons. Section 3 presents the BT simu-

lations and discusses the performance of the radiative

transfer model. In section 4, the biases are described. The

factors that can influence the BT biases are identified and

evaluated to the extent possible. Section 5 provides the

summary, a discussion of the results, and some conclusions.

2. Humidity observations

a. SAPHIR observations

SAPHIR is a cross-track radiometer that observes the

earthwith amaximum scan angle of 42.968, a 1700-km-wide

swath, and a footprint resolution of 10km at nadir that

stretches into a 14km 3 22km ellipse on the edges of the

swath. The characteristics of the instrument are summa-

rized in Table 1 (adapted from Karouche et al. 2012).

SAPHIR calibration is performed on board, against

a hot target (at about 290K) and against cold space

(2.7K). To reach the required radiometric sensitivity

indicated in Table 1, with the specified resolution of

10 km at nadir, data are oversampled in the cross-track
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direction. For each scan line and each channel, 182

samples are collected (L1A data). The L1A data are

resampled to obtain 130 nonoverlapping pixels (L1A2

data). While the pixels of L1A2 data are contiguous

across track, some overlap exists in the along-track di-

rection.With geophysical variables (L2 data; such as RH

profiles) being produced from the L1A2 level, the focus

is on evaluating of the latter in order to help the prop-

agation of the results directly onto the L2.

Hereafter, SAPHIR channels will be referred to as

C1–C6, with respect to Table 1 specifications. Table 1

shows both the prelaunch and the postlaunch radiometric

sensitivities (Karouche et al. 2012), demonstrating the

high quality of the performance of the instrument. The

radiometric sensitivities range from 1.52K for C1 to 0.5K

for C6. These values correspond to the standard deviation

of the instrument signal output and are an inverse function

of the bandwidth. Assuming that the instrument noises

are normally distributed, then the noise equivalent dif-

ferential temperature (NeDT) is the standard deviation of

the distribution (i.e., the accurate observed values have

a 68% probability of falling in an interval twice as wide as

the NeDT). Therefore, we define the uncertainty associ-

ated with the instrument sensitivity «is as

«is 5NeDT (K). (1)

This study relies on purely cloud-free scenes identified in

version 1.05 of the L1A2 data. In the 183-GHz region,

contamination by nonscattering clouds (no precipitating

particles associated with deep convective clouds or cir-

rus anvil clouds) is negligible. However, radiative

transfer (RT) simulations of cloudy atmospheres re-

quire profiles of liquid and ice water content. These are

not provided by conventional radiosounding probes.

Scenes with deep convective clouds, convective over-

shooting, and precipitation were rejected following

the method stated in Hong et al. (2005a). This method

relies on the fact that for sufficiently large particles,

scattering will produce a change of sign with respect to

the arrangement of the BTs for a clear-air situation

(C1,C2,C3,C4,C5,C6). The Hong et al. cloud

screening approach has previously been validated against

aircraft microwave and radar observations from two dif-

ferent tropical campaigns. Remaining cloudy scenes were

identified directly from the radiosonde observations: RH

profiles with more than four measurements above 95%

RH were arbitrarily discarded from the database. This

restrictive RH filter provides similar results to themethod

applied in Buehler at al. (2004) that interprets strong

depressions in the 183.3 6 7-GHz BTs of AMSU-B as

a cloud signal. Finally, daytime and nighttime observa-

tions were determined using the solar elevation angle for

each radiosounding.

b. Radiosonde observations during
CINDY–DYNAMO

The Cooperative Indian Ocean Experiment on Intra-

seasonalVariability in theYear (CINDY)–Dynamics of the

Madden–JulianOscillation (DYNAMO;CD) international

field campaign took place over the Indian Ocean between

September 2011 andMarch 2012. The primary objectives of

this campaign were to investigate key processes involved in

the initiation of the Madden–Julian oscillation (MJO) and

to improve the simulation and prediction of MJO events

(for further information on CINDY in the Year 2011

(CINDY2011), see http://www.jamstec.go.jp/iorgc/cindy/;

for information on DYNAMO, see http://www.eol.ucar.

edu/projects/dynamo/). This campaign involved a radar

network (island and shipborne radars), a ship/mooring

network, a few in situ measurements from aircraft

(microphysics probes and radar), and an atmospheric

sounding network during three observing periods (spe-

cial, intensive, and extended). The campaign was sup-

plemented by other experiments, such as the Atmospheric

Radiation Measurement Program (ARM) MJO In-

vestigation Experiment (AMIE). Overall, more than

10000 high-resolution soundings were collected from the

51 priority sounding sites, covering a domain spanning

1208 in longitude (eastern Africa to the western Pacific;

Ciesielski et al. 2014).

For this study, only the so-called level 3 of the CD

radiosoundingmeasurements performed over 10 enhanced

sonde sites were used (Table 2, includes the three-letter

abbreviation for each site; in the following, these ab-

breviations will be used.) Figure 1 shows the geographic

distribution of the selected sites. For these sites, the

processing errors and various biases had been identified

and corrected when possible. The dataset includes one

continental site, seven islands (referred to as oceanic

sites), and two research vessels (R/V). The raw mea-

surements (or level 0) files underwent format conversion

(level 1), an automated quality control procedure with

the Atmospheric Sounding Processing Environment

TABLE 1. Radiometric on-ground and in-orbit performance of

SAPHIR channels (adapted from Karouche et al. 2012).

Channels

Central

frequency

(GHz)

Bandwidth

(MHz)

Radiometric sensitivity

NeDT (K) (on

ground/in orbit)

C1 183.31 6 0.2 200 1.52/1.44

C2 183.31 6 1.1 350 1.09/1.05

C3 183.31 6 2.8 500 0.95/0.91

C4 183.31 6 4.2 700 0.82/0.77

C5 183.31 6 6.8 1200 0.66/0.63

C6 183.31 6 11 2000 0.56/0.54
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(ASPEN) (Ciesielski et al. 2012) software (level 2), and

finally error and bias corrections (level 3).

Although several sonde systems were used during the

campaign (Mesei, Graw, Modem, and Sippican Mark),

all of the 10 enhanced sonde sites selected for this study

used the Vaisala RS92 system. These were chosen in

order to avoid discrepancies in data quality and biases.

A recent paper by Moradi et al. (2013) comparing sev-

eral radiosonde types to AMSU-B andMHSmicrowave

observations argues in favor of the reliability of Vaisala

probes in the mid- to upper troposphere. Those sondes

are widely used for research and operational purposes,

and their errors and uncertainties are well documented

(Miloshevich et al. 2004, 2006, 2009; Vömel et al. 2007;
Nash et al. 2011). The RS92 RH measurements are

known to be affected by the following issues:

d Duringdaytime, the solar heatingof the sensor induces a

dry bias, which is mainly a function of the solar eleva-

tion angle and of the cloud cover. Comparisons against

references have shown that this error lies between 9%at

the surface and about 50% in the upper troposphere

(;15km). The magnitude of the bias depends on RH.
d The slow sensor response to humidity changes at low

temperature (,2458C) necessitates a time lag correc-

tion. The time lag is particularly evident in regions of the

atmosphere where humidity gradients are steep, such as

at the tropopause and in regions above and below cirrus

layers. The time lag results in a distortion of the profile.

The correction is generally temperature dependent.

d A sensor random production variability related to hu-

midity conditions, leading to an uncertainty of61.5% of

the measured RH for RH . 10% and 63% of the

measured RH for RH , 10%.
d A residual uncertainty bias accounting for both sensor

and ground check calibration variability. This uncer-

tainty bias differs between daytime 6 (5% of the

measured RH1 0.5% offset) and nighttime6 (4% of

the measured RH 1 0.5% offset).

A dry bias correction was applied to the daytime ob-

servations. For all but three sites, the dry bias correction

applied was based on the algorithm used by the Global

Climate Observing System (GCOS) Reference Upper-

Air Network (GRUAN) community (Seidel et al. 2009).

This algorithm, referred to as the National Center for

Atmospheric Research (NCAR) radiation bias correc-

tion (NRBC), is described in Wang et al. (2013). For the

GAN, MAL, and MAN sites, the dry bias correction

was performed with the Vaisala dedicated acquisi-

tion software DigiCORA III. The Vaisala dry bias

correction also accounts for time lag error. In addition to

dry bias and time lag corrections, the NRBC correction

accounts for calibration uncertainties (Wang et al. 2013).

The daytime and nighttime observations constitute 55%

and 45% of the database, respectively. Figure 2 shows

that the GAN and MAN sites account for just over half

of the database in terms of the number of collocations.

Therefore, the database is approximately equally dis-

tributed between the two types of radiative corrections

TABLE 2. Description of CINDY–DYNAMO level 3 database.

Site name Full site name Country–location Elev (m) Lat (8N) Lon (8E) Site type

Dry bias

correction

BAR Baruna Jaya Indonesia 3.0 27 to 26.43 95–99.52 R/V NRBC

DAR Darwin Australia 30.0 212.42 130.9 Continental NRBC

DIE Diego Garcia United Kingdom 2.0 27.31 72.42 Oceanic NRBC

GAN Gan Island Maldives 1.0 20.69 73.15 Oceanic Vaisala

MAL Male Maldives 2.0 4.19 73.53 Oceanic Vaisala

NAU Nauru Nauru Island 4.0 20.52 166.92 Oceanic NRBC

ROG Roger Revelle United States 19.0 229.85 to 4.88 36.39–91.45 R/V NRBC

SEY Seychelles Seychelles 4.0 24.68 55.53 Oceanic NRBC

SIP Sipora Indonesia 7.0 22.03 99.59 Oceanic NRBC

MAN Manus Manus Island 4.0 22.060 147.430 Oceanic Vaisala

FIG. 1. Geographic distribution of the selected CD sites (adapted from Ciesielski et al. 2014).
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on daytime observations. Radiosoundings performed on

board scientific ships were corrected for the temperature

perturbation induced by the metallic body of the ship at

surface levels (Yoneyama et al. 2002). The nighttime ob-

servations underwent a radiative correction for tempera-

ture that also accounts for time lag error.

For each radiosonde profile, we identified the closest

SAPHIR pixel to the radiosonde launch site in a 50-km-

radius area and within in a time window of 645min be-

tween the radiosonde launch time and the SAPHIR

observation. Among the 5981 recorded Vaisala RS92

radiosoundings of CD, 194 of them qualified as spatio-

temporal collocations with Megha-Tropiques in clear-sky

conditions. Figure 3 shows the mean profiles of tempera-

ture and RH of the 194 profiles together with their stan-

dard deviations, alongside the Interim European Centre

for Medium-Range Weather Forecasts (ECMWF) Re-

Analysis (ERA-Interim) profiles averaged over the trop-

ical belt (6308 in latitude) for 2011 (Berrisford et al. 2009).
As expected from prior knowledge of tropical climate

(e.g., Peixoto and Oort 1996), the temperature profile is

close to being invariant, and is very similar in the two

FIG. 2. Relative contribution of each site to the total number of collocations, including both

daytime and nighttime collocations. The light shading corresponds to the NCAR bias correction

and the dark shading corresponds to the Vaisala correction.

FIG. 3. (a) Mean temperature and (b) RH profiles of the CD sites (black line) and their associated standard

deviation (gray shading). The corresponding profiles from ERA-Interim, sampled over the tropics

(6308 around the equator) for year 2011, are also indicated (mean: dashed lines, standard deviation: hatched

areas).

JANUARY 2015 C LA IN ET AL . 65

D
ow

nloaded from
 http://journals.am

etsoc.org/jtech/article-pdf/32/1/61/3370995/jtech-d-14-00054_1.pdf by guest on 23 N
ovem

ber 2020



sets. The CD RH profiles exhibit a slightly moister

midtroposphere (400–850 hPa) than the ERA-Interim

for the entire tropical belt, probably induced by the

strong convective activity of this part of the tropics. The

difference between the CD and ERA-Interim mean RH

profiles is well within the ERA-Interim variability.

3. Simulations of SAPHIR BTs

a. RTTOV-10 simulations

The Radiative Transfer for the Television and In-

frared Observation Satellite (TIROS) Operational

Vertical Sounder (RTTOV) model was developed for

numerical weather prediction (NWP) purposes at the

ECMWF, where it is used operationally. RTTOV

(Saunders et al. 1999) is a regression-based fast radiative

transfer model: the model optical depths are computed

as a linear combination of profile predictors (i.e., tem-

perature, pressure, zenith angle, and absorber amount).

The linear coefficients are derived from regressions

based on accurate line-by-line (LBL) simulations of

a wide range of atmospheric profiles. The channel-

averaged transmittances for microwave sensors are cal-

culated with the AMSU transmittance (AMSUTRAN)

model (Saunders et al. 2012), which uses a version of the

Liebe-89 (Liebe 1989) Millimeter-Wave Propagation

Model (MPM) for water vapor and MPM-92 for dry air

(Liebe et al. 1992). The AMSUTRAN code for mixed

gases is based on the Liebe MPM-93 (Liebe et al. 1993)

model with coefficients from MPM-92 and combines

MPM-93 and coefficients from High Resolution Trans-

mission (HITRAN) for ozone.Water vapor is the only gas

allowed to vary in the simulations. Oxygen (O2), ozone

(O3), and nitrogen (N2) are considered well-mixed gases.

The radiosonde pressure, temperature, and specific

humidity profiles were used as inputs to RTTOV-10 in

order to simulate SAPHIRBTs. The correct zenith angle

was extracted from SAPHIR observation data after the

collocation stage, and the surface emissivity was either

taken from the Prigent et al. (2006, 2008) atlas for con-

tinental surfaces or calculated internally by the Fast

Emissivity Model, version 4 (FASTEM-4), model

(English and Hewison 1998) over oceanic surfaces.

b. RTM evaluation

1) RTMS DESCRIPTION

The performance ofRTTOV-10 has been studied by the

Satellite Application Facility for Numerical Weather

Prediction (NWP SAF) for IR instruments such as AIRS

and Infrared Atmospheric Sounding Interferometer

(IASI; Saunders et al. 2012). For the purpose of the present

paper, the evaluation of RTTOV-10 with respect to the

MPM has been performed by NWP SAF under simplified

assumptions: the calculations involved a plane-parallel

atmosphere, meaning no Earth curvature nor refraction,

three different scan angles (i.e., nadir, 278, and 608), and
two different sets of atmospheric profiles (an 83-profile-

dependent training set and a 52-profile-independent set)

defined on the 51 levels of RTTOV. In all cases, the mean

difference between MPM and RTTOV-10 was less than

0.1K and the standard deviationwas less than 0.3K (NWP

SAF report available from http://research.metoffice.gov.uk/

research/interproj/nwpsaf/rtm/rtm_rttov10.html).

Moreover, previous versions of RTTOV have been

compared to several LBLmodels for AMSU-B andMHS

water vapor channels. The RTTOV–LBL differences

were found to be very small (Chen et al. 2010). A com-

parison exercise by Buehler et al. (2006) showed that

mean differences between RTTOV-7 and the Atmo-

spheric Radiative Transfer Simulator (ARTS) model

(described further in this section) over an idealized oce-

anic situation ranged from 0.014 to 0.104K for simulations

of AMSU-B channels 18–20. The larger discrepancies

were attributed to the transmittance parameterization of

this version of RTTOV.More recently, Chen et al. (2010)

investigated water vapor regression methods in fast radi-

ative transfer models and compared LBL to fast RTMs in

the microwave region. The BT bias between the LBL and

fast RTMs was less than 0.1K on average for MHS

channels 3–5 and was highly stable in humid conditions.

These statistics, while not reflecting the actual perfor-

mance of RTTOV-10, give an idea of the ability of recent

RTMs to simulate 183.31-GHz BTs.

To evaluate the uncertainty associated with RTTOV-10

simulations, two different LBL models were used here to

simulate SAPHIR BTs on the same radiosonde dataset:

theARTSmodel (Buehler et al. 2005; Eriksson et al. 2011)

and the monochromatic radiative transfer (MonoRTM)

model (Payne et al. 2011; Clough et al. 2005).

The ARTSmodel, described in detail in Buehler et al.

(2005) and Eriksson et al. (2011), is an LBL RTM that

simulates radiances in the IR and MW spectral ranges.

The computations can be tuned using a set of models for

the continuum, listed in Buehler et al. (2005). For this

study, gaseous absorption was assumed to be due to only

water vapor, ozone, oxygen, and nitrogen. The absorp-

tion models used were that of Rosenkranz (1998) for

water vapor and O2 and that of Rosenkranz (1993) for

N2. Monochromatic calculations were performed for 11

frequencies inside the passbands, and the results were

convolved with the sensor passband response, which was

assumed to be rectangular.

MonoRTMhas been extensively validated using ground-

based measurements from the Department of Energy’s
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ARM (Clough et al. 2005; Cadeddu et al. 2007; Payne et al.

2008, 2011; Cimini et al. 2009). MonoRTM version 4.0

onward may be used from the MW to the ultraviolet, with

cloud liquid water in the MW. For the calculations per-

formed in this work, we used MonoRTM version 4.2.

Spectral line parameters are based on HITRAN 2004 with

a few selected exceptions, namely, the parameters for the

oxygen lines and for the four strong water vapor lines at 22,

183, 325, and 380GHz. The line strengths for the 22- and

183-GHz water vapor lines are based on an analysis of

Stark effect measurements described in Clough et al.

(1973). The temperature dependences of the half-widths

and the pressure shifts for these four water lines are from

Gamache’s calculations, which are described in Payne

et al. (2008).MonoRTMuses theMlawer, Tobin, Clough,

Kneizys, and Davies (MT_CKD) continuum model

(Mlawer et al. 2012; Clough et al. 2005), which includes

contributions from self- and foreign-broadened water

vapor, N2, O2, and O3, although the O3 continuum is not

significant in the microwave region.

2) COMPARISON OF RTM SIMULATIONS

The collocated database discussed in section 2b was

used as input into the RTTOV, ARTS, and MonoRTM

models to simulate what SAPHIR would have mea-

sured. The mean, standard deviation, and correlations

computed from comparisons between the three models

are listed in Table 3. The three models clearly agree on

the simulation of SAPHIR channels. Table 3 shows that

the mean differences between RTTOV-10 and ARTS

simulations range from close to 0K (for C1) to 0.7K for

C6, with RTTOV-10 being consistently warmer than

ARTS. The standard deviation between the two models

is larger for C1 (1.78K) than for the other channels,

but the correlations between the two simulations are

high and the slopes are close or equal to unity for all

channels. The correlation between the MonoRTM

and RTTOV-10 simulations is 0.94 for C1 and 1.0 for

C2–C6. The standard deviation of the RTTOV–

MonoRTM difference peaks for C1 with 1.7K and de-

creases to 0.3K for C5 and C6. The slope values range

between 0.95KK21 for C1 and 1.01KK21 for C2–C4.

For C1 (C2, C6), MonoRTM is 1.5K (0.54, 0.42K)

warmer on average than RTTOV-10. For C3–C5, the

differences are close to 0.

The difference between the Rosenkranz and Liebe

models in ARTS and RTTOV was previously evaluated

in Buehler et al. (2006). Differences are lower than 0.5K

in tropical regions. Table 3 shows that the two LBL

models differ most for C1 and C6. For these channels,

the absolute difference is greater than 1K. While the

discrepancy for C6 can be potentially linked to differ-

ences in the water vapor continuum in the models [see

section 4b(1)], the difference observed in C1 requires

further investigation.

This comparison between ARTS, MonoRTM, and

RTTOV-10 was used to estimate the BT difference

that arises between different types of RTMs. We de-

fine an RTM error «m that applies to each channel of

SAPHIR using the mean difference between an av-

erage of the two LBL simulations and RTTOV-10’s

BTs, written as

«m 5 hRTTOV2 hARTS,MonoRTMii (K), (2)

where hARTS, MonoRTMi is the mean of the BTs

simulated by the two LBL models.

Figure 4 shows that the set of average values between

ARTS and MonoRTM SAPHIR BTs is in good statis-

tical agreement with the RTTOV-10 simulations. The

correlation coefficient for all channels is close to 1.0 and

slopes range between 0.92KK21 for C1 and 1K for C2.

The dispersion is larger for C1 (1.8K) and decreases to

0.5K for C3–C6.

TABLE 3. Statistical elements of the comparison between SAPHIR BTs simulated by RTTOV-10, ARTS, and MonoRTM: correlation

coefficient (R), mean BT difference, standard deviation (s), and slope of linear fit.

C1 C2 C3 C4 C5 C6

RRTTOV,ARTS 0.94 0.97 0.98 0.98 0.98 0.98

hRTTOV 2 ARTSi (K) 20.04 0.21 0.44 0.44 0.51 0.68

sRTTOV,ARTS (K) 1.78 1.09 0.85 0.79 0.76 0.77

SlopeRTTOV,ARTS (KK21) 0.91 0.98 0.96 0.95 0.94 0.92

RRTTOV,MonoRTM 0.94 0.99 0.99 0.99 0.99 0.99

hRTTOV 2 MonoRTMi (K) 21.50 20.60 0.20 0.18 0.04 20.44

sRTTOV,MonoRTM (K) 1.68 0.64 0.38 0.33 0.32 0.31

SlopeRTTOV,MonoRTM (KK21) 0.95 1.01 1.01 1.01 1.02 1.02

RARTS,MonoRTM 0.98 0.98 0.99 0.99 0.99 0.98

hARTS 2 MonoRTMi (K) 21.37 20.79 20.23 20.25 20.46 21.12

sARTS,MonoRTM (K) 1.11 0.95 0.73 0.69 0.66 0.68

SlopeARTS,MonoRTM (KK21) 1.03 0.99 1.02 1.03 1.05 1.07
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4. Analyses of the biases

a. Main features of the BT bias

The collocated radiosonde humidity profiles were used

to simulate RTTOV-10 BTs and the simulated BTs were

compared to SAPHIR observations. The simulated-

minus-observed BTs (called ‘‘bias’’) were calculated for

each collocated sounding. The mean, standard deviation,

linear fit slopes, and correlation coefficients are listed in

Table 4. A one-sample t test (Student 1908) was applied

to test, for each case, whether the biases were significantly

different from 0 (defined as the null hypothesis). The

p values of the t tests are provided in Table 4. They must

be lower than 0.05 to reject the null hypothesis (at the

95% confidence interval).

The following features characterize the simulated-

minus-observed BT bias for all data subsets evaluated

from a single SAPHIR pixel (Table 4):

d A warm bias in the simulations for C1–C6, showing

a temperature-dependent pattern: the bias amplitude

increases with temperature, from 0.18K for C1 to

2.26K for C6.
d A strong correlation coefficient for all channels and all

data subsets greater than 0.87.
d Slopes of linear fit between observations and simu-

lated BTs are close to unity for all channels.

The statistics reported in Table 4 were calculated us-

ing first, the whole dataset, then splitting the dataset

between daytime and nighttime observations. The bias

FIG. 4. SAPHIR BTs simulated by RTTOV-10 (horizontal axes) vs ARTS and MonoRTM (gray squares and diamonds, respectively)

and the mean of the two LBL RTMs (black dots). The slope, standard deviation, and correlation coefficient between the latter and

RTTOV-10 simulations are displayed for each SAPHIR channel.
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was computed using SAPHIR BTs either from a single

pixel or from an average around the target area. These

calculations were performed with the aim of identifying

any possible bias source. Further discussion is provided

in the subsections that follow.

b. Discussion on the sources of uncertainties and
biases

The factors that can influence the bias are related to

the methodology and can be linked specifically to the

radiative transfer model, to the radiosonde observa-

tions, and to the SAPHIR instrument itself.

1) ERRORS LINKED TO THE RADIATIVE TRANSFER

MODEL

Ozone is one of several factors impacting the simu-

lations near the 183.31-GHz absorption line. The result

of inclusion of O3 in the model is a slight cooling of

modeled BT in that reaches 0.5K in AMSU channel 18

and is at least one order of magnitude lower for other

channels (John and Buehler 2004). MonoRTM simu-

lations were performed to quantify the impact of O3 on

the SAPHIR channels. Two sets of simulations—with

and without ozone—were performed for a tropical

standard atmosphere, for a zenith angle of 428. The
differences are shown in Fig. 5. Absorption by O3 im-

pacts C2 significantly but C6 only marginally. The in-

tegrated BT difference over the C2 bandwidth ranges

TABLE 4. Simulated minus observed BT bias statistical elements: means, p values from a Student’s t test, standard deviations (s),

correlation coefficients, and slopes of linear fit.*

Pixels C1 C2 C3 C4 C5 C6

Day 1 night 1 Bias (K) 0.18 0.76 1.28 1.58 1.48 2.26

p value 0.25 1 3 10212 ,2 3 10216 ,2 3 10216 ,2 3 10216 ,2 3 10216

s (K) 2.13 1.38 0.98 0.85 0.83 0.77

R 0.91 0.96 0.97 0.98 0.98 0.98

Slope (KK21) 0.99 1.01 0.96 0.94 0.93 0.91

25 Bias (K) 0.19 0.75 1.30 1.59 1.53 2.31

p value 0.14 1 3 10215 ,2 3 10216 ,2 3 10216 ,2 3 10216 ,2 3 10216

s (K) 1.85 1.19 0.87 0.80 0.83 0.92

R 0.93 0.97 0.98 0.98 0.98 0.97

Slope (KK21) 1.04 1.04 0.96 0.94 0.92 0.88

Day 1 Bias (K) 0.55 1.05 1.43 1.69 1.65 2.34

p value 0.03 3 3 10211 ,2 3 10216 ,2 3 10216 ,2 3 10216 ,2 3 10216

s (K) 2.53 1.46 0.95 0.79 0.78 0.74

R 0.87 0.95 0.98 0.98 0.98 0.98

Slope (KK21) 0.94 0.98 0.96 0.95 0.93 0.93

25 Bias (K) 0.64 1.01 1.44 1.71 1.66 2.45

p value 6 3 1024 3 3 10213 ,2 3 10216 ,2 3 10216 ,2 3 10216 ,2 3 10216

s (K) 1.91 1.24 0.88 0.77 0.75 0.81

R 0.93 0.97 0.98 0.98 0.98 0.98

Slope (KK21) 1.01 1.02 0.95 0.94 0.93 0.89

Night 1 Bias (K) 20.41 0.38 1.09 1.43 1.29 2.16

p value 0.03 3 3 1023 ,2 310216 ,2 3 10216 ,2 3 10216 ,2 3 10216

s (K) 1.76 1.19 0.98 0.89 0.85 0.79

R 0.94 0.97 0.97 0.98 0.97 0.98

Slope (KK21) 1.01 1.03 0.95 0.93 0.93 0.89

25 Bias (K) 20.36 0.43 1.13 1.44 1.36 2.14

p value 0.04 3 3 1024 ,2 310216 ,2 3 10216 ,2 3 10216 ,2 3 10216

s (K) 1.61 1.06 0.83 0.83 0.89 1.01

R 0.95 0.97 0.98 0.98 0.97 0.96

Slope (KK21) 1.07 1.06 0.98 0.95 0.92 0.86

* The p value should be lower than 0.05 (the 95% confidence interval) to reject the null hypothesis (difference equals 0). The dataset is

divided into three subsets: day 1 night, day-only, and night-only conditions. For each subset, the observed BT from the single or an

average upon the 5 3 5 closest pixels from the sounding launch site is used.

FIG. 5. The BT difference between simulations with MonoRTM,

including ozone minus simulations without ozone (orange line) for

a tropical standard atmosphere and zenith angle of 428. The gray

boxes show the SAPHIR channels’ positions and widths.
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between 0.3K at nadir to 0.5K at 428, in agreement

with John and Buehler (2004). For drier atmospheres

and scan angles farther from nadir, the differences can

be even larger (not shown). For C6, the mean effect is

small, about 0.05K. This exercise shows the minor

impact of ozone in SAPHIR simulations assuming top-

hat transfer functions.

The impact of absorption by ozone on the BTs, re-

stricted to C2 and C6, is defined as «O3
and is expressed

in terms of BTs instead of radiances for simplification,

«O
3
5 �

n
(BTO

3
2BTO

3
), (3)

where n refers to the frequency windows of C2 and C6.

Since the SAPHIR weighting functions cover the free

troposphere (see Fig. 2 ofBrogniez et al. 2013) for a tropical

standard atmosphere, with a deeper sounding for a drier

atmosphere, the surface emissivity could also affect the

simulations. According to Aires et al. (2011), who in-

vestigated the impact of the choice of emissivity on

AMSU-A and AMSU-B channels, the mean effect of

emissivity in channels similar toC2andC3 is close to zero in

the RTTOV-10 model. An additional sensitivity test with

RTTOV-10 on the CD dataset confirms that surface

emissivity only affects C4–C6, and by less than 1022K

(fixedprofileswith twoprescribed emissivities of 0.5 and 0.9).

Finally, the larger bias for C6 raises the question of

the impact of the water vapor continuum in the 183.31

(611)-GHz channel, which is strongly asymmetric.

Indeed, the water vapor absorption spectrum differs

significantly at 194.31 and 172.31GHz. Although the

impact of the representation of the water vapor contin-

uum on the MW simulations is beyond the scope of this

work, its evaluation is an important question to address

for future studies.

2) ERRORS LINKED TO THE RADIOSONDE

OBSERVATIONS

Figure 6 shows the mean bias and standard deviation

at each of the 10 sites, for each SAPHIR channel. The

mean bias and standard deviation computed over the

whole set are recalled at the right of each subfigure

(ALL). Note that BAR only includes one radio-

sounding, resulting in a nil standard deviation for this

site. Although the variability of the bias at SEY (10% of

the database; Fig. 2) for C1 tends to increase the overall

standard deviation for this channel, the SEY statistics

for the other channels of SAPHIR are in good agree-

ment with the dataset as a whole. The correction of

surface temperature in radiosoundings performed on

research vessels (Baruna Jaya, Roger Revelle) does not

affect the global bias. The two sites with the greatest

number of radiosonde observations are in good agreement

for all channels. There is good overall agreement be-

tween the statistics for each single site and statistics for

the dataset as a whole, and therefore no clear site-to-site

dependence of the bias.

The drift of the radiosonde during an average ascent

of 90-min duration may have a significant effect in this

exercise. For this specific dataset, the mean horizontal

drift is about 40 km, which corresponds to about four

SAPHIR pixels. The RTM simulations assume a quasi-

vertical ascent of the radiosonde and also a strong ho-

mogeneity of the water vapor field during the satellite

overpass. To test the horizontal homogeneity, two dif-

ferent approaches were used to determine the SAPHIR-

observed BT. One approach was to use the closest pixel

to the radiosonde launch site. The other was to use the

average of the 5 3 5 pixels surrounding the launch site,

cleaned from diffusive scenes using the Hong et al.

(2005a) method mentioned earlier. The results for both

approaches are in Table 4. Note that the surrounding

area was reduced to 3 3 5 pixels when the central pixel

was located at the edge of the swath. Although the dif-

ference between mean biases calculated using one pixel

versus the surrounding area are always less than 0.1K

(Table 4), it is important to account for the atmospheric

variability in the area around the central pixel. For each

channel, we define «y, the error due to local variability, as

the mean standard deviation in the 15- or 25-pixel area

around the central pixel for each channel of SAPHIR:

«y 5 hs25 pixelsi (K). (4)

As mentioned in section 2b, two types of radiative bias

corrections (NRBC and Vaisala) were applied to the

daytime RS92 measurements. Figure 3 shows that 56%

(44%) of the database was corrected with the Vaisala

(NRBC) procedure. The two correction procedures

were applied to daytime radiosonde observations only.

Figure 7 shows how the two corrections differ with regard

to the bias restricted to the daytime sample. The two

methods produce corrections that differ by less than

0.3K. For all channels but C1, the NRBC correction re-

sults in simulated BTs warmer than those simulated with

Vaisala-corrected profiles.

Moreover, while the daytime subset was subject to an

extensive correction procedure (see section 2b), the

nighttime subset was corrected for temperature and

time lag only. This distinction is made in Fig. 8 and is

summarized in Table 4. Figure 8 shows that the two

subsets present similar behavior for C2–C6 and that the

larger outliers in C1 mainly belong to the daytime sub-

set. For C1, there is a 0.96-K difference between the

daytime and the nighttime subsets that may be due to

a systematic nighttime moist bias in the CD radiosonde
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observations, documented in Ciesielski et al. (2014). The

bias difference between the two subsets (one pixel) is

less than 0.7K for C2 and less than 0.4K for C3–C6. In

addition, the correlation coefficients are similar for

daytime and nighttime subsets for all channels but C1,

for which the daytime subset correlation is 0.87 com-

pared to 0.94 for the nighttime (Table 4).

Among the uncertainties affecting the radiosonde

humidity observations, the production variability was

not considered. The impact of the production variability

is difficult to evaluate because of a lack of documenta-

tion on the changes in manufacturing processes. The

evaluation of the model sensitivity to the production

variability is also hardly feasible because the computa-

tion of this uncertainty creates important discontinuities

in the input humidity profile.

The calibration uncertainty (section 2b) was corrected

for GAN and MAL daytime observations only. To

evaluate the sensitivity of the simulations to the cali-

bration variability, RH input profiles were artificially

modified according to the extreme values of the cali-

bration uncertainty mentioned in section 2b. Table 5

summarizes the sensitivity of RTTOV-10 simulations to

this change. As expected, a more (less) humid RH

profile translates into a decrease (increase) in simulated

BTs. The results for C1 are not representative, since the

variability of changes for C1 is too high compared to

the amplitude of the change in BT due to the input

perturbation of RH. For C2–C6, the total sensitivity of

the model is close to 1K. Here we define a supple-

mentary error «rsm describing the total sensitivity range

of RTTOV-10 to the radiosonde calibration un-

certainties:

«rsm5hBTp2BTrefiRHdecrease 2 hBTp 2BTrefiRHincrease,

(5)

FIG. 6. RTTOV-10 minus SAPHIR mean bias and standard deviations for each CD site, using SAPHIR observations from a single pixel.

The total mean bias is reported as ‘‘ALL.’’
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where BTp are obtained after a perturbation of the RH

profile, and BTref are associated with the unperturbed

RH profiles. Since the radiosondes have the largest un-

certainty in the upper troposphere, the impact on C1 is

most certainly greater than 0K, so we assigned to «rsm
the same value as C2 as a realistic minimum. For chan-

nels C2–C6, the radiosonde daytime calibration error

has a moderately higher impact (by ,0.2K) than the

nighttime case. The magnitude of the daytime error is

selected to be included in the total error calculation (see

section 4c).

To put this study into perspective, we note that the

MT team at CNES performed SAPHIR observations to

RTTOV simulations using collocated ECMWF for

clear-sky oceanic scenes. Those comparisons showed

similar channel dependence on the bias to that shown in

this work (section 4a).

3) ERRORS LINKED TO SAPHIR

Satellite observations near the 183.31-GHz water va-

por absorption line can be used to detect strong convec-

tion, cold clouds, and precipitation (Hong et al. 2005a).

According to Greenwald and Christopher (2002), the

impact of cold (high level) clouds on satellite measure-

ments equivalent to the SAPHIR C2 channel is to cool

down the observedBTby 1.4K on average. The impact of

cold clouds should be greatest in the tropics. One can

reasonably expect that scattering induced by lower-level

and nonprecipitating clouds also would have a slight

cooling effect on the observations. Some preliminary

analyses on MHS data using cloud flags from IR sensors

appears to show that clouds not detected by microwave-

based cloud screening approaches could have a non-

negligible impact, which could at least partially explain

the channel dependency of the bias. A stringent RH filter

was applied to the database in order to restrict to clear-

sky scenes (section 2), but this filter might not be re-

strictive enough. The impact of clouds on the 183.31-GHz

water vapor absorption line is not included in the present

total error model, but the role of undetected clouds

should not be forgotten in the discussion.

SAPHIRBTs scanned at nadir are warmer on average

than the BTs scanned at the edges of swaths. This ‘‘limb

effect’’ is described in Goldberg et al. (2001) and is ac-

counted for in several studies: in Buehler et al. (2004),

when verifying the consistency of radiosonde and MW

satellite humidity observations; and in Karbou et al.

(2005), when assessing the possibility to derive tempera-

ture and humidity profiles from AMSU-A and AMSU-B

observations. On a single orbit, the mean BT difference

FIG. 7. Impact of Vaisala (open squares) and NRBC (Wang, Colorado State University)

radiative corrections (black dots) on the RTTOV-10 minus SAPHIR BT bias (K) calculated

from radiosonde observations performed during daytime only.
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between nadir and edges of swaths in SAPHIR obser-

vations has been verified to range between 5K for C1

and 4K for C6 (not shown). Moreover, while substantial

scan asymmetries have been observed for AMSU-B and

MHS (Karbou et al. 2005; John et al. 2013), SAPHIR

observations show virtually the same angle dependence

on either side of the swath (N. Karouche, CNES, 2012,

internal communication). The distributions of the mean

biases for each channel according to the incidence view-

ing angles of SAPHIR are shown in Fig. 9. This figure

shows no distinct angular dependence of the biases. The

limb effect is accounted for in the BT simulations.

Therefore, it will not be included in the total errormodel.

The actual shape of the instrument function is also

accounted for in the model. The RT simulations per-

formed for this work assumed top-hat transfer functions

for SAPHIR channels. For SAPHIR, the actual shape of

the instrument functions may show some very minor

variations from this idealized shape at the edges, resulting

in a negligible impact on the integrated observation

(C. Goldstein, CNES, 2013, private communication).

The CNES report on SAPHIR in-flight performance

(Karouche et al. 2012) shows very high stability in the hot

load temperature used for in-flight calibration: the orbital

temperature variations of the hot load are less than 1.5K.

In addition, comparisons with MHS (on MetOp-A) and

the Advanced Technology Microwave Sounder (ATMS)

on board the Suomi National Polar-Orbiting Partnership

(Suomi-NPP) satellite (NASA and NOAA) have shown

a good agreement between the instruments. SAPHIRC2,

C3, and C5 were found to show ‘‘double differences’’ of

FIG. 8. RTTOV-10-simulated BTs vs SAPHIR L1A2 BTs (K). Blue and black markers refer to daytime and

nighttime observations, respectively.

TABLE 5. Sensitivity of RTTOV-10 to the radiosonde calibration

uncertainties.*

Increase–decrease of f and o: f, o

hBTref 2 BTpi (K), s(K)

Nighttime Daytime

1.04, 0.5 0.96, 20.5 1.05, 0.5 0.95, 20.5

C1 0.88, 0.43 20.87, 0.24 1, 0.44 21, 0.26

C2 0.58, 0.14 20.6, 0.16 0.68, 0.15 20.72, 0.17

C3 0.52, 0.1 20.5, 0.11 0.6, 0.11 20.64, 0.12

C4 0.5, 0.07 20.52, 0.08 0.6, 0.08 20.61, 0.09

C5 0.48, 0.05 20.5, 0.05 0.6, 0.06 20.6, 0.06

C6 0.46, 0.04 20.48, 0.04 0.5, 0.05 20.57, 0.06

*The sensitivity of simulated BT to the radiosonde calibration

uncertainties are evaluated by applying a factor ( f ) and an offset

value (o) to the radiosonde RH profile used as input to the model.

The ‘‘perturbed’ simulated BT (BTp) is compared to the un-

perturbed or reference-simulated BT (BTref). Mean differences

and standard deviations (s) are reported for each channel. The f

and o values refer to the extreme values of the radiosonde cali-

bration uncertainty that differs between daytime and nighttime.
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0.2, 0.03, and 0.7K with respect to MetOp-A MHS

channels 3 (183.316 1.0GHz), 4 (183.316 3.0GHz), and

5 (190GHz), respectively (Wilheit et al. 2013).Moreover,

themeandouble differences betweenSAPHIRandATMS

are 0.5,21.3,21.5, and20.7K for SAPHIRC2–ATMS22

(183.31 6 1.0GHz), SAPHIR C3–ATMS 20 (183.31 6
3.0GHz), SAPHIRC4–ATMS19 (183.316 4.5GHz), and

SAPHIR C5–ATMS 18 (183.31 6 7.0GHz), respectively

(Moradi 2014). (Note that differences in the channel

specifications were accounted for in the double-difference

approach, an indirect comparison between observations

through a common reference set).

c. Definition of the total uncertainty

An accurate analysis of the bias between observa-

tions and simulations requires a comprehensive evalu-

ation of the errors linked to each stage of the

methodology (Immler et al. 2010). Considering a large

number of observations or tests, stochastic variations of

quantities that affect the measurements are generally

considered as random errors and tend to a nil average

with the increase of the size of the set of measurements.

Systematic errors, for instance due to operating condi-

tions, tend to result in a nonzero difference. An attempt

to categorize the evaluated errors in terms of random or

systematic has been made in Table 6. However, for this

work, we choose to include all of the elementary terms

in the global budget of error without a distinction of

their nature. If we assume that the errors are additive

and cannot be negatively correlated, then a pessimistic

estimation of the total error is obtained from the ab-

solute sum of the terms and gives the upper bound limit.

The classical way is to assume that the errors are in-

dependent and uncorrelated, yielding to define the total

error «T as the combination in quadrature of the five

estimated errors and to give a reasonable estimate

of the global uncertainty (see Immler et al. 2010 for

a discussion),

«T 5 («2is 1 «2m 1 «2O
3
1 «2y 1 «2rsm)

1/2. (6)

This expression thus accounts for «is, linked to the ra-

diometric sensitivity; «m, the estimated RTM error;

«O3
, the error due to O3 absorption; «y, the term re-

flecting the local atmospheric variability; and «rsm, the

sensitivity of the fast RTM to the radiosonde calibration

uncertainties. Both total errors (absolute and quadratic

sums) are provided in Table 6, together with the sum-

mary of each error for each channel. From here on, we

will assume that the elementary errors are independent,

although we do acknowledge that some terms could be

considered as linked (such as «m and «O3
).

The mean biases for each SAPHIR channel, with er-

ror bars accounting for the total uncertainty «T, are

summarized in Fig. 10. The quantity «T is highest for C2

and decreases with distance from the 183.31-GHz line

center. For all channels the calibration of the radio-

sondes is the main source of uncertainty. For C6, the

confidence interval is 1.38K and does not include the

zero bias line, unlike the error bars for C1–C5. As seen

from Table 6, the radiometric sensitivity «is and the at-

mospheric variability «y have the same contributions to

the total error for all channels. The model error «m is the

lowest contributor to the total error for all channels.

d. Interpretation of the biases

Based on the fact that intercomparisons of SAPHIR

with MHS and ATMS show very good consistency of

FIG. 9. Distribution of the mean differences between the simu-

lated BTs and the SAPHIR BTs (K) according to the incidence

viewing angles of SAPHIR. The number of points for each angle is

indicated on the right axis.

TABLE 6. Numeric values of elementary errors («) in kelvins for

each SAPHIR channel.*

« (K),

equation (#) C1 C2 C3 C4 C5 C6 Category

«is, (1) 1.44 1.05 0.91 0.77 0.63 0.54 Random

«m, (2) 20.81 20.21 0.32 0.31 0.27 0.11 Systematic

«O3
(3) — 0.50 — — — 0.05 Systematic

«y, (4) 1.12 0.90 0.84 0.78 0.76 0.74 Random

«rsm, (5) 1.48 1.48 1.23 1.17 1.08 1.02 Random

«T Absolute

sum

3.23 3.72 3.30 3.03 2.74 2.46

Quadratic

sum

2.48 2.09 1.77 1.63 1.49 1.38

*Term «is is the error linked to radiometric sensitivity (section 1).

Term «m (section 2b) is the RTM error. Term «O3
is the error due

to absorption by O3 [section 3b(1)]. Term «y [section 3b(2)] de-

picts the local BT variability. Term «rsm [section 3b(2)] shows the

sensitivity of RTTOV-10 to the radiosonde calibration un-

certainty (nighttime case). The «rsm value for C1 is given in bold

because it could not be directly estimated (see text). The cate-

gories random–systematic are included for discussion purposes.
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the measurements (Wilheit et al. 2013; Moradi 2014), we

do not believe that the channel-dependent bias is an

instrumental issue. The systematic error sources listed in

Table 6 do not show the same channel dependence as the

biases. A simple sensitivity analysis was performed in

order to determine whether the channel-dependent biases

could be interpreted in terms of an altitude-dependent

RH bias. Reference values of SAPHIR BTs were

calculated from a representative tropical RH profile.

These reference BTs were then compared to BTs com-

puted using a set of perturbed RH profiles. Four pertur-

bations are considered: 5%, 10%, 15%, and 30%.

Figure 11 summarizes this sensitivity analysis and shows

that, while C1 could be clearly considered as a bias-free

channel, the biases of C2–C6 can be translated into

a humidification of the atmosphere seen by SAPHIR,

ranging between 5% and ;20%. This analysis seems to

show that an altitude-dependent bias in the radiosonde

measurements should not be totally ruled out. Indeed, the

2.26-K bias of C6 can be corrected if a 20% moistening

were performed onto the RH profiles. However this

conclusion should be further analyzed with respect to the

very good quality of the CD upper-air measurements.

5. Summary and conclusions

In this study, a careful quality control procedure was

applied to a tropical humidity radiosonde dataset. This

dataset was used as input to a fast radiative transfer model

in order to simulate BTs observed by the SAPHIR in-

strument on board Megha-Tropiques and to evaluate its

performance. The simulated-minus-observed BTs indicate

an overall warm bias in the simulations that increases with

distance from line center (0.12K at C1 to 2.3K at C6) and

a strong linearity between simulations and observations.

The sources of uncertainties and/or errors can be asso-

ciated with the measurements themselves (the SAPHIR

sounder and the radiosoundings) and with the methodol-

ogy of evaluation that uses an RTM. Overall, five ele-

mentary sources classified as random or systematic (see

Table 6) have been evaluated numerically. Assuming that

all the terms are uncorrelated, they are quadratically

summed to estimate a total uncertainty, interpreted as

a confidence interval around the bias. The total uncertainty

is widest for C1 and C2 and decreases with distance from

the 183.31-GHz line center. The channel-dependent fea-

ture of the model-observed bias can be discussed with re-

spect to these uncertainties:

d The instrumental sensitivity, which gives the accuracy

of the measurements and could be considered as

a random source of error. Intercalibration efforts at

NASA and NOAA on MHS–MetOp-A and ATMS–

Suomi-NPP (Wilheit et al. 2013; Moradi 2014) appear

to rule out an instrumental issue specific to SAPHIR

(except maybe for C6), since all three sounders show

very consistent measurements.
d The variations in BT simulations, are linked to the

choice of RTMusedwithin the comparison; this would

be a systematic error. Comparisons between RTTOV-

10 and two LBL models with different spectroscopic

specifications (ARTS and MonoRTM) do not explain

the increasing difference. It is also possible that the

difference between the idealized top-hat and the

actual shape of the instrument function can create

a discrepancy between simulations and observations.

However, based on the information provided by

CNES, the SAPHIR instrument response functions

are assumed to be very close to the top-hat ideal.
d The impact of ozone lines in BT simulations near the

183.31-GHz line; also a systematic error that should be

FIG. 10. Mean bias (K) with error bars referring to the total

uncertainty «T defined in section 4c from the quadratic sum of the

elementary errors in Table 6.

FIG. 11. Difference between the BT of a reference RH profile

and the BT after a perturbation of the same profile. The pertur-

bations of 5%, 10%, 15%, and 30% are relative values. The black

dots correspond to the mean biases of SAPHIR given in Fig. 10.
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accounted for mainly when considering simulations at

184GHz (O3 absorption), but that is negligible at

other frequencies.
d The local atmospheric variability in SAPHIR obser-

vations, a random error. There is possible contamina-

tion by thin clouds that have not been removed by the

method applied here, which was designed to remove

deep convective overshoots and cirrus anvil cloud.

The role of clouds requires further investigation.
d The sensitivity of RTTOV-10 to calibration uncertainties

in radiosonde RH observations, which could be inter-

preted as a random error. This is the major source of

uncertainty in the global error budget. Evaluation of the

impact of the radiosonde production variability would

require the manufacturer to provide information about

the changes in manufacturing processes and calibration

that can occur over time.

Finally, among the other sources of uncertainties that

have not been evaluated numerically, some are linked to

the spectroscopic input to the RT models, such as the

absorption by N2 and the impact of the water vapor

continuum, whichmight affect low-peaking observations.

For instance, the impact of uncertainties in the spectro-

scopic parameters associated with the 183.31-GHz line

and other water vapor lines (e.g., air- and self-broadened

line widths, temperature dependences of these widths)

should be the object of a specific evaluation. Note, how-

ever, that preliminary work on evaluating the amplitude

of these spectroscopic uncertainties suggests that this will

not explain the observed biases.

A sensitivity analysis on a test tropical RH profile

indicates that the channel-dependent bias could be

interpreted in terms of a 15%–20% relative perturba-

tion. Despite the strong quality control applied to this

radiosonde dataset (Ciesielski et al. 2014), we might

still suspect biases in the radiosonde RH profiles.

However, we do note that complementary studies ex-

ploring ECMWF or National Centers for Environ-

mental Prediction (NCEP) profiles or other corrected

radiosonde measurements (such as those available

from Atmospheric Radiation Measurement Program

sites) show the very same behavior for other MW

sounders with close frequency channels. If there is an

issue with RH profile biases, it is not unique to this CD

radiosonde dataset.
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