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Abstract

In the context of humanoid robot footstep planning based on a continuous action set, we conduct an analysis of the sensitivity of a walking pattern generator. Given a variation of an input vector, we calculate a bound on the variation of the volume swept by the robot lower body during the corresponding actions (steps). Since the input vector depends on real parameters, there is an infinite number of possible steps, but the calculated bound permits a sound and safe use of only a finite number of swept volumes to account for all the possible motions. After numerical evaluations, we discuss potential applications.

1 Introduction

Humanoid robot footstep planning based on a discrete action set (i.e. with a finite set of possible steps) has been extensively studied over the past decade, and has led to interesting applied results (see for example [14, 3, 4, 5, 10]). Recently however, an increasing interest has been drawn to footstep planning based on continuous action sets, because it can lead to smaller sequences of steps and can increase the capacity to avoid obstacles (see [7, 8, 1, 17]). As it is easier to deal with continuous sets when they have few dimensions, in a previous work ([16]), we introduced a walking pattern generator which produces half-steps with an input space of only 3 dimensions.

The use of swept volumes is widespread in robotics, especially for path planning ([18, 11]), but relatively absent in the field of humanoid robotics, where, for the sake of computational efficiency, simpler bounding volumes are often preferred ([21, 9]).

In [15], we used the walking pattern generator of [16] and swept volume approximations to obtain fast motion planning with precise 3D obstacle avoidance (the swept volume approximations have a tree...
Figure 1: In [15], we used a finite action set of 276 points, and for each input we approximated the volume swept by a part of the robot lower body during the corresponding half-step. On the top left of the figure, the points and small line segments represent all the possible starting and ending positions and orientations of the swing foot for the steps in this finite action set. The 3D polygons represent some of the swept volume approximations obtained for these steps.

structure which is used to reduce the time spent in collision checking). Unfortunately, since only a finite number of swept volume approximations can be built in finite time, we had to use a discrete action set (called transition model in [15]): each action corresponds to a step, and the corresponding swept volume is approximated offline, in order to be quickly usable online (see Figure 1). In the present paper, our goal is to explore the possibility of using the same technique with a continuous action set, following this simple idea: if we would expand the swept volumes by a fixed margin, then they could cover neighborhoods of actions instead of single actions, and we could use a finite number of swept volumes in order to cover the whole continuous input space of actions, while keeping the soundness of collision checks. Before doing this it is fundamental to know the relation between the size of the margin and the size of the neighborhoods. In other words, we need to know how many swept volumes are needed in order to cover the whole input space when the margin has a fixed size $\epsilon$. This is the question we answer in this paper (with Theorem 5.1).

2 Problem statement

The walking pattern generator in [16] works as follows: it first produces a collision-free sequence of isolated “half-steps” concatenated with zero-speed connections, and then, online, it uses a simple and
Figure 2: Here we show an upward half-step seen from above. It is fully determined by the 5 parameters $SF_x(0)$, $SF_y(0)$, $SF_\theta(0)$, $SF_y(T)$ and $SF_z(T)$. The three first are the input parameters, and the two last are fixed. $SF_y(T)$ and $SF_z(T)$ define the “via-point configuration” and were chosen according to the robot dimensions so that to give to its steps a reasonable clearance.

In this paper we make a convenient assumption that was not made in [16] or [15]: we suppose that at all time, the orientation of the waist is equal to the average of the foot orientations. Because of this and an additional symmetry properties of the functions used to produce the trajectories (equations (6)), upward half-steps and downward half-steps are completely symmetric: a downward half-step is just an upward half-step with time going backwards. As a result, we don’t need to consider both downward and upward half-steps: the bound obtained for upward half-steps will directly apply to downward half-steps. Besides, the half-steps with left and right support foot are also symmetric, so in the end we only need to consider upward half-steps with left support foot. They are defined as shown on Figure 2: a fixed frame $(x,y,z)$ is attached to the ankle joint of the support foot, the x-axis defining the reference orientation (equal to the support foot orientation). At the end of the half-step, $t = T$ ($T$ is fixed and
doesn’t depend on the input parameters), the robot is in the fixed “via-point configuration”: the swing
foot coordinates are \((0, SF_y(T), SF_z(T))\), and its orientation is zero. The input parameters are \(SF_x(0), SF_y(0), \) and \(SF_\theta(0)\): the initial position and orientation of the swing foot. Thanks to a few arbitrary
restrictions (including the one on the waist orientation), these input parameters completely set the 6
following functions of the time, which entirely define the lower body trajectory through inverse position
kinematics:

- the waist horizontal position, which is equal to the CoM horizontal position (the waist and CoM
  are rigidly linked) : \(x(t), y(t)\)
- the swing foot position: \(SF_x(t), SF_y(t), SF_z(t)\)
- the swing foot orientation \(SF_\theta(t)\)

We define the robot lower body as the union of the two legs: the two thighs, calves and feet. For a
given vector of input parameters \((SF_x(0), SF_y(0), SF_\theta(0))\), we denote by \(SV((SF_x(0), SF_y(0), SF_\theta(0)))\)
the volume swept by the robot lower body during the corresponding half-step. We also denote by \(E\) the
continuous action set, i.e. the set of input vectors \(\vec{v}\) such that the corresponding half-step is feasible
on a flat ground without obstacles (no self-collision, no joint limits violations –we mention in section 4
some of the restrictions imposed on the joint limits–, ...).

The question we want to answer is related to the following one: Given an input vector \((SF_x(0), SF_y(0), SF_\theta(0))\) \(\in E\), and a small variation \((\Delta x, \Delta y, \Delta \theta)\) such that
\((SF_x(0)+\Delta x, SF_y(0)+\Delta y, SF_\theta(0)+\Delta \theta)\) also belongs to \(E\), how can we bound, in function of \((\Delta x, \Delta y, \Delta \theta)\),
the variation that it implies for the swept volume?

In other words:
Given two input vectors \((SF_x(0), SF_y(0), SF_\theta(0))\) \(\in E\) and \((SF_x(0)+\Delta x, SF_y(0)+\Delta y, SF_\theta(0)+\Delta \theta)\) \(\in E\),
how can we bound, in function of \((\Delta x, \Delta y, \Delta \theta)\), the Hausdorff distance between \(SV((SF_x(0),
SF_y(0), SF_\theta(0)))\) and \(SV((SF_x(0)+\Delta x, SF_y(0)+\Delta y, SF_\theta(0)+\Delta \theta))\)?

We answer this question by dividing the problem into three parts: first, in section 3, we will bound
the variation induced on the waist and foot trajectories by a slight modification of the input parameters.
Then, in section 4, we will bound the displacement of the physical points of the robot leg induced by a
slight modification of the end effector (the foot) configuration in the workspace. Finally we combine the
two results in section 5 and obtain the main theorem (Theorem 5.1). In sections 6 and 7, we present
numerical results and conclude.

3 Sensitivity of the trajectories generation

Let us consider an upward half-step defined by the 3 parameters \(SF_x(0), SF_y(0)\) and \(SF_\theta(0)\). As
mentioned in the previous section, these parameters are used to set the following functions of the time:
the waist horizontal position, which is equal to the CoM horizontal position (the waist and CoM are rigidly linked): \( x(t), y(t) \)

- the swing foot position: \( SF_x(t), SF_y(t), SF_z(t) \)

- the swing foot orientation \( SF_\theta(t) \)

For all these trajectories except \( x(t) \) and \( y(t) \), we use \( C^2 \) cubic splines. \( SF_z(t) \) does not depend on the input parameters. For the other functions \( SF_x(t), SF_y(t) \) and \( SF_\theta(t) \), we use a single operator \( \mathcal{F} \) which maps a couple of reals \((a, b)\) to a \( C^2 \) cubic spline \( s(t) \) which smoothly goes from \( a \) at \( t = 0 \) to \( b \) at \( t = T \) with constraints such as zero speed at \( t = 0 \) and \( t = T \):

\[
SF_x(t) = \mathcal{F}(SF_x(0), 0)(t) \tag{1}
\]
\[
SF_y(t) = \mathcal{F}(SF_y(0), SF_y(T))(t) \tag{2}
\]
\[
SF_\theta(t) = \mathcal{F}(SF_\theta(0), 0)(t) \tag{3}
\]

\( \mathcal{F} \) has three important properties:

\[
\mathcal{F}(a + b, c + d) = \mathcal{F}(a, c) + \mathcal{F}(b, d) \tag{4}
\]

\[
\forall t \in [0, T], \ \min(a, b) \leq \mathcal{F}(a, b)(t) \leq \max(a, b) \tag{5}
\]

\[
\forall t \in [0, T], \ \mathcal{F}(a, b)(t) = \mathcal{F}(b, a)(T - t) \tag{6}
\]

If we call \( x', y', SF'_x, SF'_y \) and \( SF'_\theta \) the trajectories associated to the input parameters \((SF_x(0) + \Delta x, SF_y(0) + \Delta y, SF_\theta(0) + \Delta \theta)\), then from the above properties of \( \mathcal{F} \) follows, for all \( t \in [0, T] \):

\[
\min(0, \Delta x) \leq SF'_x(t) - SF_x(t) \leq \max(0, \Delta x) \tag{7}
\]
\[
\min(0, \Delta y) \leq SF'_y(t) - SF_y(t) \leq \max(0, \Delta y) \tag{8}
\]
\[
\min(0, \Delta \theta) \leq SF'_\theta(t) - SF_\theta(t) \leq \max(0, \Delta \theta) \tag{9}
\]

Now we will try to obtain the same inequalities for \( x \) and \( y \). \( x \) and \( y \) are actually generated from the trajectory of a virtual point on the ground: the Zero Moment Point (ZMP, see [20]). We denote its coordinates by \((p_x(t), p_y(t))\). Our walking pattern generator is based on a classical simplified model of the robot dynamics (the Linear Inverted Pendulum Mode, see [12]), where the ZMP trajectories \( p_x, p_y \) and the CoM trajectories \( x, y \) are linked by the following equations:

\[
p_x = Z(x) \tag{10}
\]
\[
p_y = Z(y) \tag{11}
\]

with \( Z \triangleq Id - \frac{z_c}{g} \frac{d}{dt^2} \),

where \( z_c \) is the fixed height of the CoM and \( g \) the gravity of Earth.
Since we also have for all \( t \) and the same for \( F \) a cubic spline which quickly shifts from \( Z \) as shown on Figure 4, the equations (10), (11), (12) and the restrictions (4), (5) and (6) imply that for a cubic spline, there is a unique \( C^4 \) solution for \( x \) and \( y \) over \([0, T]\) (in which \( \dot{x}(0), \dot{y}(0) \) and \( \dot{x}(T), \dot{y}(T) \) are not zero, but, as shown in [16], can be neglected if \( T \) is large enough and \( p_x \) and \( p_y \) well chosen).

In order to generate \( p_x \) and \( p_y \), we use an operator \( F_Z \) which maps a couple of reals \((a, b)\) to a \( C^2 \) cubic spline which quickly shifts from \( a \) to \( b \) around time \( t = T/2 \) (see Figure 3). \( F_Z \) verifies the same properties (4), (5) and (6) as \( F \). We have:

\[
p'_x = F_Z \left( \frac{SF_x(0) + \Delta x}{2}, 0 \right) = p_x + F_Z \left( \frac{\Delta x}{2}, 0 \right) \tag{13}
\]

\[
p'_y = F_Z \left( \frac{SF_y(0) + \Delta y}{2}, 0 \right) = p_y + F_Z \left( \frac{\Delta y}{2}, 0 \right) \tag{14}
\]

Using the linearity of operator \( Z \), we can show that if for any \( C^2 \) cubic splines \( p_x \) and \( p_y \) we denote by \( Z^{-1}(p_x) \) and \( Z^{-1}(p_y) \) the unique \( C^4 \) solutions for the CoM trajectories, then we have also:

\[
x' = Z^{-1}(p'_x) = x + Z^{-1}(F_Z(\Delta x/2, 0)) \tag{15}
\]

\[
y' = Z^{-1}(p'_y) = y + Z^{-1}(F_Z(\Delta y/2, 0)) \tag{16}
\]

Now let’s have look on the properties of this operator \( Z^{-1} \). Since the result is a continuous function, as shown on Figure 4, the equations (10), (11), (12) and the restrictions \( Z^{-1}(p)(0) = p(0), Z^{-1}(p)(T) = p(T) \) imply that for a \( C^2 \) cubic spline \( p \) over \([0, T]\), we necessarily have:

\[
\forall t \in [0, T], \quad \min_{\tau \in [0, T]} (p(\tau)) \leq Z^{-1}(p)(t) \leq \max_{\tau \in [0, T]} (p(\tau)) \tag{17}
\]

Since we also have for all \( t \in [0, T], F_Z(\Delta x/2, 0)(t) \leq \max(0, \Delta x/2), F_Z(\Delta x/2, 0)(t) \geq \min(0, \Delta x/2) \) and the same for \( F_Z(\Delta y/2, 0)(t) \), we finally obtain the inequalities we were looking for: for all \( t \in [0, T],
\]

\[
\min \left( 0, \frac{\Delta x}{2} \right) \leq x'(t) - x(t) \leq \max \left( 0, \frac{\Delta x}{2} \right) \tag{18}
\]

\[
\min \left( 0, \frac{\Delta y}{2} \right) \leq y'(t) - y(t) \leq \max \left( 0, \frac{\Delta y}{2} \right) \tag{19}
\]
Figure 4: If one of the components of the CoM position, say for example $x(t)$, goes outside the stripe $[p_x(0), p_x(T)]$ defined by the ZMP reference, then the acceleration $\ddot{x}(t)$, obtained with the equation (12), can only make $x(t)$ diverge. Therefore $x(t)$ must stay inside the stripe for all $t \in [0, T]$.

![Figure 4: ZMP reference and CoM trajectory](image)

4 Sensitivity of the inverse kinematics of a simple humanoid robot leg

In this section we consider a very generic robot leg with 6 degrees of freedom. Its geometry is exactly similar or almost similar to the geometry of the legs of several humanoid robots, including ASIMO, HRP-2, HRP-4, QRIO, HUBO, WABIAN, and LOLA. The robot leg consists in 3 joints: the hip (yaw + pitch + roll), the knee (only pitch), and the ankle (pitch + roll), the foot being the end effector. The center of the hip joint is the origin (0,0,0) of the workspace, and an horizontal reference orientation is fixed. Since we will assume that the foot always stays parallel to the ground (which is assumed to be horizontal), as shown on Figure 5, the configuration of the leg is entirely defined by two vectors: $\vec{L}$ (the vector from the hip joint to the ankle joint), and $\vec{F}$, a unit vector defining the orientation of the foot. $\vec{F}$ is supposed to be always included in the plane defined by the hip, knee and ankle. The results proven in this section directly apply only if this specific organization is verified, which is common in walking robots. However, for slightly different geometries, the proofs can be adapted, and lead to bounds of the
same order of magnitude. $\vec{F}$ is also completely defined by its orientation in the horizontal plane, i.e.
by a single angle value $\theta$. The leg is composed of three bodies: the thigh, the calf, and the foot. For
the thigh and the calf, we assume that all the physical points of the robot are contained in a volume
defined by 2 spheres and a cylinder: see Figure 5. The spheres and cylinder of the thigh have radius
$d_T$, while the spheres and cylinder of the calf have radius $d_C$. The two links and cylinders have the
same length $l$. We also assume that the foot is entirely contained in a sphere of radius $d_F$ and center
the ankle joint. We impose a few restrictions on the joint values: let us call $\nu$ the vertical axis passing
through $(0,0,0)$, $\gamma$ the angle between $\nu$ and $\vec{L}$, and $\lambda$ the value of the knee joint (see Figure 5). The
restrictions are: $0 \leq \gamma \leq \gamma_{\text{max}} < \pi/3$, and $0 < \lambda_{\text{min}} \leq \lambda \leq \lambda_{\text{max}} < \pi$. Here is the context of our
problem: the current configuration of the leg is $(\vec{L},\theta)$ (where $\theta$ is the orientation of $\vec{F}$), and we modify
it to $(\vec{L} + \vec{\Delta L},\theta + \Delta \theta)$, with $\vec{\Delta L}$ and $\Delta \theta$ “relatively small” (we will discuss about this notion later). We
ask the following question: how can we bound, in function of $\vec{\Delta L}$ and $\Delta \theta$ only, the distance between
any physical point of the leg in configuration $(\vec{L},\theta)$, and the same physical point when the configuration
is $(\vec{L} + \Delta \vec{L},\theta + \Delta \theta)$?

Even a closed-form solution of the inverse kinematics of the leg (see [19], section 1.7.1) cannot be
straightforwardly used to obtain a tight bound, and the same is true for an approach based on the
inverse Jacobian, so instead we chose to use purely geometrical consid erations in an attempt to obtain
a tighter bound, and reached the following theorem:

**Theorem 4.1.** For any point of the robot leg, the displacement resulting from the motion from con-
figuration $(\vec{L},\theta)$ to configuration $(\vec{L} + \Delta \vec{L},\theta + \Delta \theta)$ is bounded by the maximum of the three following
expressions:

$$
\begin{align*}
1) & \quad 2 \sin \left( \frac{\alpha_{\text{max}}}{2} \right) (l + \max(d_T,d_C)) \\
& \quad + \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}} \right) \right) (l + \max(d_T,d_C)) \\
& \quad +2 \sin(\beta_{\text{max}}/2)(l + \max(d_T,d_C)) \\
& \quad +2 \sin \left( \frac{1}{2} \arcsin \left( \frac{\cos(\gamma_{\text{max}} - |\Delta \theta|/2)}{\cos \gamma_{\text{max}}/2} \right) \right) (l \cdot \cos \left( \frac{\lambda_{\text{max}}}{2} \right) + \max(d_T,d_C)) \\
2) & \quad \| \Delta \vec{L} \| + 2 \sin(\alpha_{\text{max}}/2)d_C \\
& \quad +2 \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}} \right) \right) d_C \\
& \quad +2 \sin(\beta_{\text{max}}/2)d_T + 2 \sin \left( \frac{\cos(\gamma_{\text{max}} - |\Delta \theta|)}{4 \cos \gamma_{\text{max}} - 2} \right) d_C \\
3) & \quad \| \Delta \vec{L} \| + 2 \sin(\frac{|\Delta \theta|}{2})d_F
\end{align*}
$$

with:

$$
\begin{align*}
\alpha_{\text{max}} &= \arcsin \left( \frac{\| \Delta \vec{L} \|}{2l \sin \left( \frac{\lambda_{\text{max}}}{2} \right)} \right) \\
\beta_{\text{max}} &= \frac{\lambda_{\text{max}}}{2} - \arcsin \left( \sin \left( \frac{\lambda_{\text{max}}}{2} \right) - \frac{\| \Delta \vec{L} \|}{2l} \right)
\end{align*}
$$

We denote by $B(\| \Delta \vec{L} \|,|\Delta \theta|)$ this bound.

We will decompose the demonstration of this theorem in several steps, and start with a preliminary
lemma which shows that if we can bound the displacement undergone by the points inside the 5 spheres
previously defined (2 spheres for thigh, 2 spheres for the calf, and 1 for the foot), we will have obtained
a global bound that applies to any physical point of the robot leg (in other terms, no need to consider
the cylinders). The proofs of these steps use only basic mathematics but can be quite complex, so most of the elements of the proofs are in appendix. During the demonstrations we will make some assumptions that have not been stated before. We don’t prove it here, but it can be verified that all those assumptions are true when $\|\Delta L\|$ and $\Delta \theta$ are relatively small. We don’t give more details because as $\|\Delta L\|$ and $\Delta \theta$ are always very small in the potential applications, these assumptions always hold in practice.

**Lemma 4.1.** Let’s consider the robot leg whose bodies are exactly the unions of the spheres and cylinders previously defined. For any motion of this leg, the maximum displacement undergone by its physical points is obtained for a point inside one of the spheres.

**Proof.** Thanks to Chasles’ Screw displacement theorem (see [2], section 3.11), we know that the transformation undergone by any rigid body of the robot leg can be written as the commutative composition of a rotation about an axis and a translation along the same axis. Since the displacements resulting from the rotation and the translation are orthogonal, we can take them into account separately. The translation results in the same displacement for all the points, so in order to find the maximum displacement we just need to consider the rotation. Let us project the rigid body onto a plane orthogonal to the rotation axis, and call $O$ the intersection point between the axis and the plane. We use $O$ as the origin of this plane and use vectors to represent projections of the rigid body points. Let $\bar{p}$ be such a projection; it lies on a segment line whose extremities $\bar{a}$ and $\bar{b}$ are projections of points inside the spheres at the extremities of the link. We thus have $\bar{p} = \mu \bar{a} + (1 - \mu) \bar{b}$, with $\mu \in [0, 1]$. If we denote by $\text{Rot}$ the rotation, the displacement $d(\bar{p})$ undergone by the point projected on $\bar{p}$ can be written:

$$d(\bar{p}) = \|\text{Rot}(\bar{p}) - \bar{p}\|$$

$$= \|\mu(\text{Rot}(\bar{a}) - \bar{a}) + (1 - \mu)(\text{Rot}(\bar{b}) - \bar{b})\|$$

Since the maximum distance from a point to a line segment is always obtained at one of its extremities, we have:

$$d(\bar{p}) \leq \max(\|\text{Rot}(\bar{a}) - \bar{a}\|, \|\text{Rot}(\bar{b}) - \bar{b}\|)$$

$$d(\bar{p}) \leq \max(d(\bar{a}), d(\bar{b}))$$

We conclude that the maximum displacement is obtained for a point inside a sphere. ∎

**Proof.** Thanks to Lemma 4.1, we know that we only need to bound the displacements for points inside the spheres, and we will naturally derive 5 bounds, one for each sphere. But first, in order to calculate these bounds, let us describe the transformations that are applied to the leg bodies.

The motion changing $(\vec{L}, \theta)$ into $(\vec{L} + \Delta \vec{L}, \theta + \Delta \theta)$ can be decomposed into three parts (see Figure 6): first, using hip rotations, we obtain the correct hip joint - ankle joint axis while keeping $\vec{F}$ unchanged thanks to ankle rotations; then, sliding along this axis, using the hip and knee pitch, we obtain $(\vec{L} + \Delta \vec{L}, \theta)$ (ankle rotations are again used to keep $\vec{F}$ unchanged). Finally, we use the hip joint to rotate about the
Figure 6: The three phases to go from \((\vec{L}, \theta)\) to \((\vec{L} + \Delta \vec{L}, \theta + \Delta \theta)\).

axis defined by \(\vec{L} + \Delta \vec{L}\), keeping the foot parallel to the walking surface by modifying the ankle pitch and roll.

In the first phase, the correct axis can be obtained by two consecutive rotations about orthogonal axes. The first rotation of angle \(\alpha_1\) uses only the hip pitch, and during it the foot is kept horizontal by modifying the ankle pitch. Then follows a rotation of angle \(\alpha_2\) about the axis passing through the origin and with direction vector \(\vec{F}\). During this rotation the ankle roll is used to keep the foot horizontal. So far \(\vec{F}\) remains unchanged. To obtain bounds on the displacements resulting from these rotations, we will need to bound the angles \(\alpha_1\) and \(\alpha_2\).

In the second phase, three rotations are combined to slide the ankle along the hip joint - ankle joint axis: a rotation of angle \(\beta\) (hip pitch), a rotation of angle \(-2\beta\) (knee pitch), and a rotation of angle \(\beta\) (ankle pitch) to keep \(\vec{F}\) unchanged (see Figure 8 in Appendix B). We will need to bound the angle \(\beta\).

In the third phase, the angle \(\delta \theta\) of the rotation (about the axis defined by \(\vec{L} + \Delta \vec{L}\)) is not necessarily equal to \(\Delta \theta\) and needs to be bounded as well.

Since for a rotation of angle \(\psi\) on a point \(p\) at distance \(\eta\) of the rotation axis, the resulting displacement of \(p\) is \(|2\sin(\psi/2)|\), we will rather try to bound this expression instead of bounding directly the angle value. Here are the bounds obtained for the 4 angles:

The positive angles \(\alpha_1\) and \(\alpha_2\) are such that:

\[
|2\sin(\alpha_1/2)| \leq 2\sin(\alpha_{\text{max}}/2)
\]  \hspace{1cm} (23)

\[
|2\sin(\alpha_2/2)| \leq 2\sin\left(\frac{1}{2} \arcsin\left(\frac{2\sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}}\right)\right)
\]  \hspace{1cm} (24)

with \(\alpha_{\text{max}} = \arcsin\left(\frac{\|\Delta \vec{L}\|}{2l\sin(\gamma_{\text{max}}/2)}\right)\).

The demonstration is in Appendix A.
The angle $\beta$ is such that:

$$|2 \sin(|\beta|/2)| \leq 2 \sin(\beta_{\text{max}}/2)$$

(25)

with $\beta_{\text{max}} = \frac{\lambda_{\text{max}}}{2} - \arcsin \left( \sin \left( \frac{\lambda_{\text{max}}}{2} \right) - \frac{\| \vec{\Delta} L \|}{2} \right)$.

The demonstration is in Appendix B.

The angle $\delta\theta$ is such that:

$$|2 \sin(|\delta\theta|/2)| \leq 2 \sin \left( \frac{\cos \gamma_{\text{max}}}{4 \cos \gamma_{\text{max}} - 2} |\Delta \theta| \right)$$

(26)

The demonstration is in Appendix C.

Now we can bound the displacements undergone by the points of each sphere.

4.1 The sphere of the thigh at the hip joint

During the first, second and third phase of the motion of the leg, this sphere undergoes 4 successive rotations of angles $\alpha_1$, $\alpha_2$, $\beta$ and $\delta\theta$, and the points of the sphere are at a distance from the rotations axes which is bounded by $d_T$. It follows that the total displacement undergone by any point of the sphere is bounded by the following sum:

$$2 \sin \left( \frac{\alpha_{\text{max}}}{2} \right) d_T + 2 \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}} \right) \right) d_T$$

$$+ 2 \sin \left( \frac{\beta_{\text{max}}}{2} \right) d_T + 2 \sin \left( \frac{\cos \gamma_{\text{max}}}{4 \cos \gamma_{\text{max}} - 2} |\Delta \theta| \right) d_T$$

(27)

4.2 The sphere of the thigh at the knee joint

This sphere undergoes the same rotations as the other sphere of the thigh. During the first and second phases the distance of its points to the rotation axes is bounded by $l + d_T$, while during the third phase, this distance is bounded by $l \cdot \cos(\lambda_{\text{min}}/2) + d_T$ ($l \cdot \cos(\lambda_{\text{min}}/2)$ is the maximum distance between the knee joint and the hip joint - ankle joint axis). It results in the following bound:

$$2 \left( \sin \left( \frac{\alpha_{\text{max}}}{2} \right) + \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}} \right) \right) \right) (d_T + l)$$

$$+ 2 \sin(\beta_{\text{max}}/2)(l + d_T)$$

$$+ 2 \sin \left( \frac{\cos \gamma_{\text{max}}}{4 \cos \gamma_{\text{max}} - 2} |\Delta \theta| \right) (l \cdot \cos(\lambda_{\text{min}}/2) + d_T)$$

(28)

4.3 The sphere of the calf at the knee joint

This sphere undergoes the same rotations as the sphere of the thigh at the knee joint, except the rotation of angle $\beta$: while the sphere of the thigh undergoes a rotation of angle $\beta$ about an axis at distance $l$ from its center (the axis passes through the hip joint), the sphere of the calf undergoes a rotation of angle $-\beta$ about a virtual axis also at distance $l$ (see Figure 8 in Appendix B). It follows that the same expressions of displacement bounds can be used for all the four rotations, except that $d_T$ must be replaced by $d_C$;
hence the bound is:

\[
2 \left( \sin \left( \frac{\alpha_{\text{max}}}{2} \right) + \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}} \right) \right) \right) (d_C + l) \\
+ 2 \sin(\beta_{\text{max}}/2)(l + d_C) \\
+ 2 \sin \left( \frac{\cos \gamma_{\text{max}}}{1 - 2 \cdot |\Delta \theta|} \right) (l \cdot \cos(\lambda_{\text{min}}/2) + d_C)
\]

(29)

4.4 The sphere of the calf at the ankle joint

This sphere undergoes the same rotations as the other sphere of the calf, but since we know that the whole transformation results in a translation of vector $\Delta L$ of the center of the sphere, we can decompose the transformation into two motions: first a translation of vector $\Delta L$, and then 4 consecutive rotations (of angles $\alpha_1$, $\alpha_2$, $\beta$, and $\delta \theta$) about axes passing through the center of the sphere. During any of these 4 rotations the distance of the points of the sphere to the rotation axis is at most $d_C$, and thus the following bound on the total displacement undergone by the points of the sphere follows:

\[
\|\Delta L\| + 2 \sin \left( \frac{\alpha_{\text{max}}}{2} \right) d_C \\
+ 2 \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{\text{max}}/2)}{\cos \gamma_{\text{max}}} \right) \right) d_C \\
+ 2 \sin(\beta_{\text{max}}/2)d_T + 2 \sin \left( \frac{\cos \gamma_{\text{max}}}{1 - 2 \cdot |\Delta \theta|} \right) d_C
\]

(30)

4.5 The sphere of the foot

Since this sphere is attached to the end effector (the foot), the global transformation undergone is simple: a translation of vector $\Delta L$ followed by a rotation of angle $\Delta \theta$ about a vertical axis passing through the center of the sphere. A simple bound of the displacements undergone by the points of the sphere can be deduced:

\[
\|\Delta L\| + 2 \sin \left( \frac{|\Delta \theta|}{2} \right) d_F
\]

(31)

Finally, by regrouping the bounds (27), (28), (29), (30), and (31), noticing that the bound (28) is greater than the bound (27), we obtain the global bound of Theorem 4.1, and that concludes the demonstration. □

5 Global bound

We now combine the bounds obtained in the two previous sections. At an instant $t \in [0, T]$, we can describe the configuration of the robot lower body with the position of the CoM and orientation of the waist, and the position and orientation of both feet relatively to the CoM position and the waist orientation. For the half-step with input parameters $(SF_x(0), SF_y(0), SF_\theta(0))$, it gives us the following values:

- For the CoM position and the waist orientation: $x(t)$, $y(t)$, and $\frac{SF_\theta(t)}{2}$. 
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• For the swing foot relative position:

\[
\begin{pmatrix}
\cos(-SF_\theta(t)/2) & -\sin(-SF_\theta(t)/2) \\
\sin(-SF_\theta(t)/2) & \cos(-SF_\theta(t)/2)
\end{pmatrix}
\begin{pmatrix}
SF_x(t) - x(t) \\
SF_y(t) - y(t)
\end{pmatrix}
\]

\[R_{-SF_\theta(t)/2}\]

• \(\frac{SF_\theta(t)}{2}\) for the swing foot relative orientation.

• For the support foot relative position:

\[\begin{pmatrix}
-x(t) \\
y(t)
\end{pmatrix}\]

• \(-\frac{SF_\theta(t)}{2}\) for the support foot relative orientation.

Using the notations of section 3, for the half-step with input parameters \((SF_x(0) + \Delta x, SF_y(0) + \Delta y, SF_\theta(0) + \Delta \theta)\), those values are:

• For the CoM position and the waist orientation: \(x'(t), y'(t), \) and \(\frac{SF_\theta'(t)}{2}\).

• For the swing foot relative position:

\[
\begin{pmatrix}
SF_x'(t) - x'(t) \\
SF_y'(t) - y'(t)
\end{pmatrix}
\]

\[R_{-(SF_\theta'(t)+SF_\theta(t))/2}R_{-SF_\theta(t)/2}\]

• \(\frac{SF_\theta'(t)}{2}\) for the swing foot relative orientation.

• For the support foot relative position:

\[
\begin{pmatrix}
-x'(t) \\
y'(t)
\end{pmatrix}
\]

• \(-\frac{SF_\theta'(t)}{2}\) for the support foot relative orientation.

As in section 4, we call \(\nu\) the vertical axis passing through the CoM. Let \(r_{max}\) be a bound of the distance between \(\nu\) and any point of the robot lower body at all time: the robot lower body is always completely included in the cylinder of axis \(\nu\) and radius \(r_{max}\). It follows that the displacements resulting from a rotation \(R_\psi\) of axis \(\nu\) are bounded by \(2 \sin(|\psi|/2)r_{max}\). Using also the inequalities (7),(8),(9),(18),(19), we can show that at instant \(t\), the distance between the two CoM positions is at most \(\sqrt{\Delta x^2 + \Delta y^2} = \|\Delta L\|\), and the difference between the two waist orientations is bounded by \(|\Delta \theta|/2\), while for both legs, the relative foot position is changed by at most \(\|\Delta L\| + 2 \sin(|\Delta \theta|/4)r_{max}\) and the relative foot orientation by at most \(|\Delta \theta|/2\). A bound on the total displacement undergone by the physical points of the robot lower body is given by the sum of bounds for the two following displacements: first the displacement resulting from the modification of the CoM position and waist orientation, and then the displacement resulting from the modification of the relative configurations of the legs. The latter can be bounded using Theorem 4.1, and it leads us to our main result:
Table 1: Numerical bounds with standard parameters

<table>
<thead>
<tr>
<th>$N$, the number of points of the grid covering the whole input space:</th>
<th>Corresponding margin:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>0.371m</td>
</tr>
<tr>
<td>10,000</td>
<td>0.209m</td>
</tr>
<tr>
<td>100,000</td>
<td>0.121m</td>
</tr>
<tr>
<td>1,000,000</td>
<td>0.072m</td>
</tr>
<tr>
<td>10,000,000</td>
<td>0.043m</td>
</tr>
<tr>
<td>100,000,000</td>
<td>0.025m</td>
</tr>
</tbody>
</table>

**Theorem 5.1.** Assuming the restrictions concerning the values $d_T$, $d_C$, $d_F$, $\gamma_{\text{max}}$, $\lambda_{\text{min}}$, $\lambda_{\text{max}}$, $r_{\text{max}}$ previously defined in this paper, we have the following result:

Given two input vectors $(SF_x(0), SF_y(0), SF_\theta(0)) \in \mathcal{E}$ and $(SF_x(0) + \Delta x, SF_y(0) + \Delta y, SF_\theta(0) + \Delta \theta) \in \mathcal{E}$, the Hausdorff distance between $SV((SF_x(0), SF_y(0), SF_\theta(0)))$ and $SV((SF_x(0) + \Delta x, SF_y(0) + \Delta y, SF_\theta(0) + \Delta \theta))$ is bounded by:

$$\|\Delta L\| + \Omega + B\left(\|\Delta L\| + \Omega, \frac{|\Delta \theta|}{2}\right),$$

where $\Omega = 2 \sin \left(\frac{|\Delta \theta|}{4}\right) r_{\text{max}}$,

(32)

6 Numerical estimates

We defined standard values that should approximately correspond to the normal use of a humanoid robot with almost human dimensions: $d_T = d_C = 0.15m$, $d_F = 0.20m$, $l = 0.30m$, $r_{\text{max}} = 0.50m$, $\lambda_{\text{min}} = \frac{\pi}{3}$, $\lambda_{\text{max}} = \pi - 2\frac{\pi}{180}$, $\gamma_{\text{max}} = \frac{\pi}{3}$. We also fixed the limits of the input space: $SF_x(0) \in [-0.30m, +0.30m]$, $SF_y(0) \in [-0.30m, 0m]$, and $SF_\theta(0) \in [-\frac{\pi}{6}, \frac{\pi}{6}]$. With those values, a grid covering the whole input space with spacings $\delta x$, $\delta y$ and $\delta \theta$ has about $N = \frac{0.6 \times 0.3 \times \pi/3}{\delta x \delta y \delta \theta}$ points. If we use $\delta x = \delta y$, we have $\delta \theta = \frac{1}{N} \frac{0.6 \times 0.3 \times \frac{\pi}{3}}{\delta x^3}$. Any point in the input space cannot be further than $\delta x \sqrt{2}/2$ from a position in the $(x, y)$ plane of a point of the grid, and the angle cannot be further than $\delta \theta/2$ from an angle of a point of the grid. Thus, a safe margin of error for the swept volumes is given by the bound of Theorem 5.1, using $\|\Delta L\| = \delta x \sqrt{2}/2$ and $|\Delta \theta| = \frac{1}{2} \frac{0.6 \times 0.3 \times \frac{\pi}{3}}{\delta x^3}$. For a fixed $N$, we can find the value of $\delta x$ that leads to the smallest bound, i.e. the value that defines the grid with the “best balance” between $\delta x$ ($= \delta y$) and $\delta \theta$. We did it for different values of $N$ and Table 1 shows the margins of error obtained. We also tried with values specifically calculated for the robot HRP-2, and obtained comparable results. As shown in table 1, if we want to use a margin of 0.07m, about 1,000,000 points are needed.

This means that the following method would be theoretically possible for safe and fast footstep planning:
1) for each input of a grid of 1,000,000 regularly spaced points (with the proper balance between $\delta$ and $\delta \theta$), precompute the corresponding swept volumes expanded by 0.07$m$, i.e. the set of points at distance at most 0.07$m$ from the actual swept volume; 2) use the whole continuous input space for footstep planning, and when collisions must be checked, instead of using the actually executed half-step $(SF_x(0), SF_y(0), SF_\theta(0))$, use the precomputed expanded swept volume of the nearest neighbor of $(SF_x(0), SF_y(0), SF_\theta(0))$ among the 1 million points. The theoretical bound given by Theorem 5.1 ensures the soundness of the approach: if no obstacle intersects the precomputed expanded swept volume, then the actual half-step $(SF_x(0), SF_y(0), SF_\theta(0))$ also avoids the obstacles.

Of course, the soundness is partially lost at the execution time since the robot has an unavoidable drift. Nevertheless, by quantifying the relation between the uncertainty on the input parameters and the uncertainty on the distance to collision, we obtained theoretical bounds that were never used in the field of humanoid robot footstep planning: conservative upper bounds on how much a small perturbation of the input parameters can affect the trajectories of the physical points of the robot.

7 Conclusion

For a humanoid robot with almost human dimensions, trying to keep a distance of about 0.07$m$ to the obstacles is arguably a reasonable behavior: above 0.07$m$, the obstacle avoidance capabilities start to sensibly decrease, and a configuration where the distance to the obstacles is less than 0.07$m$ can be considered potentially unsafe. Table 1 shows that with such a margin, we need to deal with about 1,000,000 inputs in order to obtain a 100% safe generalization on the whole input space. With a standard computer, typical swept volume approximations take about 20 to 40s (see [13]) and would lead to an unreasonable computation time for the 1 million points; however, the use of parallel architectures (e.g. GPUs) could significantly reduce the global computation time and make it affordable. Besides, it is not compulsory to cover the whole input space: in [7] and [6], Chestnutt et al. showed that it is also interesting to consider a discrete action set with the possibility to slightly modify any of the fixed actions. This corresponds to a finite cloud of small neighborhoods in the input spaces, and our approach would enable us to deal with it with guarantees that don’t exist yet in the literature.

With further analyses, it might also be possible to tighten the bound (e.g. taking into account the fact that the modifications of the foot relative positions are horizontal), therefore reducing the necessary number of points. In particular, if instead of the whole input space we choose to study only trajectories in the vicinity of a reference trajectory, we can easily find better values for $\lambda_{\min}$, $\lambda_{\max}$, $\gamma_{\max}$. As a result the bound obtained is likely to be much tighter.

Finally, the approach presented in this paper might be useful for other applications as well:

- It could be applied to robot manipulators that have a 6-DOF structure similar to the one of the robot leg considered.
- For 3D avatars, as well as in some particular areas of robotics (e.g. robotic surgery), the uncertainty
on the trajectories really executed is almost zero, and we don’t have to fear the robot drift. Our bounds could thus bring guarantees at the execution time. In these areas, using learning algorithms is often not recommended because the good generalization to unseen inputs can never be completely taken for granted. But in this paper, we showed that in a non-trivial case the generalization can in fact be obtained with guarantees, so our approach might enlarge the palette of tools that can be used in some applications where unexpected collisions can have dramatic consequences.

APPENDIX

A Bounds for $\alpha_1$ and $\alpha_2$

Figure 7 illustrates the first phase of the leg motion, where the correct hip joint - ankle joint axis is set. It shows several equalities and inequalities. First, $\alpha$ being the angle between $\vec{L}$ and $\vec{L} + \Delta\vec{L}$ ($\alpha \in [0, \pi]$), $\kappa$, the displacement undergone by the ankle after the two first rotations, is such that $\kappa = 2l \sin(\lambda/2) \cdot 2 \sin(\alpha/2)$. Then, since $2l \sin(\lambda/2) \cdot \sin(\alpha)$ is the distance between the initial position of the ankle joint and the axis defined by $\vec{L} + \Delta\vec{L}$, we have: $2l \sin(\lambda/2) \cdot \sin(\alpha) \leq \|\Delta\vec{L}\|$. Furthermore, if $\gamma$ denotes the angle between the vertical axis $\nu$ and $\Delta\vec{L}$, then the distance between the intermediate axis and the final position of the ankle joint is equal to $2l \sin(\lambda/2) \cos \gamma \cdot \sin \alpha_2$ ($\alpha_2 \in [0, \pi]$), and it is necessarily less than than $\kappa$, thus:

$$2l \sin(\lambda/2) \cos \gamma \cdot \sin \alpha_2 \leq 2l \sin(\lambda/2) \cdot 2 \sin(\alpha/2) \quad (33)$$
$$\cos \gamma \cdot \sin \alpha_2 \leq 2 \sin(\alpha/2) \quad (34)$$

Assuming $\frac{2 \sin(\alpha/2)}{\cos \gamma} \leq 1$, and $\alpha_2 \in [0, \frac{\pi}{2}]$:

$$\alpha_2 \leq \arcsin \left( \frac{2 \sin(\alpha/2)}{\cos \gamma} \right) \quad (35)$$

$$|2 \sin(\alpha_2/2)| \leq 2 \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha/2)}{\cos \gamma} \right) \right) \quad (36)$$

As it can be seen on the view from the side (Figure 7), $\kappa_1$, the displacement undergone by the ankle joint through the first rotation of angle $\alpha_1$ (with $\alpha_1 \in [0, \pi]$), is equal to $2l \sin(\lambda/2) \cdot 2 \sin(\alpha_1/2)$, and it can be shown that it is also less than $\kappa$ (this can be seen on the view from the front: the intermediate position of the ankle joint is, on the blue circle, the closest point to the initial position of the ankle joint), so we have:

$$2l \sin(\lambda/2) \cdot 2 \sin(\alpha_1/2) \leq 2l \sin(\lambda/2) \cdot 2 \sin(\alpha/2) \quad (37)$$
$$|2 \sin(\alpha_1/2)| \leq 2 \sin(\alpha/2) \quad (38)$$

From the inequality $2l \sin(\lambda/2) \cdot \sin(\alpha) \leq \|\Delta\vec{L}\|$, and assuming $\alpha \in [0, \frac{\pi}{2}]$, we deduce:

$$\alpha \leq \arcsin \left( \frac{\|\Delta\vec{L}\|}{2l \sin(\frac{\lambda_{min}}{2})} \right) = \alpha_{max} \quad (39)$$
Figure 7: The two first rotations, to obtain the correct *hip joint - ankle joint* axis

And from the equations (36) and (38) it follows (again, we need to assume $\frac{2 \sin(\alpha_{max}/2)}{\cos \gamma_{max}} \leq 1$):

$$|2 \sin(\alpha_{2}/2)| \leq 2 \sin \left( \frac{1}{2} \arcsin \left( \frac{2 \sin(\alpha_{max}/2)}{\cos \gamma_{max}} \right) \right)$$  \hspace{1cm} (40)

$$|2 \sin(\alpha_{1}/2)| \leq 2 \sin(\alpha_{max}/2)$$  \hspace{1cm} (41)

**B A bound for $\beta$**

During the second phase of the motion of the leg, pitch rotations are used to put the ankle joint at the correct position (see Figure 8). Typically, this sliding motion is the one that produces the largest displacements, by potentially moving the knee much more than the ankle. The positive or negative angle $\beta$ (variation of the hip pitch) is such that:

$$2l \sin \left( \frac{\lambda}{2} + \beta \right) = 2l \sin \left( \frac{\lambda}{2} \right) + \delta$$  \hspace{1cm} (42)

$\lambda_{2} + \beta$ stays in the range $[\frac{\lambda_{min}}{2}, \frac{\lambda_{max}}{2}] \subset (0, \frac{\pi}{2})$, and therefore we have:

$$\lambda_{2} + \beta = \arcsin \left( \sin \left( \frac{\lambda}{2} \right) + \frac{\delta}{2l} \right)$$  \hspace{1cm} (43)

It follows:

$$\beta = \int_{\arcsin(\sin(\lambda/2))}^{\arcsin(\sin(\lambda_{max}/2))} \frac{dt}{\sqrt{1 - t^2}}$$  \hspace{1cm} (44)

We know: $\sin(\frac{\lambda}{2}) + \frac{\delta}{2l} \in [\frac{\lambda_{min}}{2}, \frac{\lambda_{max}}{2}]$, and $|\delta| \leq \|\Delta L\|$, so since $x \mapsto \frac{1}{\sqrt{1 - t^2}}$ is an increasing function, we can deduce:

$$|\beta| \leq \int_{\arcsin(\sin(\lambda_{max}/2)) - \|\Delta L\|/(2l)}^{\arcsin(\sin(\lambda_{max}/2))} \frac{dt}{\sqrt{1 - t^2}}$$  \hspace{1cm} (45)

Assuming that $\sin \left( \frac{\lambda_{max}}{2} \right) - \|\Delta L\|/(2l) \geq -1$:

$$|\beta| \leq \frac{\lambda_{max}}{2} - \arcsin \left( \sin \left( \frac{\lambda_{max}}{2} \right) - \frac{\|\Delta L\|}{2l} \right) = \beta_{max}$$  \hspace{1cm} (46)

It implies: $|2 \sin(|\beta|/2)| \leq 2 \sin(\beta_{max}/2)$. 

Figure 8: Sliding the ankle along the hip joint - ankle joint axis.

C A bound for $\delta \theta$

After the second phase of the motion of the leg, the ankle is at the correct position and $\vec{F}$ is still unchanged, so what remains to be done is the modification of $\theta$. To modify $\theta$, we rotate the leg about the axis defined by $\vec{L} + \Delta \vec{L}$, and use the ankle pitch to keep the foot horizontal. Applying a rotation of angle $\delta \theta$ about this axis will not necessarily modify the foot yaw by $\delta \theta$. As shown on Figure 9, let us consider the horizontal frame $(\vec{n}_1, \vec{n}_2)$ attached to the ankle joint, and such that $\vec{n}_1$ has the same yaw as $\vec{L} + \Delta \vec{L}$. We also call $\mathcal{P}$ the plane containing the ankle joint and orthogonal to $\vec{L} + \Delta \vec{L}$. During a rotation of angle $\delta \theta$ about the axis defined by $\vec{L} + \Delta \vec{L}$, the transformation applied to the foot can be decomposed into: 1) an orthogonal projection of $\vec{F}$ on the plane $\mathcal{P}$, then 2) a rotation of angle $\delta \theta$ about this axis, and finally 3) a projection along the direction defined by $\vec{L} + \Delta \vec{L}$ onto the horizontal frame $(\vec{n}_1, \vec{n}_2)$, followed by a resizing. If we denote by $\vec{n}_1^\perp$ the orthogonal projection of $\vec{n}_1$ on $\mathcal{P}$, and if $\vec{F} = x \cdot \vec{n}_1 + y \cdot \vec{n}_2$, then after the projection on $\mathcal{P}$ it will be $x \cdot \cos \gamma \cdot \vec{n}_1^\perp + y \cdot \vec{n}_2$. Then, if we take $(\vec{n}_1^\perp, \vec{n}_2)$ as a basis of the plane $\mathcal{P}$, after the rotation of angle $\delta \theta$, the vector obtained will have the following coordinates:

$$
\begin{pmatrix}
\cos \delta \theta & -\sin \delta \theta \\
\sin \delta \theta & \cos \delta \theta
\end{pmatrix}
\begin{pmatrix}
\cos \gamma \cdot x \\
y
\end{pmatrix}
= 
\begin{pmatrix}
\cos \gamma \cdot \cos \delta \theta & -\sin \delta \theta \\
\cos \gamma \cdot \sin \delta \theta & \cos \delta \theta
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
$$

(47)

And after the projection back onto the plane generated by $(\vec{n}_1^\perp, \vec{n}_2)$, the vector $\vec{F}' = x' \cdot \vec{n}_1^\perp + y' \cdot \vec{n}_2$ will be obtained, with $x'$ and $y'$ such that:

$$
\begin{pmatrix}
x' \\
y'
\end{pmatrix}
= 
\begin{pmatrix}
\frac{1}{\cos \gamma} & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\cos \gamma \cdot \cos \delta \theta & -\sin \delta \theta \\
\cos \gamma \cdot \sin \delta \theta & \cos \delta \theta
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
$$

(48)
After the resizing, the new value of $\vec{F}$ will be $\frac{\vec{F}'}{\|\vec{F}'\|}$. Let us call $\vec{F}_{\delta\theta}^*$ the result of the rotation of $\vec{F}$ by angle $\delta\theta$ in the frame $(\vec{n}_1, \vec{n}_2)$. From the equation (49) we deduce that $\vec{F}' = \vec{F}_{\delta\theta}^* + \vec{u}$, with:

$$
\begin{pmatrix}
  x' \\
  y'
\end{pmatrix}
= \begin{pmatrix}
  \cos \delta\theta & -\sin \delta\theta \\
  \cos \gamma \cdot \sin \delta\theta & \cos \delta\theta
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix}
= \begin{pmatrix}
  \cos \delta\theta & -\sin \delta\theta \\
  \sin \delta\theta & \cos \delta\theta
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix}
+ \sin \delta\theta \cdot \begin{pmatrix}
  0 & 1 - \frac{1}{\cos \gamma} \\
  \cos \gamma - 1 & 0
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix}
$$

(49)

After the resizing, the new value of $\vec{F}$ will be $\frac{\vec{F}'}{\|\vec{F}'\|}$. Let us call $\vec{F}_{\delta\theta}^*$ the result of the rotation of $\vec{F}$ by angle $\delta\theta$ in the frame $(\vec{n}_1, \vec{n}_2)$. From the equation (49) we deduce that $\vec{F}' = \vec{F}_{\delta\theta}^* + \vec{u}$, with:

$$
\|\vec{u}\| \leq |\sin \delta\theta| \cdot \max \left( |1 - \frac{1}{\cos \gamma}|, |\cos \gamma - 1| \right)
$$

(50)

$$
\|\vec{u}\| \leq |\sin \delta\theta| \cdot \max \left( |1 - \frac{1}{\cos \gamma}|, |\cos \gamma| \cdot |1 - \frac{1}{\cos \gamma}| \right)
$$

(51)

$$
\|\vec{u}\| \leq |\sin \delta\theta| \cdot |1 - (\cos \gamma)^{-1}|
$$

(52)

Since $\gamma < \frac{\pi}{4}$, $\cos \gamma > \frac{1}{2}$, and thus $0 \leq (\cos \gamma)^{-1} - 1 < 1$, so $\|\vec{u}\| < 1$. As a result (see Figure 10) the
angle between $\vec{F}_d^\theta$ and $\vec{F}^\theta$ is at most:

$$\arcsin \left( |\sin \delta\theta| \cdot ((\cos \gamma)^{-1} - 1) \right)$$

(53)

Since $\arcsin$ is convex on $[0, 1]$, we also deduce that this value is bounded by $(\cos \gamma)^{-1} \cdot \arcsin(|\delta\theta|)$, and therefore also by:

$$(\cos \gamma)^{-1} \cdot |\delta\theta|$$

(54)

It follows that, in order to obtain a rotation of angle $\Delta\theta$ in the frame $(\vec{n}_1, \vec{n}_2)$, the rotation about the axis defined by $\vec{L} + \Delta\vec{L}$ must be of angle $\delta\theta$ such that:

$$|\delta\theta - \Delta\theta| \leq ((\cos \gamma_{\text{max}})^{-1} - 1) \cdot |\delta\theta|$$

(55)

And, as a result:

$$|\delta\theta| \leq \frac{\cos \gamma_{\text{max}}}{2 \cos \gamma_{\text{max}} - 1} \cdot |\Delta\theta|$$

(56)

Assuming $\frac{\cos \gamma_{\text{max}}}{2 \cos \gamma_{\text{max}} - 1} \cdot |\Delta\theta| \leq \pi$:

$$|2 \sin(|\delta\theta|/2)| \leq 2 \sin \left( \frac{\cos \gamma_{\text{max}}}{4 \cos \gamma_{\text{max}} - 2} \cdot |\Delta\theta| \right)$$

(57)
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