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A B S T R A C T

In this paper, a novel fuzzy adaptive controller is investigated for a class of multi-input multi-output (MIMO) nonaffine systems with unknown control direction. An equivalent model in affine-like form is first derived for the original nonaffine system by using a Taylor series expansion. Then, a fuzzy adaptive control is designed based on the affine-like equivalent model. The adaptive fuzzy systems are used to appropriately approximate the unknown nonlinearities, while the lack of knowledge of the control direction being closely related to the sign of control gain matrix is handled by incorporating in the control law a Nussbaum-type function. A decomposition property of the control gain matrix is used in the controller design and the stability analysis. The effectiveness of the proposed fuzzy adaptive controller is illustrated through simulation results.

1. Introduction

Control process problems are more and more complex as the involved systems are multivariable in nature and exhibit uncertain nonlinear behaviors. This explains the fact that only few engineering solutions are available. Thanks to the universal approximation theorem [1], some adaptive fuzzy control systems [2–14] have been developed for a class of multivariable nonlinear uncertain systems. The stability of the underlying control systems has been investigated using a Lyapunov approach. The robustness issues with respect to the approximation error and external disturbances have been enhanced by appropriately modifying the available adaptive fuzzy controllers. The cornerstone of such a modification consists in a robust compensator which is conceived using a sliding mode control design [3–5,7,9,11–14] or an $H^\infty$ based robust control design [4,6,8,10]. In the fuzzy indirect adaptive scheme [2–5,8,10], the singularity problem occurring when determining the inverse of the estimated control gain matrix has been particularly solved thanks to a suitable projection inside the parameter space up to an priori knowledge on the system under control, namely a feasible set in which the singularity problem does not happen [2,3,8,10]. A genuine procedure involving an appropriate regularization of the estimated control gain matrix has been also used in [4,5] up to an admissible tracking performance reduction. The key modeling assumption in these above fuzzy adaptive control schemes is that the systems considered are characterized by inputs appearing linearly in the system equation, i.e., the systems considered are affine-in-control. To the authors’ best knowledge, there are few works in the fuzzy control literature which were devoted to the control problem of the nonaffine multivariable systems.

In practice, there are many nonlinear systems with nonaffine structure, such as chemical reactors [15], biochemical process [16], some aircraft dynamics [17], dynamic model in pendulum control [18], etc. Some remarkable results for nonaffine monovariable systems have been obtained [19–31]. It is worth noting that affine systems are a special case of the nonaffine systems. Thus, all schemes in [19–31] can be applied directly to affine systems in which the control input appears in a linear fashion. In the literature, one can find five methods dealing with nonaffine problem, such as: (i) Method using Taylor series expansion in order to get an affine system (seen in [19,20]). (ii) Method using implicit function theorem (seen in [21–24]). (iii) Method exploiting the mean value theorem in order to obtain an affine form (seen in [25–28]). (iv) By differentiating the original system equation so that, in the augmented results modeling, the time derivative of the control input appears linearly and the latter can be used as a new control variable (seen in [29]). (v) By using a local inversion of the Takagi–Sugeno (TS) fuzzy affine model (seen in [30,31]). Note that there are two common modeling assumptions in these above adaptive control schemes [19–31].
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namely: the sign of the control-gain is known a priori and the model is monovariable. The sign of the control gain (i.e., the so-called control direction) represents motion direction of the system under any control, and knowledge of this sign makes adaptive control design much easier.

In the adaptive control literature, the unknown control-direction problem has been addressed by many methods: (i) By incorporating the Nussbaum-type function in the control law [32,33]; (ii) By directly estimating unknown parameters involved in the control direction [34]. (iii) By using the so-called correction-vector method for first order nonlinear systems [35]. (iv) Via a switching scheme based on monitoring function for variable structure model reference adaptive control for linear plants [36]. (v) By incorporating a hysteresis-type function in adaptive fuzzy control [37,38]. (vi) By using a hysteresis-dead-zone type function with the Nussbaum function in the adaptive control law [39]. Other hand, few results are available in the literature on the design of the fuzzy adaptive controllers for multivariable nonaffine nonlinear uncertain systems, [40–42]. Note that it is difficult and complicated to control this class of systems due to the existence of unknown nonaffine functions and the coupling strength among subsystems. In [40], this difficulty has been overcome by introducing some special type Lyapunov functions and taking advantage of the mean-value theorem, the backstepping design method and the approximation property of the fuzzy systems. In [41], the fuzzy adaptive controller designed for a class of multivariable non-affine nonlinear systems has not been derived rigorously in mathematics. In fact, the time derivative of the Lyapunov function candidate is completely false. In [42], the considered systems are a more general class of nonaffine MIMO systems. To facilitate the controller design, the mean value theory is used to transform unknown non-affine functions into a structure which is similar to affine form. This control scheme has two main advantages: (i) it does not require a priori knowledge of the signs of the control gains and (ii) only one parameter is needed to be adjusted online in controller design procedure for each subsystem.

In this paper, a novel direct adaptive fuzzy controller is proposed for a class of uncertain multivariable nonaffine nonlinear systems with unknown control direction. Note that the approach proposed in this paper can be considered as an extension of our previous works [11,13]. The main contributions of this paper are emphasized below:

(i) To the authors’ best knowledge, in the literature, there are no results reported on the direct fuzzy adaptive control design for our considered class of the non-affine multivariable systems with unknown control direction (i.e., system (1)).
(ii) A unique Nussbaum-type function is used in order to estimate the true control direction.
(iii) The combined effect of the fuzzy approximation error together with the higher order terms (HOT) issued from the use of the Taylor series expansion is compensated for by a dynamical robust adaptive control term.

\[ y(t) = f(x,u) + A(t) \]

where \( x = [x_1^T, \ldots, x_p^T]^T \in \mathbb{R}^p \) is the overall state vector which is assumed available for measurement, where \( x_i = [y_i^T, \ldots, y_i^{(r_i-1)}]^T \in \mathbb{R}^{r_i}, \forall i = 1, \ldots, p \) and \( r_1 + \cdots + r_p = r \). \( u = [u_1, \ldots, u_p]^T \in \mathbb{R}^p \) is the control input vector, and \( f_i(x,u) \), \( i = 1, \ldots, p \) are smooth unknown nonaffine nonlinear functions. \( A_i(t), i = 1, \ldots, p \) are unknown bounded disturbances.

Let us also denote

\[ y(t) = [y_1^{(r_1)}, \ldots, y_p^{(r_p)}]^T, \]

\[ F(x,u) = [f_1(x,u), \ldots, f_p(x,u)]^T, \]

\[ A(t) = [A_1(t), \ldots, A_p(t)]^T. \]

Then, the system (1) can be rewritten in the following compact form:

\[ y(t) = F(x,u) + A(t) \]

Throughout this paper, one makes the following realistic assumptions:

**Assumption 1.** The desired trajectory vector \( \hat{x}_d = [\hat{x}_{d1}^T, \ldots, \hat{x}_{dp}^T]^T \), where \( \hat{x}_{di} = [\hat{y}_{di}^{(r_1)}, \ldots, \hat{y}_{di}^{(r_i-1)}]^T, \forall i = 1, \ldots, p \), is supposed to be continuous, bounded and available for measurement. Then, one has \( \hat{x}_d \in \Omega_{\hat{x}_d} \subset \mathbb{R}^{r_i}, \) with \( \Omega_{\hat{x}_d} \) is a known compact set.

**Assumption 2.** The matrix \( \partial F(x,u)/\partial u \) is non-singular. Its sign is assumed to be unknown. But, it is must be positive-definite or negative-definite.

**Remark 1.** Assumption 2 ensures that the matrix \( \partial F(x,u)/\partial u \) is always regular. This assumption can be seen as a controllability condition and is not restrictive as it is satisfied by many affine or nonaffine (MIMO or SISO) physical systems: e.g., robotic systems, induction motors, chaotic systems, some mechanical systems. Note that the affine nonlinear systems are a special case of the non-affine systems. In the affine SISO case, this assumption is very standard (see [31,32]), and reference therein) and is equivalent to a control gain which should be strictly positive or strictly negative. In the affine MIMO case, it is equivalent to a control gains matrix which should be non-singular (see [2–14]).

The objective is to design a continuous adaptive control law \( u_i \) (for all \( i = 1, \ldots, p \)) which ensures that the state vector \( x_i \) asymptotically tracks a time-varying desired trajectory \( x_{di} \), while all the signals in the derived closed-loop system remain bounded despite uncertainties and bounded external disturbances. To quantify this objective, the tracking errors are defined as follows:

\[ e_1 = x_{d1} - y_1, \]

\[ e_p = x_{dp} - y_p \]

Let us define also the filtered tracking error as

\[ S = [S_1, \ldots, S_p]^T \]

with

\[ S_i = \left[ \frac{d}{dt} + \lambda_i \right] e_i, \text{ for } \lambda_i > 0 \quad \forall i = 1, \ldots, p. \]
The time derivative of $S_n$ for $i = 1, \ldots, p$, can be written as
\[
\dot{S}_i = v_i - f_i(x,u) - A_i(t), \quad \text{for } i = 1, \ldots, p
\]  
with
\[
v_i = y_{ij}^{(i)} + \beta_i y_{ij}^{(i-1)} + \cdots + \beta_i y_{ij}^{(0)}, \quad \text{for } i = 1, \ldots, p
\]  
where
\[
\beta_{ij} = \frac{\rho_{ij}}{\rho_{ij} + 1}, \quad \text{for } i = 1, \ldots, p, \quad j = 1, \ldots, r_i - 1
\]  
denote $V = [v_1, \ldots, v_p]^T$, then (6) can be written in the following compact form
\[
\dot{S} = V - F(x,u) - A(t).
\]  

Now, to facilitate the control system design for the system (2), one transforms the nonaffine system (2) into an affine system by performing a Taylor series expansion around an unknown optimal control $u = u^*(x)$ as follows:
\[
F(x,u) = F(x) + G(x)u + H(x,u)
\]  
with
\[
F(x) = [F_1(x), \ldots, F_p(x)]^T = f(x,u^*(x)) - \frac{\partial F(x,u)}{\partial u} u - u^*(x)u^*(x),
\]  
\[
G(x) = [g_1(x), \ldots, g_p(x)]^T = \frac{\partial F(x,u)}{\partial u} u - u^*(x),
\]  
where $H(x,u)$ is the higher order terms (HOT) of the expansion, and $u = u^*(x)$ is an unknown smooth function minimizing the HOT.

Motivated by [11–14,43–46] and since the matrix $G(x)$ is not generally symmetric, the following important lemma will be exploited in the controller design and stability analysis.

**Lemma 1.** [43,44] Any real matrix $G(x) \in \mathbb{R}^{p \times p}$ with non-zero leading principal minors can be decomposed as follows:
\[
G(x) = G_0(Dx)
\]  
where $G_0(x) \in \mathbb{R}^{p \times p}$ is a symmetric positive-definite matrix, $D \in \mathbb{R}^{p \times p}$ is a diagonal matrix with $+1$ or $-1$ on the diagonal, and $T(x) \in \mathbb{R}^{p \times p}$ is a unity upper triangular matrix. The diagonal elements of $D$ are nothing else than the ratios of the signs of the leading principal minors of $G(x)$.

**Remark 3.** Note that if $G(x)$ has non-zero leading principal minors, three cases can arise:

- If $G(x)$ is positive-definite, then $D = I_p$.
- If $G(x)$ is negative-definite, then $D = -I_p$.
- While in the case where $G(x)$ is indefinite, the matrix $D$ has +1 and -1 on its principal diagonal.

In order to cope with the unknown control direction (i.e., the unknown sign of the control gain matrix $G(x)$), the Nussbaum gain technique will be used in Section 3.

**Properties of a Nussbaum-function:** A function $N(z)$ is called a Nussbaum-function, if it has the following useful properties [47,48]:
\[
(1) \quad \lim_{s \to +\infty} \sup_{z} \int_{s}^{\zeta} N(z)dz = +\infty
\]  
\[
(2) \quad \lim_{s \to +\infty} \inf_{z} \int_{0}^{s} N(z)dz = -\infty
\]  

**Example:** The following functions are Nussbaum functions [47–49]:
\[
N_1(z) = z^2 \cos(z), \quad N_2(z) = z \cos\left(\sqrt{|z|}\right), \quad \text{and} \quad N_3(z) = \cos\left(\frac{\pi}{2} z^2\right) e^{z^2},
\]  
of course, the cosine in the above examples can be replaced by the sine. It is very easy to show that $N_1(z), N_2(z),$ and $N_3(z)$ are Nussbaum functions. For clarity, the even Nussbaum $N(z) = z^2 \cos(z)$ will be used throughout this paper.

Thereafter, one needs the following lemma in the stability analysis.

**Lemma 2.** [47,50] Let $V(t)$ and $\zeta(t)$ be smooth functions defined on $[0, T], \forall t \in [0, T]$, and $N(z)$ be an even Nussbaum function. If the following inequality holds:
\[
V(t) \leq c_0 + \int_{0}^{t} dN(\zeta(s)) + \zeta^2 dt, \quad \forall t \in [0, T],
\]  
where $d$ is non-zero constant and $c_0$ represents some suitable constant, then $V(t), \zeta(t)$ and $\int_{0}^{t} dN(\zeta(s)) + \zeta^2 dt$ must be bounded on $[0, T]$.

**Proof of Lemma 2.** See the proof in [47].

2.2. Dynamics of the filtered tracking errors

Using the matrix decomposition (10) and the expression (9), the dynamics (8) can be rewritten as follows:
\[
\dot{S} = V - F(x) - G_0(x)DT(x,u) - H(x,u) - A(t).
\]  

Now let us consider the following realistic assumption.

**Assumption 3.** The matrix $G(x)$ is of class $C^1$ and satisfies the following property:
\[
\frac{\partial g_j(x)}{\partial y_i} = 0, \quad \forall i = 1, 2, \ldots, p \quad \text{and} \quad j = 1, 2, \ldots, p.
\]  

**Remark 4.**

a) Although Assumption 3 restricts the considered class of MIMO nonaffine systems, many affine physical systems, such as robotic systems and electric machines, fulfill such a property [11–14].

b) The required property on the partial derivatives of the control gain matrix ensures that the time derivative of $G_j^{-1}(x)$ depends only on the state vector $x$ (i.e., it ensures that $dG_j^{-1}(x)/dt$ does not depend on the system inputs) [11–14].

From Eq. (12), one has
\[
G^{-1}_j(x)\dot{S} = G^{-1}_j(x)V - F(x) - DT(x,u) - G^{-1}_j(x)H(x,u) - G^{-1}_j(x)A(t)
\]  
Posing $G_j(x) = G^{-1}_j(x), \ F_j(x,u) = G^{-1}_j(x)V - F(x) - DT(x,u), \text{ and } H_j(x,u,A) = G^{-1}_j(x)H(x,u) + A(t)$, Eq. (13) becomes
\[
G_j(x)\dot{S} = F_j(x,u) - DT_j(x,u) - H_j(x,u,A)
\]  

One can rearrange (14) as follows
\[
G_j(x)\dot{S} + \frac{1}{2} G_j S = \varphi(z) - DT_j(x,u,A)
\]  
where
\[
\varphi(z) = [z_1(z_1), \ldots, z_p(z_p)]^T = F_j(x,u) + \frac{1}{2} G_j(x)S
\]  
with
\[
z = [z_1^T, z_2^T, \ldots, z_p^T]^T.
\]  
By examining the expressions of $F_j(x,u)$, the vectors $z_i$ can be determined as follows:
\[
z_1 = [x^T, u_2, \ldots, u_p]^T
\]  
\[
z_2 = [x^T, u_3, \ldots, u_p]^T
\]  
\[
\vdots
\]  
\[
z_{p-1} = [x^T, u_p]^T
\]  
\[
z_p = x.
\]  

It is clear from the property of the matrix of $DT(x) - D$, that $z_1$ depends on control inputs $u_2, \ldots, u_p$, $z_2$ depends on $u_3, \ldots, u_p$, and
so on. In fact, the structure of the nonlinearities \( \xi(z) \) is known under the name “upper triangular control structure”. Recall that this useful structure allows for algebraic loop free sequential synthesis of control signals \( u_i, \forall i = 1, 2, \ldots, p \).

Define the operating compact sets as follows:

\[
\Omega_{z_i} = \{ [x^T, u_{i+1}, \ldots, u_p]^T | x \in \Omega_x, u_{i+1} \in \Omega_u, \ldots, u_p \in \Omega_u \}, \quad i = 1, \ldots, p-1,
\]

\[
\Omega_{z_p} = \{ x | x \in \Omega_x \subset \mathbb{R}^d \}. \tag{17}
\]

**Remark 5.** Since the nonlinear functions \( \xi(z) \) and \( H_i(x, u, A) \) and the matrix \( D \) are unknown, moreover \( H_i(x, u, A) \) depends explicitly on the input \( u \), the control system design asymptotically stabilizes the dynamics (15) is very difficult. Thereafter, to overcome such problems, one will use:

- an adaptive fuzzy system to approximate the unknown nonlinear function \( \xi(z) \),
- a Nussbaum function to estimate the sign of the matrix \( D \) (i.e., the sign of the control gain matrix \( G(x) \)) and,
- a dynamic adaptive robust control to dynamically compensate for the effect of the uncertainty nonlinearity \( H_i(x, u, A) \).

### 2.3. Description of the fuzzy logic system

The basic configuration of a fuzzy logic system consists of a fuzzifier, some fuzzy IF-THEN rules, a fuzzy inference engine and a defuzzifier, as shown in Fig. 1. The fuzzy inference engine uses the fuzzy IF-THEN rules to perform a mapping from an input vector \( \bar{x} = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^d \) to an output \( \bar{f} \in \mathbb{R}^d \). The ith fuzzy rule is written as:

\[
R^i: \text{if } x_1 \text{ is } A^i_1 \text{ and } \ldots \text{ and } x_n \text{ is } A^i_n \text{ then } \bar{f} \text{ is } \bar{f}^i \tag{18}
\]

where \( A^i_1, A^i_2, \ldots, A^i_n \) are fuzzy sets and \( \bar{f} \) is the fuzzy singleton for the output in the ith rule. By using the singleton fuzzifier, product inference, and center-average defuzzifier, the output of the fuzzy system can be expressed as follows:

\[
\bar{f}(x) = \frac{\sum_{i=1}^{m} f_i \left( \prod_{j=1}^{n} \mu_{A^i_j}(x_j) \right)}{\sum_{i=1}^{m} \left( \prod_{j=1}^{n} \mu_{A^i_j}(x_j) \right)} = \theta^T \psi(x) \tag{19}
\]

where \( \mu_{A_j}(x_j) \) is the degree of membership of \( x_j \) to \( A_j \), \( m \) is the number of fuzzy rules, \( \theta^T = [f_1^T, f_2^T, \ldots, f_m^T] \) is the adjustable parameter vector (composed of consequent parameters), and \( \psi^T = [\psi_1^T, \psi_2^T, \ldots, \psi_m^T] \) with

\[
\psi_j(x) = \frac{\left( \prod_{i=1}^{m} \mu_{A^i_j}(x_j) \right)}{\sum_{i=1}^{m} \left( \prod_{i=1}^{n} \mu_{A^i_j}(x_j) \right)} \tag{20}
\]

being the fuzzy basis function (FBF). Throughout the paper, it is assumed that the FBFs are selected so that there is always at least one active rule \[1\], i.e., \[\sum_{i=1}^{m} (\prod_{j=1}^{n} \mu_{A^i_j}(x_j)) > 0\].

It is worth noting that the fuzzy system (19) is commonly used in control applications. Following the universal approximation results, the fuzzy system (19) is able to approximate any nonlinear smooth function \( f(x) \) on a compact operating space to an arbitrary degree of accuracy \[1\]. Of particular importance, it is assumed that the structure of the fuzzy system, namely the pertinent inputs, the number of membership functions for each input and the number of rules, and the membership function parameters are properly specified beforehand. The consequent parameters are then determined by appropriate parameter adaptation algorithms.

### 3. Design of fuzzy adaptive controller

The unknown nonlinear function \( \dot{z}_i(z_i) \) in (15) can be approximated, on the compact set \( \Omega_{z_i} \), by the linearly parameterized fuzzy systems (19) as follows:

\[
\dot{z}_i(z_i, \theta_i) = \theta_i^T \psi_i(z_i), \quad i = 1, \ldots, p, \tag{21}
\]

where \( \psi_i(z_i) \) is the fuzzy basis function (FBF) vector, which is fixed a priori by the designer, and \( \theta_i \) is the adjustable parameter vector of the fuzzy system.

Let us define

\[
\theta_i^* = \arg \min_{\theta_i} \left[ \sup_{z_i \in \Omega_{z_i}} |z_i(z_i) - \dot{z}_i(z_i, \theta_i)| \right] \tag{22}
\]

as the optimal value of \( \theta_i \) which is mainly introduced for analysis purposes as its value is not needed when implementing the controller.

Define

\[
\hat{\theta}_i = \theta_i - \theta_i^* \quad \text{and} \quad \epsilon_i(z_i) = z_i(z_i) - \dot{z}_i(z_i, \theta_i^*) \quad \text{with} \quad \dot{z}_i(z_i, \theta_i^*) = \theta_i^T \psi_i(z_i) \tag{23}
\]

as the parameter estimation error and the fuzzy approximation error, respectively.

As in the literature \([1-14,20,21,27,28,30-33,35,58]\), one assumes that the used fuzzy systems do not violate the universal approximator property on the compact set \( \Omega_{z_i} \), which is assumed large enough so that the input vector of those fuzzy systems remains in \( \Omega_{z_i} \) under the closed-loop control system. It is hence reasonable to assume that the fuzzy approximation error is bounded for all \( z_i \in \Omega_{z_i} \), i.e.,

\[
|\epsilon_i(z_i)| \leq \bar{\epsilon}_i, \quad \forall z_i \in \Omega_{z_i},
\]

where \( \bar{\epsilon}_i \) is an unknown constant.

Now, let us denote

\[
\ddot{z}(z, \theta) = [\ddot{z}(z_1, \theta_1), \ldots, \ddot{z}(z_p, \theta_p)]^T = [\hat{\theta}_1^T \psi_1(z_1), \ldots, \hat{\theta}_p^T \psi_p(z_p)]^T,
\]

\[
e(z) = [e_1(z_1), \ldots, e_p(z_p)]^T,
\]

\[
\bar{e} = [\bar{e}_1, \ldots, \bar{e}_p]
\]

From the above analysis, one has

\[
\ddot{z}(z, \theta) - \dot{z}(z, \dot{\theta}) = \ddot{z}(z, \theta^*) + \ddot{z}(z, \theta^*) - \dot{z}(z, \dot{\theta}),
\]

\[
= \ddot{z}(z, \dot{\theta}) - \dot{z}(z, \theta^*) - \dot{z}(z, \theta^*)
\]

\[
= \dot{\theta}^T \psi(z) - \dot{z}(z, \theta^*)
\]

where \( \dot{\theta}^T \psi(z) = [\dot{\theta}_1^T \psi_1(z_1), \ldots, \dot{\theta}_p^T \psi_p(z_p)]^T \) and \( \dot{\theta}_i = \theta_i - \theta_i^* \), for \( i = 1, \ldots, p \).

From (24), one can rewrite (15) as follows:

\[
dt \left[ \frac{1}{2} S^T G(x) S \right] = S^T \ddot{z}(z) - S^T \dot{z}(z, \dot{\theta}) + S^T \dot{\theta}^T \psi(z) - S^T \dot{z}(z, \theta^*) - S^T \ddot{z}(z, \theta^*) - S^T H_1(x, u, A)
\]

\[
= -S^T \dot{\theta}^T \psi(z) + S^T \dot{z}(z) + S^T \dot{z}(z, \theta^*) - S^T \ddot{z}(z, \theta^*) - S^T H_1(x, u, A) \tag{25}
\]
Then, (25) can be rewritten as follows:
\[
\frac{d}{dt}\left[\begin{array}{c}
\epsilon^T G(x)\epsilon \\
\epsilon^T G(x)
\end{array}\right] = -S^T \hat{\Theta}_i \psi(z) + S^T \hat{z}(z,0) - S^T H(z, u, S) + S^T H(z, u, S)
\]
\[
- \frac{1}{2} \sum_{i=1}^{p} \sigma_\omega ||\epsilon^T||^2
\]
with \(H(z, u, S) = \epsilon(z) - H(z, u, A) + \beta \text{sign}(\epsilon^T)\), with
\[
\beta = \text{Diag}(0.5 \sigma_{\omega} ||\epsilon^T||_1, 0.5 \sigma_{\omega} ||\epsilon^T||_2, \ldots 0.5 \sigma_{\omega} ||\epsilon^T||_p)
\]
\(\sigma_\omega\) (for \(i = 1, \ldots, p\) is a small positive constant that will be defined later.

In the sequel, one needs the following realistic assumption.

**Assumption 4.** One assumes that
\[
|H(z, u, S)| \leq \kappa^* (H(z, u)
\]
with \(H(z, u)|u| = 1 + ||x|| + ||u||\) , where \(\kappa^* = [\kappa_1^*, \kappa_2^*, \ldots, \kappa_p^*]^T\) is an unknown constant vector.

**Remark 6.** As started by [38], this assumption is not restrictive. In fact, \(H(z, u, A)\) can be theoretically approximated over a large compact set by a first-order TS fuzzy system [1] as follows:
\[
H(z, u, A) = \bar{\Theta}_i \psi(z, u, A) + \beta \text{sign}(\epsilon^T)\psi(z, u, A)
\]
with \(\psi(z, u, A)\) is the FBF vector (Note that this approximation is only used for analysis purposes, because \(\Delta(t)\) is unknown), \(\bar{\Theta}_i\) is a real constant matrix, \(\epsilon(z, u, d)\) is a bounded fuzzy approximation error, and \(Z = [\xi(z, u, A), A]^T\). Since the matrix \(\bar{\Theta}_i\) is constant, and \((A(t), \psi(z, u, A), \xi, \bar{\Theta}_i)\) are bounded, one can easily show that
\[
|H(z, u, A)| \leq \mu^*(1 + ||x|| + ||u||),\ 
\]
where \(\mu^*\) is a given positive constant. Finally, since \(\epsilon(z)\) is bounded, then one can obtain (28).

For the system (1), one can consider the following fuzzy adaptive controller:
\[
u = N(\zeta) \hat{z}(z,0) - KS - u_z,
\]
with
\[
N(\zeta) = \zeta^2 \cos(\zeta),
\]
\[
\hat{\zeta} = S^T \hat{z}(z,0) + KS - u_z,
\]
and \(K = \text{Diag}[k_1, k_2, \ldots, k_p]\) where \(k_i > 0, i = 1, \ldots, p\) are free positive design constants. Recall that the Nussbaum gain function \(N(\zeta)\) is used here to estimate the true control direction. The dynamic robust control term \(u_z = [u_{1z}, \ldots, u_{pz}]^T\), will be given below, allows to dynamically compensate for the effect of the uncertain nonlinearity \(H(z, u, S)\).

After substituting the control law (29) into (26), one gets
\[
\frac{d}{dt}\left[\begin{array}{c}
\epsilon^T G(x) \epsilon \\
\epsilon^T G(x)
\end{array}\right] \leq - \sum_{i=1}^{p} \beta_i \psi(z, u, S) - \sum_{i=1}^{p} \sigma_\omega ||\epsilon^T||^2 + \sigma_\omega ||S||^2 
\]
\[
+ \hat{H}(x, u) \sum_{i=1}^{p} \sigma_\omega ||S||^2 + (1 + dN(\zeta)) \hat{\zeta} - \frac{1}{2} \sum_{i=1}^{p} \sigma_\omega ||S||^2 ||\epsilon^T||^2
\]
with \(d = D_0, i = 1, \ldots, p\), where \(D_0\) are diagonal terms of \(D\).

The dynamic robust control term \(u_z\) is given by
\[
\hat{u}_z = -\gamma_\omega \epsilon^T \hat{\Theta}_i + \gamma_\omega \hat{H}(x, u, S) \epsilon, \quad \text{for } i = 1, \ldots, p
\]
with
\[
\delta_l = -\gamma_\omega \frac{\delta_l}{u_{\omega}^2} - \gamma_\omega \hat{H}(x, u, S) \epsilon, \quad \text{for } i = 1, \ldots, p
\]
where \(\beta_\omega\) is the estimate of \(\kappa^*\) defined in (28), \(\gamma_\omega\) and \(\delta_l\) are positive design parameters and \(\delta_l(0) > 0\).

Adaptation laws associated to the proposed controller (29) are given by:
\[
\dot{\theta}_i = -\sigma_\omega \gamma_\omega ||\epsilon|| \theta_i + \gamma_\omega S_i \text{sign}(\epsilon^T)
\]
\[
\dot{\kappa}_i = \gamma_\omega \hat{H}(x, u, S) ||\epsilon||
\]
where \(\gamma_\omega\) and \(\sigma_\omega\) are positive design constants.

**Remark 7.** Due to special structure of the nonlinearities \(\sigma(\cdot)\) (Eqs. (15) and (16)) and due to dynamical feature of the control robust compensator \(u_i\) (given by Eqs. (33) and (34)), our adaptive controller is free of the algebraic loop.

Our main result is summarized by the following theorem.

**Theorem 1.** Consider the system (1) with Assumptions 1–4. Then, the control law defined by (29)–(31) and (33)–(36) can guarantee the following properties:

- All signals in the closed-loop system are bounded.
- The tracking errors and their derivatives asymptotically decrease to zero, i.e., \(e^{T}_i(t) \to 0\) as \(t \to \infty\) for \(i = 1, \ldots, p\) and \(j = 0, 1, \ldots, r_i - 1\).

**Proof of Theorem 1.** Let us consider the following Lyapunov function candidate:
\[
V = \frac{1}{2} S^T G(x) S + \sum_{i=1}^{p} \frac{1}{2} \beta_i \hat{\theta}_i^2 + \sum_{i=1}^{p} \frac{1}{2} k_i \hat{\kappa}_i^2 + \frac{1}{2} \sum_{i=1}^{p} \frac{1}{2} \gamma_\omega \gamma_\omega ||\epsilon^T||^2
\]
\[
+ \sum_{i=1}^{p} \frac{1}{2} \beta_i \hat{\theta}_i^2 + \sum_{i=1}^{p} \frac{1}{2} u_{\omega} u_{\omega}
\]
with \(\hat{\kappa}_i = \kappa_i - \kappa^*_i\), for \(i = 1, \ldots, p\). The time derivative of \(V\) can be given by:
\[
\dot{V} = S^T G(x) S + \sum_{i=1}^{p} \frac{1}{2} \beta_i \dot{\theta}_i^2 + \sum_{i=1}^{p} \frac{1}{2} k_i \dot{\kappa}_i^2 + \frac{1}{2} \sum_{i=1}^{p} \frac{1}{2} \gamma_\omega \gamma_\omega ||\epsilon^T||^2
\]
\[
+ \sum_{i=1}^{p} \frac{1}{2} \beta_i \dot{\theta}_i^2 + \sum_{i=1}^{p} \frac{1}{2} u_{\omega} u_{\omega}
\]
Using (32)–(36), (38) can be rewritten as follows:
\[
\dot{V} \leq - \sum_{i=1}^{p} \beta_i \dot{\theta}_i^2 + (1 + dN(\zeta)) \dot{\zeta} - \frac{1}{2} \sum_{i=1}^{p} \sigma_\omega ||S||^2 ||\epsilon^T||^2
\]
\[
\leq - \sum_{i=1}^{p} \beta_i \dot{\theta}_i^2 + (1 + dN(\zeta)) \dot{\zeta}
\]
(39)

One can easily check that
\[
2 ||\theta|| \dot{\theta}_i \geq ||\epsilon|| ||\epsilon||_* - ||\epsilon|| ||\epsilon||_*^2
\]
using (40), \(V\) can be bounded as follows:
\[
\dot{V} \leq - \sum_{i=1}^{p} \beta_i \dot{\theta}_i^2 + (1 + dN(\zeta)) \dot{\zeta}
\]
(41)

Integrating (41) over \([0, t]\), one has
\[
V(t) \leq V(0) + \int_0^t \text{d} \left[ 2 ||\theta|| \dot{\theta}_i - \sum_{i=1}^{p} \beta_i \dot{\theta}_i^2 \right] dt \leq V(0) + \int_0^t \left[ (1 + dN(\zeta)) \dot{\zeta} \right] dt
\]
(42)

According to **Lemma 2**, [13,50], one has \(V(t) \leq V(0) + \int_0^t \left[ (1 + dN(\zeta)) \dot{\zeta} \right] dt\) and \(\dot{\zeta}\) which are bounded on \([0, t]\). Similar to discussion in [13,50], one knows that the above discussion is also true for \(t_f = +\infty\), therefore \(S, \hat{\theta}_i, \hat{\kappa}_i, \dot{\theta}_i\) and \(u_{\omega} \in L_\infty\). This implies the
boundedness of $\theta_i$, $\kappa_i$, $x$ and $u$. From (41) and since
\[ \int_0^\infty \left( 1 + d(n(\xi)) \right) dt \text{ and } V(t) \text{ are bounded, it is easy to show that } \int_0^\infty \left( 1 + d(n(\xi)) \right) dt \text{ exists, i.e., } S_i \in L_2. \]

In order to show the boundedness of $\dot{S}_i$, one can rearrange
Eq. (15) as follows:
\[ \dot{S}_i = G_i^{-1}(x)(-0.5G_1(x)S + n(x) - D - H_i(u,x,A)). \]  
(43)

From (43), since $(x,S_i,u) \in L_\infty$ and $G_1(x)$ is a positive-definite
matrix (i.e., $\exists \sigma_0 > 0$, such as $\|G_1(x)\| \geq \sigma_0$), and all functions
in (43) are continuous, one can conclude about the boundedness of
$S_i$ (i.e., one has $S_i \in L_\infty$).

Finally, since $S_i \in L_2 \cap L_\infty$ and $\dot{S}_i \in L_\infty$, by using Barbalat’s lemma
one can conclude that $S_i(t) \to 0$ as $t \to \infty$. Therefore, the tracking
errors and their derivatives converge asymptotically to zero, i.e.,
e\[ e_i(t) \to 0 \text{ as } t \to \infty \text{ for } i = 1, \ldots , p \]
and $j = 0, 1, \ldots , r_i - 1$. □

Remark 8. The main contributions of this paper with respect to the
existing works in the literature [32,11,13,40–42] are emphasized
below.

a) Despite the large class of the nonaffine systems considered in
[40,42], the controllers proposed in [40,42] cannot be applied to our
system (1), because the latter has not a triangular structure form.
Moreover, unlike this paper, in [40,42] only a practical stability is
guaranteed.

b) Although a similar class of MIMO nonaffine systems has been
considered in [41], the fuzzy adaptive controller designed in
[41] has not been derived rigorously in mathematics. In fact, the
time derivative of the Lyapunov function candidate is completely
false. Moreover, the sign of the control gain matrix is
assumed to be known and the effect of the external disturbance has not been considered.

c) Unlike this paper, the design of a fuzzy adaptive output
feedback control system for a simple class of affine SISO
nonlinear systems with unknown control direction has been
considered in [32].

d) Unlike this paper, in [11,13], a simple class of MIMO affine
nonlinear systems with unknown control direction has been
considered. Note that the extension of our results in [11,13] to a
perturbed nonaffine MIMO system (1) is not a trivial task
because of the uncertain nonlinear HOT which depend on
the input vector $u$. In this paper, for dealing with this problem,
a dynamic adaptive robust control term has been introduced.

Remark 9. If the matrix $D$ obtained by the matrix factorization
(10) is known, one does not need to use the Nussbaum function in
the control law (29)–(31) and (33)–(36). In this case, the control
law becomes:
\[ u = D(\dot{x}(t,0) + KS + u) \] 
(44)

with
\[ u_{ii} = -\gamma_i u_{ii} + \gamma_i \left[ S_i - \frac{d(u_i)}{u_{ii}^2} H(x,u) \kappa_i |S_i| \right], \text{ for } i = 1, \ldots , p \] 
(45)

\[ \delta_i = -\gamma_i \frac{d(u_i)}{u_{ii}^2} H(x,u) \kappa_i |S_i|, \text{ for } i = 1, \ldots , p \] 
(46)

\[ \theta_i = -\sigma_i u_{ii} S_i |\theta_i + \gamma_i S_i \psi_i(\dot{z}_i)| \] 
(47)

\[ \kappa_i = \gamma_i \frac{H(x,u)}{|S_i|} \] 
(48)

It is worth noting that the design constants are defined as in the
first controller, and the proof of the stability associated to the
controller (44)–(48) and the convergence of tracking errors
towards zero is straightforward.

4. Simulation results

This section presents a illustrative simulation example which
highlights the performance of the proposed adaptive fuzzy
controller. The control problem of an academic MIMO nonaffine
uncertain system is considered to this end. Its dynamic equations
are given by:
\[
\begin{align*}
\dot{x}_{11} &= x_{12}, \\
\dot{x}_{12} &= x_{11} + x_{12} + 0.15u_1 + (2 + \cos(x_{11}))u_1 - u_2 + A_1(t) \\
\dot{x}_{21} &= x_{22}, \\
\dot{x}_{22} &= x_{21} + x_{11} + x_{12} - 0.5u_1 + (1 + x_{21})u_2 + (2 + \sin(x_{11}))u_2 + A_2(t) \\
\dot{y}_1(t) &= x_{11}(t), \\
\dot{y}_2(t) &= x_{21}(t).
\end{align*}
\]
(49)

where $x = [x_{11}, x_{12}, x_{21}, x_{22}]^T$ is the state vector of the system, $u_1$ and
$u_2$ are the control inputs, and $y_1$ and $y_2$ are the output
systems. $A_1(t)$ and $A_2(t)$ are external disturbances which are assumed to be
square waves having an amplitude $\pm 1$ with a period of $2\pi(s)$. The control objective consists in allowing the system outputs $y_1$ and
$y_2$ to, respectively, track the sinusoidal desired trajectories
$y_{d1} = \sin(t)$ and $y_{d2} = \sin(t)$. The fuzzy system $\tilde{\theta}_i \psi_i(x)_i$ has the
vector $[x^T, u^T]^T$ as input, while the fuzzy system $\tilde{\theta}_i^2 \psi_i(x)^2$ has the
state vector $x$ as input. For each variable of the entries of these
fuzzy systems, as in [52], we define three (one triangular and two
trapezoidal) membership functions uniformly distributed on the intervals $[-2, 2]$ for $x_{11}$, $x_{12}$, $x_{21}$, and $x_{22}$, and $[-10, 10]$ for $u_2$.

The design parameters are chosen as follows: $\gamma_1 = 600$, $\gamma_2 = 600$, $\sigma_1 = \sigma_2 = 0.001$, $\gamma_1 = \gamma_2 = 0.5$, $\gamma_1 = \gamma_2 = 100$, $\gamma_1 = \gamma_2 = 0.005$, $\lambda_1 = k_2 = 2$, $k_1 = k_2 = 1$. The initial conditions are
selected as: $x(0) = [0.5 \ 0.5 \ 0 \ 0]$, $u_1(0) = u_2(0) = 0$, $\theta_1(0) = \theta_2(0) = 0$, with $0$ denotes the
null vector. The simulation results are shown in Fig. 2.

Fig. 2(a) and (b) illustrate the boundedness and convergence of the
tracking errors for both subsystems. The boundedness of the
corresponding control signals ($u_1, u_2$) is well illustrated in
Fig. 2(c). Fig. 2(d) also displays the control signals ($u_1, u_2$) but for $t \in [0.0, 0.5s]$.

Note that Fig. 2(d) shows that just one switching in the control
direction was need. The jump made in the control signals at
$t = 0.13s$, which also causes their amplification, is naturally due to
the Nussbaum gain-function. After $t = 0.13s$, the control direction is
correctly identified and all tracking errors vanish, but not in
exponential way (see Fig. 2(a) and (b)). Finally, it is worth
mentioning that the Nussbaum gain function-based controller may
generally have wild transient performance.

5. Conclusion

A novel fuzzy adaptive control algorithm for multivariable
unknown nonaffine systems has been presented. In the controller
designing, neither prior information about the control direction
nor knowledge of the system nonlinearities are required. Indeed,
adaptive fuzzy systems have been used to approximate unknown
nonlinearities and a Nussbaum-type function has been particularly
employed for dealing with the unknown control direction. Of
fundamental interest, it has been shown that the underlying
control system is stable and that the involved tracking errors
converge to the origin. The effectiveness of the proposed
controller is particularly emphasized throughout simulation results.
Fig. 2. Simulation results: (a) tracking errors of subsystem 1: $\hat{e}_1$ (dotted line) and $\hat{e}_1$ (solid line). (b) Tracking errors of subsystem 2: $\hat{e}_2$ (dotted line) and $\hat{e}_2$ (solid line). (c) Control input signals: $u_1$ (dotted line) and $u_2$ (solid line). (d) Control input signals for $\tau \in [0, 0.5]$; $u_1$ (dotted line) and $u_2$ (solid line).
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