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Abstract—This paper proposes an approach to accurately
localize the origin of product quality drifts, in a flexible man-
ufacturing system (FMS). The logical diagnosis model is used to
reduce the search space of suspected equipment in the production
flow; however, it does not help in accurately localizing the faulty
equipment. In the proposed approach, we model this reduced
search space as a Bayesian network that uses historical data to
compute conditional probabilities for each suspected equipment.
This approach helps in making accurate decisions on localizing
the cause for product quality drifts as either one of the equipment
in production flow or product itself.

Index terms—Fault diagnosis, Flexible Manufacturing Systems,
Logical diagnosis, Bayesian network.

I. INTRODUCTION

The manufacturing processes evolve to adapt with the
increasing demand diversities. This has resulted in complex
manufacturing environment where it is difficult to control, di-
agnose and recover the abnormal events in timely manner. The
fault detection and diagnosis techniques have been a special
focus in the manufacturing industries to improve product qual-
ity and reduce associated costs. Therefore, different methods
are developed for more accurate and quick fault diagnosis to
improve product quality such as [1], [2]. An advantage of
these methods is the flexibility to adapt to different production
systems.

However, modern production systems comprise a lot of
equipment that are monitored by thousands of sensors. This
result in huge amount of information and makes it difficult
to identify the model for fault diagnosis with corresponding
variables. The artificial intelligence methods are practical
techniques capable of using large amount of information
from large production databases as presented in [3], [4].
These approaches can be performed without understanding the
underlying structure of a production system [5]. Especially,
the Bayesian network (BN) approaches are widely used to
compute the conditional probabilities between a detected fault
and a set of potential failure candidates (root causes). This set
and these relations between variables are normally modeled
through a graphical structure during learning phase of BN. The
associated probabilities help to make accurate and informed
decisions about corrective maintenance. However, due to the
complexity of present-day manufacturing systems, this graph-
ical structure identification is a complex task to be performed
by a personal operator [5]. In addition, it also depends on

the database size and the experts knowledge [6]. Besides,
the diversity of system characteristics (structure, product type,
recipe and the human factor) and the dynamic feature of
production systems add to the difficulty in BN structure iden-
tification. In fact, the system elements are frequently changed
due to the introduction of new manufacturing technologies and
management philosophies. Due to a change in one element
may trigger effect to others, we must retrain the learning step
of a BN model to adapt with newly emerging situations in a
production system. In this case, the time and work-load for
control system are very large.

In summary, the paper focuses on an approach to dynami-
cally generate the structure of BN and associated probabilities
from the reduced search space of suspected production equip-
ment as identified by the logical diagnosis model. For this con-
text, we propose the use of logical diagnosis model [2] to limit
the space of root causes and provide the cause-consequence
relationships for the graphical structure identification. Thus, it
is followed by learning conditional probabilities in resulting
BN to accurately identify the cause of product quality drift
as either a suspected equipment in the production flow or
product itself. This approach enables real time diagnosis and
subsequent corrective maintenance in a flexible manufacturing
system (FMS).

The next section will introduce the characteristic of the
case study and objectives for real time diagnosis in FMS.
Section 3 presents state of the art fault diagnosis models being
used in complex manufacturing environments. The proposed
diagnosis presented and discussed in Section 4. The proof of
concept is presented in Section 5. We conclude this paper with
conclusions and future perspectives in Section 6.

II. FLEXIBLE MANUFACTURING SYSTEM

In the manufacturing industry, speed, reliability, flexibility,
cost, rapid product innovation and quality are all related to
design a manufacturing process [7]. Many types of man-
ufacturing system as presented in [8] support the design
and management of manufacturing processes. Following the
variety of the customer demands, new products frequently are
introduced. This requires FMS [9] that is widely used in large
scale production industries like semiconductor and automotive
industries. A FMS is a complex automated production system
which consists of several production stations each specializing
in particular operations with an appropriate transport system.



Fig. 1. A Flexible Manufacturing System

These production stations and transport system (controlled
system) are controlled by a control system. The computer
system coordinates the activities and executes the demands
based on control laws. The flexibility of FMS is generally
demonstrated by multiple products, multiple lines, multiple
recipes, and multiple human factors. Generally, a complex
system may have many production processes. The production
process is loaded corresponding to each product and executed
by the control system. The structure of a production process
describes type of product, product lines and corresponding
equipment in operating part of controlled system. Any change
in the existing product or product line, requires customization
of existing process.

Our research is focused on the general framework of
a complex system with dynamic production environments.
This case study has the characteristics: multiple products,
multiple lines, multiple recipes, and multiple human factors
as illustrated in Fig.1.

Fig. 2. CIM architecture of an automated manufacturing system

In complex engineering applications, systems are com-
posed of many components and subsystems, and the ways
in which these elements interact will affect the way failures
propagate within subsystems and across subsystem boundaries
[10]. For monitoring the execution of these elements, the
hierarchical and modular control are often used as presented
in [11]. In this context, an automated manufacturing system
is organized by Computer Integrated Manufacturing (CIM)
architecture that contains : controlled system, product flow and
control system as shown in Fig.2. The controlled system con-

sists of actuators and sensors. These sensors allow controlling
and monitoring the executions of actuators and product flows.
Each elementary part of the controlled system (actuators and
sensors) is controlled by a local control module, and these two
elements are called Functional Chain (FC) [12]. These FCs
receive and execute demands from the coordination level of
control system. When a FC cannot correctly execute a demand,
it implies that a fault is produced. A fault may be created by
a component and can propagate to other components through
product lines. Therefore, this failure propagation may make
consequences on many components; and so, the new faults
may continue to occur. Thus, when a fault is detected by a
metrology, its root causes may come from one or a part of
elements in the production system. In short, it is critical to
precisely and quickly locate the causes of detected fault to save
recovery time (for return to a normal status) of the production
system.

III. GENERAL SITUATION

For fault diagnosis in a production equipment or a simple
system, the diagnosis methods such as Fault Detection and
Isolation (FDI) [13], and Failure Mode and Effects Analysis
(FMEA) [14] are classically used. An advantage of these
methods is their simple integration in the production system.
These approaches generally model all possible failures in
a production system using detection information and failure
symptoms, collected through sensors. However, due to the
complexity of a manufacturing system, it is too difficult
to describe all the failures and so their causes. When an
unpredicted fault occurs, the diagnosis cannot provide a result
without expert support. In fact, a fault can propagate from an
equipment to others equipment through product flows and it
may have the consequences to others system elements. The
unpredicted failures occur quite often; hence, the existing
failure model cannot explain such events.

Following failure propagation analysis, diagnosis ap-
proaches have been proposed such as propagation graph [15]
and temporal chronic [16]. These approaches are based on
historical production data to locate operations at the possible
origins of detected fault. However, the problems of these
approaches are demonstrated as follow: First, the actions of
system operations in [15] are considered as independent. In
fact, several operations may use the same functional chain to



execute the demands of control system. Indeed, the correspond-
ing actions are not independent. Second, these approaches do
not analyze the behaviors of the FCs, so they cannot explain the
consequences between elements of a FC and between different
FCs. And finally, these approaches cannot reduce the size
of the model. Due to the cyclical operation of the control
system, a large amount of information of this production
system provokes the problem of combinatory explosion.

Consequently, we are especially interested in the logical
diagnosis model proposed in [2]. In this model, a diagnosis
function is proposed to characterize historical production data
of a controlled system to search suspected origins against
the detected fault, in real time. Thus, this model provides a
set of possible origins, and its size is reduced by analyzing
sensors signals from the controlled system. This is appropriate
to diagnose the faults of production equipment and products.
However, this model does not show suspect level of each
member in this set of fault origins. It is difficult in deciding
a maintenance order. In a complex system, the set of possible
fault origins is still large and this method would be extended
to optimize corrective maintenance activities.

To evaluate the suspect level of fault origins, the prob-
abilistic approaches are widely used such as Neural network
[17] and Bayesian network [3]. These probabilistic approaches
have capacity to provide the probability values from the large
database and the number of corresponding variables of a
production system. These probability values allow evaluating
the suspect level (high or low) in order to support decision of
a maintenance strategy. In particular, the BN models have the
advantages which fit to be applied in manufacturing industry
as explained in [4]. The methods based on BN are introduced
in [5] to make a diagnosis for a multiple variables system. The
Confidence level of feedback information is proposed in [18] to
provide the probability value which shows the correct actions
confidence of reported information of equipment. When the
database is available, these approaches are strong tools for the
corrective maintenance.

However, the probabilistic approaches must be extended.
First, the structure of model for Confidence level of feedback
information in [18], is static with seven parameters. In the
context of flexible manufacturing system with the charac-
teristics such as multiple products, multiple lines, multiple
recipes and multiple human factors, the production environ-
ment often change as we presented in above section. Thus,
the set of parameters which can have impact on the equipment
confidence is dynamic. And second, the BN model must be
rebuilt with new contextual information from the production
database. In practice, when the database is available, learning
approaches are often used for modelling BN as presented in
[19]. In the learning approaches, a graphical structure and
probabilistic rules are estimated from observed data. We can
cite a number of learning approaches introduced in [6], [19]
such as EM, Maximum likelihood, IC&IC, K2, and Genetic
algorithm. Many studies in [5], [19] show that these learning
approaches are still complex in identification the variables
for a human agent because they depend strongly on expert
opinions. Furthermore, the learning workload for a calculating
operator is still large [19]. This spends too much time and
is not appropriate to on-line structural identification due to
this depends on the exploitation of databases, the experiences

of experts and the capacity of a calculating operator. In fact,
production environments are increasingly stressed by strong
competition. It shows that the time for locating the root causes
of failures and process recovery (return the process to a
normal status) is very important. These challenges promote
the researches to apply BN model for real time fault diagnosis
and corrective maintenance optimization.

In this paper, we propose a diagnosis model that allows
real time localization of the possible fault root causes, thus
dynamically calculating the conditional probabilities between
a fault and its causes. This model is based on a logical
diagnosis model and a BN model. It has four main points:
First, the logical diagnosis model provides a set of possible
fault origins. The relationships of members in this set are used
to construct a graphical structure. Second, we use this graphical
structure for the structural modeling of BN model. This idea
is to simplify the variables identification in learning step of
the BN. Third, the historic information from the production
system is used to estimate probabilistic rules in learning step of
BN model. And finally, the conditional probabilities of nodes
in structural model are calculated. These probabilistic values
allow evaluating suspect level of each possible fault origin. We
will explain in detail this diagnosis model in the next section.

IV. DIAGNOSIS MODEL

This paper presents a diagnosis model which uses the
results given by a logical diagnosis model to dynamically
identify the BN structure for fault diagnosis in a flexible man-
ufacturing system. This model comprises a logical diagnosis
model and a BN model as shown in Fig.3.

Fig. 3. Diagnosis model

The proposed model consists of: (i) searching possible root
causes against a detected fault in the past evolution of the oper-
ating part in controlled system, (ii) computing the probability
values that show the suspect level against possible root cause.
This diagnosis model operates as follows: First, this model
is generated by the coordination level of a control system.
This coordination level sends commands and receives real time
reports for and from all system components. This coordination
level also provides the necessary information for the logical
diagnosis. Second, once a failure is detected by a metrology,
a set of possible origins and its correlations are defined by the
logical diagnosis model. Third, the information of this set is
sent to BN model. Thus, a graphical structure of failure mode
is determined to support the structural identification in learning



step of BN model. Finally, based on the theories of BN, the
corresponding conditional probabilities of all nodes in network
are calculated from historical production data. All calculated
results are memorized in the database.

The model for diagnosis is based on the control system and
dynamic reconfiguration as proposed in [2], [12]. The reactive
loop is characterized by collaboration of several supervision,
monitoring and control (SM&C) functions such as detection,
diagnosis, prognosis, decision and automatic control [20]. The
coordination level of control system has capacity to manage
a set of Functional Chains and corresponding information. It
also can demand and memorize the information on the database
of system. When a fault is detected, this model will demand
the diagnosis results from logical diagnosis model and the BN
model. We will explain its executions below.

The Logical Diagnosis model proposed in [2] is one part
in the treatment of failure propagation through a product in
a complex production process. In this model, a diagnosis
function is proposed to characterize the historical information
of a controlled system in locating the possible origins of a de-
tected fault. This diagnosis function is presented in three main
points: First, a model generated real time in normal operation
and collects all the necessary information from coordination
level for fault diagnosis through the Operation Models which
are presented in [12]. An Operation Model consists of infor-
mation of Functional Chains (equipment, sensors and local
control modular), (Pre-)conditions, (Pre-)constraints, effects of
operations. This model describes a graphical structure of a
production process which consists of system components and
its relationships following product flows. Second, a mechanism
to reduce this model is developed based on the exploitation of
controlled system observations. Following an operation in this
model, if the information provided by these two elements is
not coherent, the controlled system sends a faulty execution
report to the coordination level. If the coordination level does
not receive a faulty execution report from these Functional
Chains, it can conclude that the corresponding element is
reliable. These reliable elements will be removed from the
model, while the suspect elements will be retained. And finally,
a mechanism is defined, based on the failure propagation
approach, that allows us searching for the possible origins and
the possible other consequences of a fault when the model
receives a faulty execution report. Consequently, this logical
diagnosis model provides a set and a reduced structural model
of suspect operations which have logical relationships with
a faulty execution. These suspect operations are considered
as possible origins {O1, ...Oi, ...On} of detected fault. The
reduced model describes the logical links between possible
fault origins. The doubt can be propagated from a possible
origin to another one. Hence, these logical links are considered
as the cause-consequence relationships. This set of possible
fault origins and the information of reduced model will be sent
to BN model, and so, they are used for structural identification.
Therefore the conditional probabilities are computed next.

The BN model is based on the BN theories as presented
in [4]. When this model receives a set of possible fault origins
and reduced structural model through the coordination level,
it will be performed as follows:

• First, an algorithm as presented below is used for
equivalent transition from a set of possible root causes

and its graphical structure given by the logical diag-
nosis model to a graphical structure of BN model. In
Algorithm 1, we assume that a set of possible root
causes has n members as {O1, ...Oi, ...On} obtained
by logical diagnosis model. Each member Oi of the set
is considered a node in the BN. The other members
Oi′ ; (i

′ = 1 · · ·n, i′ 6= i) which are in front of the
node Oi following a product flow and have directly
logical relationship with it, are parents of Oi.

Algorithm 1 Equivalent transition of a graphical structure

Inputs : A set of n possible origins and its relationships.
Outputs : A graphical structure of BN model.
for i = 1 to n do

Initialize ki = 1
for i′ = 1 to n and i′ 6= i do

if Oi′ is located in front of Oi and has directly logical
relationship with Oi then
Oi′=Parent of Oj

Oki

i = Oi′ and ki = ki + 1
end if

end for
Ni = ki and delete ki

end for

return Parents(Oi)=
{

Oki

i ; ki = 1 toNi

}

; i = 1 to n

• Second, we obtain a graphical structure of BN model
from previous step. Each node in this structure may
be a parent of child-nodes and may be a child of
other parent-nodes. For instance, a set of parents a
detected fault node is a finite number of mutually
exclusive operation {O1, ...Oj , ...ON}. Each opera-
tion Oj with (j = 1 · · ·N) has a set of parents

as
{

O1
j , ...O

kj

j , ...O
Nj

j

}

, with kj = 1 · · ·Nj . There-

fore, each member O
kj

j has a set of parents as
{

O
kj ,1
j , ...O

kj ,lj
j , ...O

kj ,Lj

j

}

with lj = 1 · · ·Lj . In this

case, the BN model has a hierarchical structure as
shown in Fig.4.

Fig. 4. Graphical structure of BN model

• Third, after a graphical structure is identified, the
learning step of BN model is performed to calculate
the probabilities P (Oi | Product) of each node Oi

following the product, and next the conditional proba-
bilities between the child-nodes and its parents based
on the historical information of production system



from the database. We consider that each member of
the set of fault origins has two states {1, 0}. So, the
conditional probabilities over each operation Oj with

(j = 1 · · ·N) and its parents
{

O1
j , ...O

kj

j , ...O
Nj

j

}

are defined as a matrix P
(

Oj | O
1
j , ...O

kj

j , ...O
Nj

j

)

as shown in equation (1):
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(1)

• In this paper, in order to compute the conditional
probabilities, we need to extract the distribution over
some subset of variables or a single variable, and thus,
we need to marginalize or sum out the variables other
than the variables of interest as explained in [21]. The
marginalization rule for any sets of variable X and Y
is given by :

P (X) =
∑

y

P (X, y); y ∈ Y (2)

The distribution over X can be obtained by summing
out all the other variables from any joint distribution
containing X. We can use the conditional probabilities
instead of joint probabilities to compute the probabil-
ities over X as shown in equation (3):

P (X) =
∑

y

P (X|y).P (y); y ∈ Y (3)

Finally, the model computes the conditional proba-
bilities P (Oi | fault, Product) over node Oi with
(i = 1 · · ·n) given by detected fault according to the
Product as illustrated in the next equation:

P (Oi | fault, Product) =

n
∏

j=1

∑

Oj

P (Oi).P (Oj | Oi).

P (fault | O1, ..., Oj , ..., On, P roduct)
(4)

with j = 1 · · ·n, j 6= i.

Hence, the previous sections show that a set of possible
origins is dynamically determined when a fault is detected.
And when the database is available, the corresponding condi-
tional probabilities are calculated by diagnosis model. This set
of possible origins and these probability values are sent and
memorized on the database by the coordination level. They are
used to support decision in maintenance operations.

The advantages of proposed model are: first to locate in real
time a possible fault origins set, second to reduce the space
of the possible fault origins set by the evaluation of suspect

level, and finally less workload for structure identification of
BN model. In this model, the set of possible root causes is
significantly reduced by a logical diagnosis model. Next, this is
used to simplify a structural identification of BN model. Thus,
the BN model receives a graphical structure with only elements
at the possible origins of a detected fault. Other elements not
related to the detected fault are rejected. Consequently, it does
not need to compute all probabilities corresponding with all
elements of system. Therefore, the probabilistic values given
by BN model help us to continue reducing the set of possible
origins. This implies that we can save the recovery time of
a production system. This also shows that the combination
of a deterministic approach (logical diagnosis) and a proba-
bilistic approach (BN) help us to locate more precisely and
quickly equipment at that the root causes of a detected fault.
Consequently, this proposed model is appropriate to apply for
fault diagnosis in a flexible manufacturing system with large
space of the database and identification a solution to the more
approaching the optimal model.

In this paper, we propose an example to explain the
application of proposed diagnosis model in the case of a
production system in Section 5.

V. APPLICATION EXAMPLE

In this section, an example of a production system as
described in Fig.5 consists of 4 machines and one metrology.
We consider that this production system is integrated with a
diagnosis model which has a diagnosis mechanism as proposed
in above section. A sensors system is installed to detect the
quality of each machine (good or bad) and send it to the
coordination level of a control system. The product quality
(good or bad) is detected by metrology. If the quality of a
product is bad, it concludes that this product has a fault. In this
example, we consider that the failure can propagate from one
machine to another one following the product flows. Hence,
we will locate the machines at the possible root causes of this
detected fault.

Fig. 5. A production system

The logical diagnosis model determines an evolution chain
through the Operation Models of all machines. Hence, a model
of machines evolutions is constructed as shown in Fig.6. The
reliable elements (black nodes) are removed, while the suspect
elements (white nodes) are retained based on the exploitation
of sensors system. These describe a directed graphical model
corresponding with the product flow. When a fault is detected
at the metrology, following the back failure propagation, we
obtain a set {M1,M2,M4} that are the possible fault origins.



Fig. 6. Machines evolutions model following the product flows

The set {M1,M2,M4} is dynamically transformed to a
graphical structure of BN model by Algorithm 1 as presented
in Section 4. This graphical structure and the conditional
probabilities between the parent-nodes and child-notes are
illustrated in Fig.7.

Fig. 7. The graphical structure and the conditional probabilities of its nodes

Where:

• P(M1=bad|Product), P(M2=bad|Product) are the
probabilities of M1 and M2 qualified as bad corre-
sponding to the product.

• P(M4|M1, M2) is the conditional probability of M4 in
bad state given by its parents M1, M2.

• P(fault|M4) is the conditional probability of product
in bad state given by its parent M4.

Consequently, the conditional probabilities of machines
(given when product is in bad state) are computed as shown
in TABLE I.

TABLE I. THE PROBABILITY RESULTS

P (M1 = bad | fault) P (M2 = bad | fault) P (M4 = bad | fault)

0,08949 0,06764 0.717

The result in Fig.7 shows that the possible origins of
the fault detected on product by metrology may be one
machine of the set {M1, M2, M4}. Furthermore, the result
shown in TABLE I concludes that the conditional probability
P(M4=bad|fault) of node M4 is maximum value. Conse-
quently, the machine M4 must be checked in the first place
by a maintenance operator.

This example also implies that if we do not use the BN,
the set of possible origins have 3 members {M1, M2, M4}.
Thus, we must detect all these 3 members. While if the BN
model is used, the computed conditional probabilities helps to
make decision what the member has highest suspect level. In
addition, if the diagnosis process is performed based on a BN
model without the Logical Diagnosis model, all the machines
in Fig.5 may be possible origins of detected fault. We must
use a learning method to identify the graphical structure of the
BN. The computation time and work-load become larger than
the case of within Logical Diagnosis model.

Indeed, the combination of two techniques allows making
use of its advantages and avoiding inconveniences. The pro-
posed model is dedicated to advance in real time diagnosis and
simplify the decision making for a maintenance strategy. It is
feasible to apply on the flexible manufacturing systems under
dynamical production environment.



VI. CONCLUSION

A diagnosis model for accurate fault diagnosis and correc-
tive maintenance in a complex manufacturing system has been
proposed. This model is based on a logical diagnosis approach
which can limit a part of equipment at the possible origins of
detected fault. The logical diagnosis approach is extended with
a BN model to evaluate the suspect level of each member of
a set of possible fault origins. Besides, the logical diagnosis
also helps to simplify the failure model identification in the
learning phase of BN.

The proposed diagnosis model is appropriate in a complex
manufacturing environment which has the characteristics such
as: multiple products, multiple lines, multiple recipes, multiple
human factors. The elements of system often change under
flexible production activities. The proposed model has the
advantage of dynamic localization of potential root causes,
in less time and less workload is needed to compute the
conditional probability values.

This study is first based on precisely and quickly locating
the faults which can come from equipment and products.
Moreover, the approach must take into account the different
fault sources as recipes and human factors. Consequently, our
future work is focused on the fault diagnosis of a general
manufacturing system with multiple-fault sources.
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