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A B S T R A C T

The observation of a class of multi-input multi-output (MIMO) state affine systems with constant unknown parameters and discrete time output measurements is addressed. Assuming some persistent excitation conditions to hold and the sampling steps to satisfy some boundedness hypotheses, system observability is ensured and a class of global exponential observers is synthesized.
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1. Introduction

The synthesis of observers for continuous-time systems with sampled measurements has received much attention over the past decades. A classical solution used to handle the discrete nature of the system output consists either in appropriately discretizing a known continuous time observer (Arcak and Nešić, 2004) or in synthesizing a discrete-time observer for a consistent approximation of the exact discretized system (Arcak and Nešić, 2004; Dabroom & Khalil, 2001) for instance. Numerical schemes can also be applied (Buyck & Arcak, 2006; Moraal & Grizzle, 1995), but such observers usually require high computational capacities (Buyck & Arcak, 2006) and are only local. An alternative to these approaches is to design a continuous-time observer fed by discrete-time system measures and thus called a continuous–discrete observer. This approach is particularly interesting when the observer dynamics is much faster than the system one (that is the case when high speed processor computers are used). Therefore, the approximation of having a continuous-time observer, although implemented digitally, is acceptable. Moreover, contrary to the discrete-time approach, obtained stability properties are global and asymptotic (in most cases) (Deza, Busvelle, Gauthier, & Rakotopora, 1992; Hammouri, Kabore, Othman, & Biston, 2002; Nadri, Hammouri, & Astorga, 2004) and not semiglobal practical like in the discrete-time formulation (Arcak and Nešić, 2004).

Sampled system measures imply some additional difficulties for the observation compared with the case where outputs are continuously known. Indeed, despite the fact that continuous observation methods have to be adapted to the periodic availability of the output, the system observability also depends on the sampling times. For obvious reasons, if the time interval between two successive measures is too large, the system may lose its observability, as shown in Nadri et al. (2004). Furthermore, considering nonlinear systems with inputs, it is well known that there may exist inputs which make the system unobservable. Hence, the notion of universal input has been introduced to denote the class of inputs which make considered systems observable. This class of inputs, called regularly persistent inputs, has been characterized for some classes of state affine systems in Bornard, Celle, and Couenne (1988), Celle, Gauthier, Kazakos, and Sallet (1989) and Hammouri and Morales (2002).

Existing continuous–discrete time observers are mostly based on extended Kalman filter techniques. In Deza et al. (1992), a class of global exponential observers has been synthesized for multi-input single-output nonlinear systems put into a canonical form. The principle is to divide the observation into two steps: one, called prediction, between sampling times, that consists of ‘copying’ system dynamics with no correction term and updating the dynamical observation gain, and another one, at the sampling times, where the error between the system and the observer output is used to correct the estimate state trajectory. Deriving
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some conditions on the sampling times through the observer stability analysis, the exponential convergence of the observation error is then ensured. The work of Deza et al. (1992) has been extended to other classes of system. In Nadri and Hammouri (2003), observers for a MIMO class of state affine system where the dynamical matrix depends on the input, have been designed when the inputs are regularly persistent. In Astorga, Othman, Othman, Hammouri, and McKenna (2002), a similar method has been used for a larger class of systems and applied to the observation of emulsion copolymerization process. The observation of a class of systems with output injection has been treated in Nadri et al. (2004). Recently, in Hammouri, Nadri, and Mota (2006), a high gain continuous–discrete observer has been developed but using constant observation gains.

On the other hand, it appears that for a number of physical processes some parameters may not be known, that makes existing results on continuous–discrete time observers non–applicable. In this paper, the observation of the class of systems studied in Nadri and Hammouri (2003) is extended to the adaptive case. Early developments of adaptive observers were made in Kresselmeier (1977) and Liders and Narendra (1973) for linear systems. Adaptive observation of nonlinear systems has been investigated using different techniques that basically rely on linear adaptive algorithms, through coordinate change or output injection for instance, see Bastin and Gevers (1988), Besançon (2000), Cho and Rajamani (1997), Marino and Tomei (1995) and Zhang (2002). In Zhang (2005), a unified interpretation of the latter references has been proposed that emphasizes their characteristics. In Besançon, León-Morales, and Huerta-Guevara (2006), adaptive observation for state affine systems in continuous-time is discussed and the work (Zhang, 2002) is extended. In this study, the approach developed in Besançon et al. (2006) on extended Kalman filters for a class of MIMO linear time-variant, is adapted to the sampled measures problem at the difference that, here, the estimation law is based on discrete-time adaptive techniques.

After having defined the class of systems considered and recalled the main objective, a class of adaptive continuous–discrete observers is designed. Assuming some persistent excitation conditions and some hypotheses on the system output sampling times to hold, the global exponential stability of the observation error is proved. Finally, a simulation example is performed which illustrates the design procedure.

2. Nomenclature

First some mathematical notation is introduced. Let \( \mathbb{R} \equiv (-\infty, \infty), \mathbb{R}_+ \equiv (0, \infty), \mathbb{R}_{0+} \equiv [0, \infty) \) and define the Euclidean norm \( \| \cdot \| \). For \( p, q, n, m \in \mathbb{N}, \mathbb{R}^{p \times q} \) represents the set of real matrices of order \( p \times q \), and \( \mathbb{C}(\mathbb{R}^{n \times m}) \) denotes the space of all continuous functions mapping \( \mathbb{R} \rightarrow \mathbb{C}^{n \times m} \). For an operator \( A : \mathbb{R} \rightarrow \mathbb{R}^{p \times q} \), \( A(t^-) \) denotes the left limit of \( A \) at time \( t \), if it exists. In this paper, all the initial time is called \( t_0 \in \mathbb{R} \).

3. Problem statement

The following class of systems is considered, for \( t \in [t_k, t_{k+1}) \), \( k \geq 0 \),

\[
\dot{x}(t) = A(t)x(t) + b(t, u) + \phi(t, u)\theta, \quad y(t_k) = Cx(t_k), \quad t = t_{k+1},
\]

where \( x \in \mathbb{R}^n \) is the instantaneous state vector, \( u \in \mathcal{D} \subset \mathbb{R}^m \) the input vector (\( \mathcal{D} \) is compact), \( y \in \mathbb{R}^p \) is the output vector, \( \theta \in \mathbb{R}^l \) is a vector of unknown constant parameters, \( A \in \mathcal{C}(\mathbb{R}^m, \mathbb{R}^{n \times m}), b \in \mathcal{C}(\mathbb{R}^m, \mathbb{R}^m), \phi \in \mathcal{C}(\mathbb{R}^m, \mathbb{R}^{m \times l}) \) are known, with \( n, \ m, \ p, \ l \in \mathbb{N} \) and \( x_0 = x(t_0) \). The notation \( (t_k)_{k \geq 0} \) represents a strictly increasing sequence such that \( \lim_{k \to \infty} t_k = \infty \) that models the sampling times. The maximum sampling step is denoted \( \tau = \max_{k \geq 0} (t_k), \) where \( t_k = t_{k+1} - t_k \).

Note that the class of systems (1) contains systems of the form, for \( k \geq 0 \),

\[
\dot{x}(t) = A(t)\dot{x}(t) + b(t, u) + \phi(t, u)\theta, \quad t \in [t_k, t_{k+1}),
\]

where the dependence on \( u \) can be considered like a time dependence.

The main objective of this paper is to synthesize a global exponential adaptive observer, as defined in Section 4.3, for system (1).

4. Observer design and stability study

4.1. Observation structure

The proposed observer can be viewed as an extension to the adaptive case of the structure developed in Nadri and Hammouri (2003). An auxiliary variable, \( \lambda \), which plays a key role in the convergence of parameters estimator, is notably introduced as in Besançon et al. (2006) and Zhang (2002).

For \( k \geq 0, t \in [t_k, t_{k+1}) \),

\[
\begin{align*}
\dot{x}(t) &= A(t)\dot{x}(t) + b(t, u) + \phi(t, u)\hat{\theta}(t_k), \\
\dot{\lambda}(t) &= A(t)\lambda(t) + \phi(t, u), \\
\dot{\theta}(t) &= 0,
\end{align*}
\]

for \( t = t_{k+1} \),

\[
\begin{align*}
\hat{x}(t_{k+1}) &= \hat{x}(t_k) + \left( \lambda(t_k)\Delta(t_{k+1}) + \rho\tau_\delta S^{\top}(t_{k+1})C^\top \right)(y(t_k) - C\hat{x}(t_k)), \\
S(t_{k+1}) &= S(t_k) + \tau_s C^\top C, \\
\lambda(t_{k+1}) &= M(t_k, t_{k+1})\lambda(t_k), \\
\hat{\theta}(t_{k+1}) &= \hat{\theta}(t_k) + \Delta(t_{k+1})y(t_k) - C\hat{x}(t_k),
\end{align*}
\]

with, \( \Delta(t_{k+1}) = \frac{e^\mu}{\mu} \| \lambda(t_k) \|^2 \| \lambda(t_k) \| \lambda(t_k) \| \| C(t_k) \|^2 \| C(t_k) \| \times S(t_k) \), and \( M(t_k, t_{k+1}) = \left( \ln - \tau_s S^{-1}(t_k)C^\top \right) \). The notation \( \hat{x} \in \mathbb{R}^n \) and \( \hat{\theta} \in \mathbb{R}^l \) respectively denote the estimate of the state, \( x \), and the estimate of the unknown vector parameter \( \theta \). The notation \( \mathcal{C} \), \( \mathcal{S} \) and \( \mathcal{C}_p \) are symmetric positive definite for all \( t \), \( \mu, \epsilon \in \mathbb{R}_+ \), \( \rho \in [1, \infty) \) are some design parameters. Note that the existence of the inverse of matrix \( S \) will be ensured in the following. The initial conditions are denoted \( x_0 \in \mathbb{R}^n, S_0 > 0 \) symmetric, \( \lambda_0 \in \mathbb{R}^l \) and \( \theta_0 \in \mathbb{R}^l \).

The observer (3a)−(3d) and (4a)−(4d) are composed of a predictor part (3a)−(3d) and a correction one (4a)−(4d). During \( [t_k, t_{k+1}) \), the state estimate \( \hat{x} \) has the same dynamics than system (1) but using the estimate of the unknown variable, \( \hat{\theta} \), that is kept constant (3d). As commonly done for high gain observers, the matrix \( S \) is defined as the solution of the differential equation (3b), except that a term of the form \( C^\top C \) is usually added in order to ensure \( S \) to be positive definite, see for example in Nadri and Hammouri (2003).

At each sampling instant, the observer trajectory is corrected taking into account the estimated values.
account the available measure (4a). Thanks to (4b), conditions on the inputs and restriction on \( r \), it will be shown that matrix \( S \) remains positive definite. The dynamics of \( \theta \) are defined by a least mean squares law (4d), that will guarantee the convergence of the estimate to the true value, under some persistent excitation conditions. The usefulness of variable \( \lambda \) will be shown in the stability analysis, as in Besançon et al. (2006) and Zhang (2002).

**Remark 1.** If the parameter vector \( \theta \) is equal to zero, the system (3a)-(3d) and (4a)-(4d) has the same form as in Nadri and Hammouri (2003).

The dynamical equation satisfied by the state observation error, \( e = x - \hat{x} \), is, in view of (1), (3a)-(3d) and (4a)-(4d), for \( k \geq 0 \):

\[
\begin{align*}
\dot{e}(t) &= A(u) e(t) + \phi(u) \hat{\theta}(t_k), \quad t \in [t_k, t_{k+1}), \\
E(t_{k+1}) &= (M(t_k, t_{k+1}) - \lambda(t_{k+1}C) e(t_{k+1})), \\
&= t_{k+1}.
\end{align*}
\]

(5a)

The following persistent excitation condition is assumed to hold for system (1) in order to guarantee the identifiability of vector \( \theta \) (Besançon et al., 2006; Zhang, 2002).

**Hypothesis 2.** Let \( \lambda(\cdot) \in \mathbb{R}^{n \times k} \) be the matrix solution of the impulsive ordinary differential equations (3c), (3d) and (4a)-(4c). The matrix \( \lambda(\cdot) \) is persistently excited so that there exist \( k_1 \in \mathbb{N}, \delta > 0 \) and \( \Sigma(\cdot) \in C([t_0, \infty), \mathbb{R}^{p \times p}) \) a time-dependent bounded symmetric positive definite matrix, such that, for all \( k \geq 0 \),

\[
\sum_{j=k}^{k+k_1} \lambda^T(t_j) \Sigma(t_j) \lambda(t_j) \geq \delta \lambda_n.
\]

(6)

Before stating the main theorem, some preliminary definitions and results are required.

**Definition 3.** Consider the system, for \( t \in [t_0, \infty) \):

\[
\begin{align*}
\dot{x}(t) &= A(u) x(t), \\
y(t) &= C x(t),
\end{align*}
\]

(7)

and the transition matrix \( \phi(\cdot, t_0) \) associated to system (7), such that \( \phi(t_0, t_0) = I_m \), the bounded input \( u \) is said to be regularly persistent if there exist \( t_1, t_2 \in [t_0, \infty), \alpha \in \mathbb{R}_+ \) such that, for all \( t \geq t_2 \),

\[
\int_{t_1}^{t_2} \phi_T(s, t_0) C^T \phi(s, t_0) ds \geq \alpha \lambda_t.
\]

(8)

As mentioned in the Introduction, regularly persistent inputs are the class of inputs that guarantee the system to be observable. For more details, see Bornoard et al. (1988), Celle et al. (1989) and Hammouri and Morales (2002).

**Remark 4.** In practice, condition (8) can be checked off-line, when \( u(t) \) is known for all \( t \in [t_0, \infty) \), using numerical tools for approximating the integral term. Thus, coefficients \( t_1 \) and \( \alpha \) are obtained off-line in order to derive a sampling period that satisfies the bound given in (9).

4.2. Technical results

The following proposition guarantees that matrix \( S \) is positive definite for any \( t \in [t_0, \infty) \), under conditions on the types of inputs applied to the system and \( r \).

**Proposition 5.** Let \( u \) be a regularly persistent input for system (1), for all \( \mu \geq \xi \) where \( \xi = 2 \sup_{t \geq t_0} ||A(u(t))|| \), if \( \tau \leq \tilde{\tau} \), where \( \tilde{\tau} \) is the unique positive term such that \( \tilde{\tau} = \frac{a e^{-\xi (t_1 + \tilde{\tau})}}{2 \xi ||C|| (t_1 + \tilde{\tau})} \), then, for all \( S(t_0) \) symmetric positive definite, there exist constants \( \beta_1, \beta_2 \in \mathbb{R}_+ \) such that, for \( t \in [t_0, \infty) \),

\[
\beta_1 \lambda_n \leq S(t) \leq \beta_2 \lambda_n.
\]

The proof of Proposition 5 can be found in Nadri and Hammouri (2003).

**Remark 6.** (a) Since considered inputs belong to a compact set, \( \mathcal{D}_r \), and because \( A \) is continuous, \( \xi \) is well defined.

(b) There always exists such a \( \tilde{\tau} \); indeed writing condition \( \tilde{\tau} = \frac{a e^{-\xi (t_1 + \tilde{\tau})}}{2 \xi ||C|| (t_1 + \tilde{\tau})} \), loosely speaking it is clear that, for positive values of \( \tilde{\tau} \), the polynomial term on the left-hand side will 'cross' the exponential on the right-hand side at a unique point.

(c) Considering regularly persistent inputs, the positive definition of the solution \( S \) of Eqs. (3b)-(3d), (4a) and (4b) can only be ensured under condition on the sampling steps, otherwise the solution of Eq. (3b) may become non-positive definite (Nadri & Hammouri, 2003).

(d) Notice that \( \beta_1, \beta_2 \) implicitly depend on the maximum allowable sampling interval \( \tilde{\tau} \).

**Lemma 7.** Suppose the following system to be globally exponentially stable,

\[
\zeta(t_{k+1}) = F(t_k) \zeta(t_k),
\]

and let \( u \) be a bounded and integrable function of time that vanishes exponentially fast, then, system

\[
z(t_{k+1}) = F(t_k) z(t_k) + u(t_k), \quad k \geq 0,
\]

converges exponentially to 0.

**Remark 8.** This lemma is a straight extension of Lemma III.1, in Marino and Tomei (1995), for discrete-time systems.

4.3. Stability analysis

System (3a)-(3d) and (4a)-(4d) is said to be a global exponential adaptive observer for system (1) if, along solutions to (1), (3a)-(3d) and (4a)-(4d):

(i) for all \((x_0, \hat{x}_0, \lambda_0, \hat{\theta}_0) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n\) and any \( S_0 > 0 \) symmetric, there exist \( a_1, a_2, b_1, b_2 \in \mathbb{R}_+ \), such that for all \( t \geq t_0 \), \( ||e(t)|| \leq a_1 e^{-b_1 (t-t_0)} ||e_0|| \) and \( ||\hat{\theta}(t)|| \leq a_2 e^{-b_2 (t-t_0)} ||\hat{\theta}_0|| \).

(ii) there exist \( \hat{x}, \hat{S} \in \mathbb{R}_+ \) such that, for all \( t \geq t_0 \), \( ||\lambda(t)|| \leq \hat{x}, \hat{S}(t) \leq \hat{S} \).

Condition (i) ensure the exponential convergence of the state and variable estimates to the corresponding true value, whereas (ii) ensure that the other observer variables do not explode in (infinite) time.

**Theorem 9.** Assuming Hypothesis 2 to hold, the input to be regularly persistent, and choosing \( \mu \geq \xi \) if

\[
\tau \leq \min \left\{ \frac{2 \rho - 1) \beta_1}{\beta_2 ||C||^2}, \frac{\rho \beta_2}{\beta_1} \tilde{\tau} \right\}
\]

(9)

then system (3a)-(3d) and (4a)-(4d) is a global exponential adaptive observer for system (1).
Proof. As in Besançon et al. (2006) and Zhang (2002), the variable η is introduced as η = e − λ t ̃ θ, where ̃ θ = θ − ̃ θ. First, the global exponential convergence of η to zero, along the solutions to dynamical equations to (1), (3a)–(3d) and (4a)–(4d), is proved. After having noticed that variables λ and S remain bounded, invoking Lemma 7, the exponential convergence to the origin of errors e and ̂ t is deduced.

The candidate Lyapunov function is defined as, for t ≥ t₀:

\[ V(t) = η(t)^T S(t) η(t). \]

Note that, according to Proposition 5 and since (9) is satisfied, the symmetric matrix S is positive definite and of bounded norm. Let k ≥ 0.

1. Let t ∈ [t_k, t_{k+1}). The variable η satisfies the following dynamical equation, in view of (5a) and because, here, ̃ θ = 0 (3d):

\[ ̇ η(t) = A(u)η(t) + φ(u) ̃ θ(t_k)^T ̃ θ(t_k) - λ(t) ̃ θ(t_k). \]

Thus, according to (3c),

\[ ̇ η(t) = A(u)η(t). \]

Consequently, differentiating the Lyapunov function along the solutions of (10),

\[ ̇ V(t) = η(t)^T (̇ S(t) A(u) + A(u)^T S(t) + ̇ S(t)) η(t). \]

From (3b),

\[ ̇ V(t) = -μ V(t). \]

Integrating (11) over [t_k, t],

\[ V(t) = e^{-μ(t - t_k)} V(t_k), \]

and so,

\[ V(t_{k+1}) = e^{-μ t_k} V(t_k). \]

2. Consider now t = t_{k+1}, it can be shown that, in view of (5b),

\[ η(t_{k+1}) = (M(t_k, t_{k+1}) - λ(t_{k+1}) C e(t_{k+1})) e(t_{k+1}) \]

\[ - λ(t_{k+1}) ̃ θ(t_{k+1}) \]

\[ = M(t_k, t_{k+1}) η(t_k) + λ(t_{k+1}) ̃ θ(t_{k+1}) \]

\[ - λ(t_k) (A(t_k) C e(t_{k+1}) + ̃ θ(t_{k+1})). \]

Remark that ̃ θ(t_{k+1}) = ̃ θ(t_k) in view of (3d), and using (4b)–(4d),

\[ η(t_{k+1}) = M(t_k, t_{k+1}) η(t_k). \]

According to (4d),

\[ V(t_{k+1}) = η(t_{k+1})^T S(t_{k+1}) η(t_{k+1}) \]

\[ = η(t_{k+1})^T M(t_k, t_{k+1})^T (S(t_{k+1}) + t_k C^T C) \]

\[ \times M(t_k, t_{k+1}) η(t_{k+1}) \]

\[ = V(t_k) - (2ρ - 1) t_k \| C η(t_{k+1}) \|^2 \]

\[ + ρ^2 t_k^2 η(t_{k+1})^T C^T S(t_{k+1}) C η(t_{k+1}) \]

Invoking Proposition 5, the following inequality holds:

\[ V(t_{k+1}) ≤ V(t_k) - t_k \left(2ρ - 1 - ρ^2 t_k \| C \|^2 / β_1 \right) \]

\[ \times \| C η(t_{k+1}) \|^2. \]

Using (13) and because (9) holds,

\[ V(t_{k+1}) ≤ e^{-μ t_k} V(t_k). \]

Consequently, according to (12) and (16), for all t ≥ t₀,

\[ V(t) ≤ e^{-μ(t - t_0)} V(t_0), \]

\[ \| η(t) \| ≤ \frac{β_2}{β_1} e^{-μ(t - t_0)} \| η(t_0) \|. \]

the exponential stability of η = 0 for system (10)–(14) is proved. Using similar arguments than for variable η, in view of (3c) and (4c) and since function φ is continuous and u takes values in a compact set, it can be easily shown that there exists λ ∈ R such that \| λ(t) \| ≤ λ, for t ≥ t₀. On the other hand, according to (4d),

\[ ̃ θ(t_{k+1}) = (I_n - Δ(t_{k+1}) C η(t_{k+1})) ̃ θ(t_k) - Δ(t_{k+1}) C η(t_{k+1}). \]

Attention is focused on the homogenous part of (17), which is typical of the normalized least mean squares algorithm:

\[ ̃ θ(t_{k+1}) = (I_n - Δ(t_{k+1}) C η(t_{k+1})) ̃ θ(t_k). \]

Using Theorem 2.8 in Anderson et al. (1986), since Hypothesis 2 holds, ̃ θ = 0 is globally exponentially stable for system (18). The non-homogenous part of Eq. (17) vanishes exponentially fast, because of the exponential convergence of η to 0 and the boundedness of A. Therefore, applying Lemma 7, ̃ θ = 0 is globally exponentially stable for system (17). Writing the observation error as e = η + ̃ θ, the exponential convergence of e to 0, along the solutions of (5a) and (5b), can be deduced from the facts that θ and η converge with an exponential rate to zero and that λ is bounded. □

Remark 10. Throughout the paper, no stability assumption is supposed to hold for A. In view of Theorem 9, even unstable matrices can be considered.

Remark 11. The sampling interval must satisfy (9). In practice, after having numerically found admissible τ₁ and α, the upper bound in (9) can be determined using parameters values.

4.4. Discussion on parameters choice

The selection of the observer parameters μ, ρ, ε illustrates the logical compromise between convergence speed and bound on τ.

As it can be seen through (3b), parameter μ (taken bigger that ε in view of Theorem 9) acts on the observation gain in such a way that taking big values will increase the convergence speed of the observer at the price of a smaller admissible τ. Indeed, this will make the solution of (3b) go faster to non-positive definite matrices and then decrease the value of β₁ (see Remark 6(d)). Concerning ρ = 1, a quick analysis could conclude that ρ = 1 is the optimal value to be chosen in view of (9), but a bigger value will help η to converge faster to 0, again, under more severe conditions on τ (see (14) and the definition of M). On the other hand, parameter ε allows one to modulate the convergence of the parameter estimate.

5. Illustrative example

For illustrative purposes, consider a second-order system modeled by, for k ≥ 0 and t ∈ [t_k, t_{k+1}),

\[ x_1 = \sin(u) x_2, \]

\[ x_2 = -0.1 \sin(u) x_1 - 0.2 x_2 + 0.1 \cos(u) \theta, \]

\[ y = x_1, \]

where θ is unknown and u(t) = 2 - (cos(0.1t))^2. The sampling step is chosen constant at τ = 0.11. An observer of the form (3a)–(3d) and (4a)–(4d) is designed for system (19). The design parameters have been fixed at ρ = 1, ε = 1, μ = 2.1 and Σ = 1. Using numerical tools, the following values have been found α = 0.5,
6. Conclusions

The adaptive observation of a class of continuous MIMO systems with sampled measurements has been realized. Assuming that the input acts on the system to satisfy some persistent excitation conditions and the sampling steps to respect given bounds, a class of global exponential observers has been developed.
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