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A Point Counting Algorithm for Cyclic Covers of the Projective Line

Cécile Gonçalves

Abstract. We present a Kedlaya-style point counting algorithm for cyclic covers \( y^r = f(x) \) over a finite field \( \mathbb{F}_{p^n} \) with \( p \) not dividing \( r \), and \( r \) and \( \deg f \) not necessarily coprime. This algorithm generalizes the Gaudry–Gürel algorithm for superelliptic curves to a more general class of curves, and has essentially the same complexity. Our practical improvements include a simplified algorithm exploiting the automorphism of \( C \), refined bounds on the \( p \)-adic precision, and an alternative pseudo-basis for the Monsky–Washnitzer cohomology which leads to an integral matrix when \( p \geq 2r \). Each of these improvements can also be applied to the original Gaudry–Gürel algorithm. We include some experimental results, applying our algorithm to compute Weil polynomials of some large genus cyclic covers.

1. Introduction

A cyclic cover of the projective line is a nonsingular projective curve \( C \) defined over \( \mathbb{F}_{p^n} \) by the affine plane model

\[ C : y^r = f(x), \]

where \( f \) is a monic, squarefree degree \( d \) polynomial and \( p \) does not divide \( r \). Counting points on, and more generally determining the zeta function of a cyclic cover is an interesting problem with many applications in number theory.

A lot of work has been done in point counting during the last three decades, providing efficient point counting algorithms for elliptic curves (\( r = 2 \) and \( d = 3 \)). The first deterministic polynomial time algorithm for counting points of elliptic curves was the \( \ell \)-adic algorithm of Schoof [Sch85]. It was improved by Atkin and Elkies to give the famous SEA algorithm (see [Sch95] for the details). Pila proposed a generalization of this approach to general abelian varieties [Pil90, Pil88], and Schoof-style algorithms have been implemented with success for hyperelliptic curves of genus 2 (\( r = 2, d \leq 6 \)) [GS12, GKS11], but there seems to be no hope of a practical \( \ell \)-adic point counting algorithm for \( d > 6 \) or \( r > 2 \), since these algorithms are exponential in the genus. Other efficient point counting algorithms using canonical lifts or the AGM also seem limited to genus 1 and 2, and they are also exponential in \( \log p \) [Sat00, GH00, Mes00, Mes02].

In 2001, Kedlaya [Ked01] published a point counting algorithm for odd degree hyperelliptic curves (\( r = 2, d = 2g + 1 \)) over finite fields of small characteristic \( p \). This algorithm uses a lift of the Frobenius on Monsky–Washnitzer cohomology.
(see [vdP86] for details) and is polynomial in the genus and the field degree, but linear in $p$ (and hence exponential in $\log p$). This complexity was improved by Harvey [Har07] in larger characteristic reducing the dependence to $\sqrt{p}$. Kedlaya’s algorithm has been extended to more general classes of curves including superelliptic curves [GG01], $C_{a,b}$ curves [DV06] and nondegenerate curves [CDV06]. In the latter two cases, the algorithm is slower than for superelliptic curves of the same genus, because the curves involved are too much general to find a convenient basis of cohomology. This problem can be solved using deformation theory [CHV08] which reduces the computation of the Weil polynomial of a $C_{a,b}$ curve into the computation of the Weil polynomial of a superelliptic curve. This algorithm has been extended to hypersurfaces [PT13]. Minzlaff [Min10] improved the complexity of the Gaudry–Gürel algorithm for superelliptic curves applying the improvements of Harvey. Tuitman [Tui14] has recently proposed a Kedlaya-style algorithm for general covers of the projective line. An alternate approach using Serre duality [BEd13] is available for smooth curves over finite fields and appears promising for the general case.

In this paper, we present a Kedlaya–style algorithm for cyclic covers of the projective line which runs in

$$\tilde{O} \left( pn^3 d r^3 + n^2 r d^{\nu + 1} \left( \sum_{i=1}^{s} c_i^r \right) \right)$$

elementary operations, where the permutation $j \mapsto p^a j$ mod $r$ of $\{1, \ldots, r-1\}$ is a product of $s$ cycles of lengths $c_1, c_2, \ldots, c_s$; $\nu$ is the exponent in the complexity of matrix multiplication ($2 < \nu < 3$), and $\tilde{O}$ is the Soft-Oh notation which ignores the logarithmic factors. Note that in the best case, which is precisely the case where the $r$-th roots of unity are contained in $\mathbb{F}_{p^n}$, we have $s = r - 1$ and $c_i = 1$ for $1 \leq i \leq s$, which leads to a complexity in $\tilde{O} (pn^3 d r^3)$ elementary operations. In the worst case, $s = 1$ and $c_1 = r - 1$, which leads to a complexity in $\tilde{O} (pn^3 d r^3 + n^2 r^{\nu + 1} d^{\nu + 1})$ elementary operations. Note also that this approach is compatible with Harvey’s improvements so we can reduce the dependency in $p$ to $\sqrt{p}$ in larger characteristic.

This algorithm generalizes the Gaudry–Gürel algorithm [GG01] from superelliptic curves to general cyclic covers, following the approach of Harrison [Har12] for even-degree hyperelliptic curves. While our algorithm has essentially the same complexity as the Gaudry–Gürel algorithm, we offer practical improvements including

- a simplified algorithm exploiting the automorphism of $C$;
- refined bounds on the $p$-adic precision; and
- an alternative pseudo-basis for the Monsky–Washnitzer cohomology which leads to an integral matrix when $p \geq 2r$.

Each of these improvements can also be applied to the original Gaudry–Gürel algorithm.

The paper is organized as follows: Section 2 recalls the definition of cyclic covers with their main properties, Section 3 describes Monsky–Washnitzer cohomology for cyclic covers and the action of Frobenius. Section 4 gives a summary of our algorithm; in Section 5 we analyze the complexity of our algorithm. Section 6 proves the precision bounds to which we have to perform the computations in order to have an exact result (these bounds also apply to the Gaudry–Gürel algorithm); in Section 7 we study the use of another pseudo-basis which leads to a matrix with integral coefficients when $p \geq 2r$; the use of this basis slightly accelerates the computations. To conclude, Section 8 gives some numerical experiments.
2. Cyclic covers of the projective line

**Definition 2.1.** A cyclic cover of the projective line is a nonsingular projective curve $\mathcal{C}$ defined over $\mathbb{F}_q$ by the affine plane model

$$\mathcal{C} : y^r = f(x),$$

where $f$ is a monic, squarefree degree $d$ polynomial over $\mathbb{F}_q$ and the characteristic $p$ of $\mathbb{F}_q$ does not divide $r$.

Let

$$\delta := \gcd(r, d).$$

A cyclic cover $\mathcal{C} : y^r = f(x)$ embeds naturally in the weighted projective space $\mathbb{P}(\frac{r}{d}, \frac{1}{d}, 1)$ (see [Rei02] for details on weighted projective spaces), where it is a nonsingular curve with $\delta$ points at infinity. The genus of the curve is

$$g = \left(\frac{(r-1)(d-1)}{2}\right) - \frac{\delta - 1}{2}.

It is also equipped with an automorphism of order $r$ defined by

$$\rho_r : (x, y) \mapsto (x, \zeta_r y)$$

where $\zeta_r$ is a primitive $r$-th root of unity in $\overline{\mathbb{F}}_q$.

**Remark 2.2.** When $r$ and $d$ are coprime, then $\delta = 1$ and $\mathcal{C}$ is superelliptic.

**Definition 2.3.** Let $\mathcal{C}$ be a genus $g$ curve defined over $\mathbb{F}_q$. The Weil polynomial $P$ of $\mathcal{C}$ is the characteristic polynomial of the $q$-th power Frobenius acting on the Jacobian $J(\mathcal{C})$ of $\mathcal{C}$ and has the form

$$P(t) = t^{2g} + a_1 t^{2g-1} + \cdots + a_{g-1} t^{g+1} + a_g t^g + q a_{g-1} t^{g-1} + \cdots + q^{g-1} a_1 t + q^g,$$

with $|a_i| \leq (2^g)q^{i/2}$. We call the coefficients $(a_1, \ldots, a_g)$ the Weil coefficients of $\mathcal{C}$.

The aim of any point counting algorithm is to compute the Weil polynomial of the given curve. The Weil polynomial determines the cardinality of the Jacobian, since $\#J(\mathcal{C})(\mathbb{F}_q) = P(1)$. Since the Weil polynomial is the reciprocal polynomial of the numerator of the zeta function, it also determines $\#J(\mathcal{C})(\mathbb{F}_q^k)$ for all $k > 0$.

3. Monsky–Washnitzer cohomology for cyclic covers and the action of Frobenius

Let $\mathcal{C} : y^r = f(x)$ be a cyclic cover of the projective line of genus $g$ over $\mathbb{F}_q$, with $q = p^n$ and let $d$ denote the degree of $f$.

We focus on the case where $r$ and $d$ are not coprime, and $f$ has no root in $\mathbb{F}_q$. This is because if $r$ and $d$ are coprime, then we can simply apply the Gaudry–Gürel algorithm to $\mathcal{C}$. If $f$ has a root $\alpha$ in $\mathbb{F}_q$, then we can immediately reduce to the case where $r$ and $d$ are coprime. Indeed, let $f_1$ be such that $f(x) = (x - \alpha) f_1(x)$, $h(x) = f_1(x + \alpha)$ and $\mathcal{C}'$ be the superelliptic curve defined over $\mathbb{F}_q$ by

$$\mathcal{C}' : y_1^{r} = x_1^{d-1} h\left(\frac{1}{x_1}\right).$$

Then the $\mathbb{F}_q$-isomorphism from $\mathcal{C}'$ to $\mathcal{C}$ defined by

$$(x_1, y_1) \mapsto \left(\frac{1}{x_1 - \alpha}, \frac{y_1}{(x_1 - \alpha)^{d/r}}\right)$$

allows us to apply the Gaudry–Gürel algorithm to $\mathcal{C}'$ to compute $P(t)$ (the algorithm we describe below reduces to Gaudry–Gürel in the superelliptic case). Note that in general, $f$ has no root in $\mathbb{F}_q$ so we can’t use this trick.
Recall that \( \mathcal{C} \) has \( \delta \) points at infinity. Their coordinates in \( \mathbb{P}(\mathbb{F}_p, \mathbb{F}_p, 1) \) are

\[
P_{\infty, k} = [1 : \zeta^k : 0] \quad \text{for } 1 \leq k \leq \delta,
\]
where \( \zeta \) is a primitive \( r \)-th root of unity over \( \mathbb{F}_q \).

In any Kedlaya-style algorithm, we compute in the ring \( \mathbb{Z}_q \), which is the ring of integers of \( \mathbb{Q}_q \), an unramified extension of \( \mathbb{Q}_p \) of degree \( n \). We have

\[
\mathbb{Z}_q \cong \mathbb{Z}_p[x]/\langle Q(x) \rangle,
\]
where \( Q \) is an arbitrary lift to \( \mathbb{Z}_p \) of a defining polynomial of \( \mathbb{F}_q \) over \( \mathbb{F}_p \). The Galois group of \( \mathbb{Q}_q \) over \( \mathbb{Q}_p \) is cyclic; its generator \( \sigma \) reduces modulo \( p \) to the \( p \)-th power Frobenius automorphism of \( \mathbb{F}_q \).

The aim of our algorithm is to compute the action of Frobenius on the first Monsky–Washnitzer cohomology group of \( \mathcal{C} \), denoted by \( H^{1}_{MW}(\mathcal{C}, \mathbb{Q}_q) \), and defined by

\[
H^{1}_{MW}(\mathcal{C}, \mathbb{Q}_q) = \left( (A^1 dx + A^1 dy)/dA^1 \right) \otimes_{\mathbb{Q}_q} \mathbb{Q}_q,
\]
where \( A^1 = \mathbb{Z}_q[[x,y]]/(y' - f(x)) \) with \( f \) an arbitrary lift of degree \( d = \deg(f) \) of \( f \) to \( \mathbb{Z}_q \) and \( \mathbb{Z}_q[[x,y]] \) is the ring of overconvergent series over \( \mathbb{Z}_q \), that is the ring of power series \( \sum_{i,j} a_{i,j}x^i y^j \) whose radius of convergence is greater than one. This means that the \( p \)-adic valuations of the coefficients grows up at least linearly, that is

\[
\exists \alpha, \beta \in \mathbb{R}, \alpha > 0 \text{ such that } \text{ord}_p(a_{i,j}) \geq \alpha| i + j | + \beta, \forall i, j.
\]

Taking a lowbrow point of view, \( H^{1}_{MW}(\mathcal{C}, \mathbb{Q}_q) \) consists of differential forms of \( \mathcal{C} \) lifted to \( \mathbb{Z}_q \) modulo the relations coming from the equation of \( \mathcal{C} \) and the fact that \( d\phi \equiv 0 \) for all rational functions \( \phi \). See [vdP86] for more detailed explanations of \( H^{1}_{MW}(\mathcal{C}, \mathbb{Q}_q) \).

The first thing to do is to determine a basis of \( H^{1}_{MW}(\mathcal{C}, \mathbb{Q}_q) \). In order to get a basis which is easily described and convenient to compute with, we remove from \( \mathcal{C} \) the ramification points of the projection map on the \( x \)-axis \( \pi : \mathcal{C} \to \mathbb{P}^1 \) defined by \( \pi : [x : y : z] \mapsto [x : z] \). Let \( \tilde{\mathcal{C}} \) be the curve corresponding to \( \mathcal{C} \) without the \( \mathbb{F}_q \)-rational divisor formed by the \( d \) points on the \( x \)-axis and the \( \delta \) points at infinity (which map to a single rational point of \( \mathbb{P}^1 \) under \( \pi \)).

\[
\tilde{\mathcal{C}} = \mathcal{C} \setminus \left( \{(\alpha, 0) \in \mathcal{C}(\mathbb{F}_q) \mid f(\alpha) = 0\} \cup \left\{ P_{\infty, k} \mid k \in [1, \delta] \right\} \right).
\]

The elements of \( H^{1}_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q) \) are the \( \sum_{i \in \mathbb{Z}, j \in \mathbb{Z}} (a_{i,j} dx + b_{i,j} dy)x^i y^j \). Using the equation of the curve and the relation

\[
ry^{-1} dy = f'(x) dx,
\]

it follows that the elements of \( H^{1}_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q) \) are represented by series in the form

\[
\sum_{0 \leq i < d, j \in \mathbb{Z}} a_{i,j}x^i y^j dx.
\]

As Equation (3.2) gives \( rx^i y^{i+r-1} dy = x^i y^j f'(x) dx \) for all \( i, j \in \mathbb{Z} \), and using the fact that \( d \left( x^r y^{r-1} \right) = 0 \) for \( j > r \), we get

\[
\frac{dx}{y^r} = \frac{x^{r-1} dx}{y^r} \quad \text{for } j > r.
\]
If \( j \geq 0 \), then the relation \( y^r = f'(x) \) implies that the elements of \( H^{1}_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q) \) are represented by sums in the form \( \sum_{0 \leq i < 2d, 1 \leq j \leq r} a_{i,j}x^i dx / y^j \). Using \( d(rx^r y^{-r}) = 0 \), we get

\[
\left( rix^{r-1} f'(x) + (r-j)x^{j-1} f'(x) \right) \frac{dx}{y^r} = 0 \quad \text{for } 1 \leq j \leq r \text{ and } i \geq 0.
\]
As the degree in $x$ of the expression above is $d + i - 1$, it follows that

$$B = \left\{ x^i \frac{dx}{y^j} \mid i \in [0, d - 2], j \in [1, r] \right\}$$

is a basis of $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$.

Proposition 6.1 of [vdP86] shows that working with $\tilde{C}$ instead of $C$ enlarges the dimension of the first Monsky–Washnitzer cohomology group:

$$\dim \left( H^1_{MW}(\tilde{C}, \mathbb{Q}_q) \right) = 2g + d + \delta - 1 = \dim \left( H^1_{MW}(C, \mathbb{Q}_q) \right) + d + \delta - 1.$$

The space $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$ decomposes into a direct sum of $r$ eigenspaces under the action of the automorphism $\rho_r : (x, y) \mapsto (x, \zeta^r y)$ of $C$:

- $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^1$, which corresponds to the fixed points of $\rho_r$ and has dimension $d$ with basis $\left\{ x^i \frac{dx}{y} \mid i \in [0, d - 1] \right\}$. This subspace comes from the $d$ points removed from the affine part of $C$ on the $x$-axis.
- the $r - 1$ spaces $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^{c_{-j}}$ of dimension $d - 1$, for $1 \leq j < r$, with basis $\left\{ x^i \frac{dx}{y} \mid i \in [0, d - 2] \right\}$.

Observe that $\rho_r \left( x^i \frac{dx}{y} \right) = \zeta^{-j} x^i \frac{dx}{y}$, so $\rho_r$ has eigenvalue $\zeta^{-j}$ on $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^{c_{-j}}$ for any $1 \leq j \leq r$.

Let $i : H^1_{MW}(C, \mathbb{Q}_q) \to H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$ be the embedding from $H^1_{MW}(C, \mathbb{Q}_q)$ to $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$. As $i(H^1_{MW}(C, \mathbb{Q}_q)) \cap H^1_{MW}(\tilde{C}, \mathbb{Q}_q) = \{0\}$, the space $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$ is contained in the direct sum of the $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^{c_{j}}$, for $1 \leq j < r$ which has dimension $2g + \delta - 1$ with basis

$$B = \left\{ x^i \frac{dx}{y} \mid i \in [0, d - 2], j \in [1, r - 1] \right\}.$$

Clearly $B$ does not correspond to a basis for $H^1_{MW}(C, \mathbb{Q}_q)$ (since it contains $\delta - 1$ too many vectors). The space generated by $B$ decomposes into a direct sum of two subspaces stable under the action of Frobenius. Let $c : \langle B \rangle \to H^1_{MW}(C, \mathbb{Q}_q)$ be the map sending an element to its representative in $H^1_{MW}(C, \mathbb{Q}_q)$. As $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$ contains $H^1_{MW}(C, \mathbb{Q}_q)$ and $i(H^1_{MW}(C, \mathbb{Q}_q)) \cap H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^1 = \{0\}$ (where $i$ is the embedding from $H^1_{MW}(C, \mathbb{Q}_q)$ to $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)$), it follows that $c$ is surjective. So we have the decomposition

$$\langle B \rangle = H^1_{MW}(C, \mathbb{Q}_q) \oplus \ker(c).$$

So we will proceed into two steps: we first compute the action of Frobenius on the space generated by $B$, and then we remove an extra factor from its characteristic polynomial which corresponds to the action of Frobenius on the $(\delta - 1)$-dimensional subspace $\ker(c)$. Theorem 4.1 describes this extra factor. This is similar to Harrison’s approach in extending Kedlaya’s algorithm to hyperelliptic curves with even degree [Har12].

Remark 3.1. The $p$-th power Frobenius maps the space $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^{c_{j}}$ to $H^1_{MW}(\tilde{C}, \mathbb{Q}_q)^{c_{j}}$ for $1 \leq j < r$ where $t = jp \mod r$. Thus, the matrix of the $p$-th power Frobenius map acting on $B$ is a block matrix with exactly $r - 1$ non-zero blocks of size $d - 1$. There is exactly one non-zero block on each row partition and each column partition.

We begin by computing the action of Frobenius on the elements of $B$. Let $\tau = y^{-r}$. 

"
We can lift the \( p \)-th power Frobenius to differential forms by setting

\[
\mathcal{F}(x) = x^p
\]

and

\[
\mathcal{F}(y)' = \mathcal{F}(\overline{f}(x))
\]

so

\[
(3.5) \quad \mathcal{F}(y) = y^p \left( 1 + (\mathcal{F}(\overline{f}(x)) - \overline{f}(x)^p) \tau^p \right)^{\frac{1}{r}}
\]

\[
= y^p \sum_{i \geq 0} \binom{1/r}{i} \left( \mathcal{F}(\overline{f}(x)) - \overline{f}(x)^p \right)^i \tau^{pi},
\]

and

\[
\mathcal{F}(dx) = d(\mathcal{F}(x)) = px^{p-1} dx.
\]

The \( p \)-th power Frobenius acts on the basis vectors as

\[
(3.6) \quad \mathcal{F} \left( x^i \frac{dx}{y^j} \right) = p x^{p(i+1)-1} y^{-j} \mathcal{F}(y)^{-j} dx
\]

\[
= p x^{p(i+1)-1} y^{-jp} (1 + pE(x)\tau^p)^{-j/r} dx
\]

\[
= x^{p(i+1)-1} y^{-jp} \sum_{k \geq 0} \binom{-j/r}{k} p^{k+1} E^k(x) \tau^{pk} dx
\]

\[
= x^{p(i+1)-1} \sum_{k \geq 0} \binom{-j/r}{k} p^{k+1} E^k(x) \tau^{pk + a} \frac{dx}{y^j},
\]

where \( E(x) = \frac{\mathcal{F}(\overline{f}(x)) - \overline{f}(x)^p}{p} \) and \( jp = ar + \ell \). Applying a change of index, we obtain

\[
(3.7) \quad \mathcal{F} \left( x^i \frac{dx}{y^j} \right) = x^{p(i+1)-1} \sum_{k \geq a, k \equiv a \mod p} p^{k-a+1} Q_k(x) \tau^k \frac{dx}{y^j}
\]

After normalizing (using the equation of \( C \) to remove all the terms with degree in \( x \) greater than \( \deg(\overline{f}) \)), and using the fact that \( Q_a = 1 \), we have:

\[
(3.8) \quad \mathcal{F} \left( x^i \frac{dx}{y^j} \right) = \sum_{k \geq k_0, k \equiv a \mod p} p^{k-a+1} R_k(x) \tau^k \frac{dx}{y^j}, \quad \text{where } k_0 \geq a - \left\lceil \frac{p(i+1)-1}{d} \right\rceil
\]

with \( \deg(R_k) < d \) for all \( k > 1 \).

We then apply two reduction steps described below, resulting from relations in cohomology, in order to express the image of each basis element as a linear combination of the elements of \( B \).

**Red1:** Decrease the degree in \( \tau \) by at least one, using the formula

\[
R_k(x) \tau^k \frac{dx}{y^j} = \left( A_k(x) + \frac{r}{r(k-1)+\ell} B'_k(x) \right) x^{k-1} \frac{dx}{y^j},
\]

where \( R_k = A_k \bar{f} + B_k \bar{f} \), coming from Equation (3.3). We apply (3.8) as many times as needed. Note that \( A_k \) and \( B_k \) exist because \( f \), and therefore \( \overline{f} \) are squarefree.

**Red2:** Given an expression of the form \( S(x) \frac{dx}{y^j} \) with \( S \) of degree \( m \), use Equation (3.4) to decrease by at least one the degree of \( S \) to at most \( d - 2 \) by subtracting some multiples of

\[
(3.9) \quad r(i - d + 1) x^{i-\sigma} \overline{f}(x) + (r - \ell) x^{i-d+1} \overline{f}(x) \quad \text{for } d - 1 \leq i \leq m = \deg(S)
\]

from \( S \). We apply (3.9) as many times as needed.
We obtain a matrix $M_\mathcal{F}$, which is the matrix of the $p$-th power Frobenius with respect to $B$. We recover the matrix of the $q$-th power Frobenius which is

$$M = M_\mathcal{F} \cdot M_\mathcal{F}^2 \cdots M_\mathcal{F}^{n-1},$$

where $\sigma$ is the $p$-th power Frobenius on $\mathbb{Q}_q$ and $M_\mathcal{F}^2$ is the matrix obtained by applying $\sigma$ to the coefficients of $M_\mathcal{F}$. Note that we can use the special block structure of $M_\mathcal{F}$ to speed up the computation of $M$, which is a matrix composed of $(d-1) \times (d-1)$ blocks as well.

4. Adaptation of the Gaudry–Gürel algorithm to general cyclic covers

We want to compute the Weil polynomial of $\mathcal{C}$. Once we have computed the characteristic polynomial $\chi_M$, we need to remove an extra factor.

**Theorem 4.1.** The Weil polynomial $P$ of $\mathcal{C}$ is

$$P(t) = \frac{\chi_M(t)}{U(t)},$$

where $\chi_M(t)$ is the characteristic polynomial of the matrix $M$ corresponding to the action of the $q$-th power Frobenius with respect to $B$ and

$$U(t) = \prod_{i|\delta, i>1} (t^{k_i} - q)^{\frac{\delta(i)}{I_i}},$$

where $k_i$ is the order of $q$ in $\mathbb{Z}/\varphi(i)\mathbb{Z}$ and $\varphi$ is the Euler totient function.

**Proof.** We follow the approach of [Har12, Lemma 3.1].

Let $\alpha_1, \ldots, \alpha_{2g}$ denote the roots of $P$ and $S_e = \alpha_1^e + \alpha_2^e + \cdots + \alpha_{2g}^e$. Let $R_e$ denote the number of roots of $f$ in $\mathbb{F}_q$ and $I_e$ the number of $\mathbb{F}_q$-points at infinity. Finally, let

$$L = \pi(\tilde{\mathcal{C}}),$$

where $\pi : \mathcal{C} \to \mathbb{P}^1$ is the projection on the $x$-axis.

For every $e > 0$, we have

$$\#\mathcal{C}(\mathbb{F}_q^e) = (q^e + 1 - S_e),$$

$$\#\tilde{\mathcal{C}}(\mathbb{F}_q^e) = (q^e + 1 - S_e) - R_e - I_e,$n

and

$$\#L(\mathbb{F}_q^e) = (q^e + 1) - R_e - 1.$$

The Lefschetz trace formula for $\tilde{\mathcal{C}}$ says that for each $e > 0$,

$$(q^e + 1 - S_e) - R_e - I_e = \text{Tr}((qF^{-1})^e|H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)) - \text{Tr}((qF^{-1})^e|H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)^1) - \sum_{j \neq 0} \text{Tr}((qF^{-1})^e|H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)^{j-1})$$

while the trace formula for $L$ says that for each $e > 0$,

$$(q^e + 1) - R_e - 1 = \text{Tr}((qF^{-1})^e|\oplus_{j} H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)^{j-1}) - \text{Tr}((qF^{-1})^e|\oplus_{j} H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)^{j-1}).$$

Subtracting the first equation from the second, we get

$$\sum_{j \neq 0} \text{Tr}((qF^{-1})^e|\oplus_{j} H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)^{j-1}) = S_e + I_e - 1.$$

The sum of the $e$-th powers of the eigenvalues of $qF^{-1}$ on $\oplus_{j} H^1_{MW}(\tilde{\mathcal{C}}, \mathbb{Q}_q)^{j-1}$ is $S_e + I_e - 1$. 

Let

\[ V(t) = \prod_{i \delta > 1} (t^{b_i} - 1)^{\frac{\varphi(i)}{e_i}}, \]

where \( k \) is the order of \( q \) in \( \mathbb{Z}/\varphi(i)\mathbb{Z} \) and \( \varphi \) is the Euler totient function. Then the \( e \)-th power sum of the roots of \( V(t) \) is \( I_e - 1 \) for each \( e > 0 \), so the \( e \)-th power sum of the roots of \( V(t)P(t) \) is \( S_e + I_e - 1 \), or each \( e > 0 \). Then

\[ P(t)V(t) = \varphi_e^{e-1}(t), \]

and hence

\[ P(t)U(t) = \varphi_M(t). \]

\( \square \)

**Remark 4.2.** Note that in the superelliptic case, the fact that \( \delta = 1 \) tells us that \( B \) corresponds to a basis of \( H^1_{MW}(C, \mathbb{Q}_q) \). So in the superelliptic case we do not have to remove an extra factor from the characteristic polynomial of the Frobenius map acting on \( B \): the characteristic polynomial is the Weil polynomial of \( C \).

In practice, we want to compute the Weil polynomial of \( C \) over \( \mathbb{Z}_q \), but \( p \)-adic numbers are infinite series so algorithmically we are forced to work with finite approximations. In practice, we work up to a certain precision \( N \); that is, modulo \( p^N \mathbb{Z}_q \) for some suitably large value of \( N \).

The Weil bounds (see Definition 2.3) tell us that if we do the computations to sufficient precision then we can recover the Weil polynomial exactly. As we lose some digits of precision during the reduction steps, we have to enlarge these bounds. Theorem 4.3 states the precision bounds and its proof can be found in \( \S 6 \).

**Theorem 4.3.** In order to compute the Weil polynomial of \( C \) exactly, we have to do the computations with the basis \( B \) up to precision

\[ N = \min_{n \in \mathbb{N}} \left\{ n - \left\lfloor \log_p \left( \frac{dp(r-1)}{\delta} + r \right) \right\rfloor \geq N_0 + \left\lfloor \log_p \left( 2g^2q^{g/2} \right) \right\rfloor \} \]

where

\[ N_0 = \left\lfloor \log_p \left( 2g^2q^{g/2} \right) \right\rfloor. \]

We will carry out our computations modulo \( p^N \), where \( N \) is defined in Theorem 4.3. At the end of the algorithm, we will have determined the Weil polynomial of \( C \) modulo \( p^N \), which is sufficient to determine it exactly, because of the Weil bounds.

Algorithm 1, **CyclicCoverWeilPolynomial**, computes the Weil polynomial of a cyclic cover \( C \) defined over \( \mathbb{F}_q \) by the equation \( y^e = f(x) \). Note that Steps 1 to 5 of Algorithm 1 reduces to Gaudry and G"urel’s algorithm.

Step 1 computes the precision \( N \) stated by Theorem 4.3. In Step 2, we compute \( F(y)^{-1} \mod p^N \) using Equation (3.5). Indeed, if \( R = 1 + (F(T(x)) - T(x)^p)^{\tau p} \), then \( F(y)^{-1} = y^{-\tau}R^{-\frac{1}{\tau}} \), where \( T \) is an arbitrary degree \( d = \deg(f) \) lift of \( f \) to \( \mathbb{Z}_q \) and \( \tau = y^{-\tau} \). Note that we use a Newton iteration to compute the inverse of the \( r \)-th root of \( R \) up to precision \( N \). In Step 3, we compute the action of Frobenius on the vectors of \( B \) given by Equation (3.6). We then apply Algorithm 2, **ReductionCohomology**, to reduce a differential form back to a linear combination of vectors of \( B \) using the reduction rules Red1 and Red2 described above in Equations (3.8) and (3.9). The result of Step 3 is the matrix \( M_F \) of the \( p \)-th power Frobenius map acting on \( B \). The ordering of the indices \( J \) is chosen in such a way that the \( d - 1 \) by \( d - 1 \) blocks are grouped into larger blocks reflecting the cyclic action of multiplication by \( q \) modulo \( r \). These larger blocks form a block diagonal matrix: for each cycle of length \( c \), there is a block of size \( c(d-1) \). In Step 4, we compute the
matrix $M$ of the $q$-th power Frobenius map acting on $B$ from $M_\mathcal{F}$ using Equation (3.10) and using the block structure of $M_\mathcal{F}$. Note that the resulting matrix $M$ has the same block structure. We then compute its characteristic polynomial up to precision $N_0$. Again, we use the block structure of $M$. Finally, in Step 5 we compute the extra factor $U$ using Theorem 4.1 and we then return the Weil polynomial of $C$.

**Algorithm 1 CyclicCoverWeilPolynomial**

**Input:** Cyclic cover $C$ of genus $g$ over $\mathbb{F}_q$, with $q = p^\nu$, defined by the equation $y^r = f(x)$, with $f$ a monic, squarefree degree $d$ polynomial.

**Output:** The Weil polynomial $P(t)$ of $C$.

**Step 1:** Precision bounds:
Compute $\delta := \gcd(r, d)$;

$N_0 := \left\lfloor \log_p \left( 2 \left( \frac{2^g}{g} \right)^{q^{\nu/2}} \right) \right\rfloor$;

$N := \min \left\{ n - \left\lfloor \log_p \left( p(rn-1) - r \right) \right\rfloor \geq N_0 + \left\lfloor \log_p \left( \frac{dp(rn-1)+r}{r} \right) \right\rfloor \mid n \in \mathbb{N} \right\}$;

**Step 2:** Compute $\mathcal{F}(y)^{-1}$ mod $p^N$:
$R := 1 + \left( \mathcal{F}(\overline{f}(x)) - \overline{f}(x)^r \right)^\tau$; // where $\tau$ is $y^{-r}$ and $\overline{f}$ is an arbitrary lift of $f$ to $\mathbb{Z}_q$.

$S := R^{-\frac{1}{\tau}}$; // where $\mathcal{F}(y)^{-1}$ is $y^{-r}S$

**Step 3:** Action of Frobenius on $B$:
//where $B = \left\{ x^{\frac{dp}{\ell}} \mid i \in [0, d-2], j \in [1, r-1] \right\}$.

Compute $\mathcal{J}$ as the sequence $[1, r-1]$ sorted in cycles under the action of multiplication by $q$ mod $r$. //We have $J[i+1] = qJ[i]$ mod $r$.

for $j$ in $\mathcal{J}$ do
  for $i = 0$ to $d-2$ do
    $\omega := px^{(i+1)} S J \frac{dx}{y^r}$; // where $\ell = jp$ mod $r$.
    $\omega = \mathcal{F} \left( x^{\frac{dx}{y^r}} \right)$ has the form $\sum_{0 \leq k \leq h} \mathcal{R}_k(x)^{k} \frac{dx}{y^r}$, where $\mu = pN - 1$.

    Red$:= \text{REDUCTION}_{\text{COHOMOLOGY}}(C, N, \omega)$;
    //Then, fill the matrix
    for $k = 0$ to $d-2$ do
      $M_\mathcal{F}[(d-1)(j-1)+i+1][(d-1)(\ell-1)+k+1] := \text{Coeff}(k, \text{Red})$;
  end for
end for

**Step 4:** Compute the characteristic polynomial:
$M := M_\mathcal{F} M_\mathcal{F}^\sigma \ldots M_\mathcal{F}^{\sigma^{n-1}}$; //Use the block structure of $M_\mathcal{F}$ to speed up the computation of $M$.

$\chi(t) := \chi_M(t) \mod N_0$; //Use the block structure of $M$ to speed up the computation of $\chi$.

**Step 5:** Remove the extra factor:
$U(t) := \prod_{i \neq j, i > j}(\ell^{k_i} - q)^{\frac{\varphi(i)}{\varphi(j)}}$, where $k_i := \min \{ n \in N : \varphi(i) \mid q^n - 1 \}$;

return $P(t) := \frac{\chi(t)}{U(t)}$.

5. Complexity

In this section, we describe the space and time complexity of Algorithm 1 as a function of the parameters $p$, $n$, $r$ and $d$ and we show that this complexity is linear in $p$ and polynomial in $n$, $r$ and $d$ (in particular, it is polynomial in the genus). We use the Soft-oh notation so that the logarithmic terms are not taken into account. We let $2 < \nu < 3$ be the exponent such that the complexity of multiplying two square matrices of size $k$ over a ring $\mathcal{R}$ is $\tilde{O}(k^\nu)$ operations in $\mathcal{R}$.
Algorithm 2 ReductionCohomology

Input: A lift of a cyclic cover $C : y' = f(x)$ to $\mathbb{Z}_q$ up to precision $N$, with $q = p^n$, and $f$ a monic, squarefree degree $d$ polynomial, precision $N$, differential form $\omega = \sum_{0 \leq k \leq \mu} R_k(x) \tau^k \frac{dx}{y}$.

Output: A differential form $T(x) \frac{dx}{y}$ equivalent to $\omega$, with $\deg(T) \leq d - 2$.

Step 1: Reduce degree in $\tau$, that is, transform $\omega$ to $S(x) \frac{dx}{y}$:

// At each iteration, we reduce the degree in $\tau$ by at least one.
for $k = \mu$ to 1 do
    Compute $A_k$ and $B_k$ such that $R_k = A_k \bar{f} + B_k \bar{f}$, using the extended Euclidean algorithm. // $\bar{f}$ is an arbitrary lift of $f$ to $\mathbb{Z}_q$.
    Replace the term $R_k(x) \tau^k \frac{dx}{y}$ in $\omega$ with $(A_k(x) + \frac{r_x}{r_{x-1}} B_k(x)) \tau^{k-1} \frac{dx}{y}$.
end for

Step 2: Reduce the degree in $x$, that is, transform $S(x) \frac{dx}{y}$ to $T(x) \frac{dx}{y}$, with $\deg(T) \leq d - 2$:

$m := \deg(T)$;
while $m \geq d - 1$ do
    $T := r(m - d + 1)x^{m-d} f(x) + (r - \ell)x^{m-d+1} f(x)$;
    $\bar{T} := \frac{LC(T)}{LC(f)}$; // $LC$ is the Leading Coefficient
    $T := T - \bar{T}$;
    $m := \deg(T)$;
end while
return $T(x) \frac{dx}{y}$;

(Using the Coppersmith–Winograd algorithm, for example). We let $s$ be such that the permutation $j \mapsto qj \mod r$ of $\{1, \cdots, r-1\}$ is a product of $s$ cycles of lengths $c_1, c_2, \cdots, c_s$.

Proposition 5.1. With the notation above, the Weil polynomial of a cyclic cover $C : y' = f(x)$ defined over $\mathbb{F}_{p^n}$, with $f$ of degree $d$ can be computed using Algorithm 1 in time $\tilde{O} \left( \frac{p^3 n \log(p)}{\ell} + n^2 r^{d+1} (\sum_{i=1}^s c_i^2) \right)$ elementary operations and space $\tilde{O} \left( \frac{p^3 n \log(p)}{\ell} + n^2 r^{d+1} (\sum_{i=1}^s c_i^2) \right)$ bits of memory.

Proof. We first describe the bit size of the different objects. An element of $\mathbb{Z}_q$ is represented by a polynomial of degree $n - 1$ with coefficients in $\mathbb{Z}$ truncated to precision $N$, so it has size $O(nN \log(p)) = \tilde{O}(nN)$. An element of $H^1_{MW}(\mathcal{C}, \mathbb{Q}_p)$ is represented by a degree $\mu = O(pN)$ polynomial in $\tau$ whose coefficients are polynomials over $\mathbb{Z}_q$ of degree less than $d$, so it has size $\tilde{O}(pmdN^2)$.

Thanks to Schönhage and Strassen, the multiplication between two integers of bit-size $k$ is $\tilde{O}(k)$ elementary operations [vzGG03]. Hence, the complexity of multiplying two elements of $\mathbb{Z}_q$ is $\tilde{O}(nN)$ elementary operations and the cost of multiplying two elements of $H^1_{MW}(\mathcal{C}, \mathbb{Q}_p)$ is $\tilde{O}(pmdN^2)$ elementary operations.

Recall that we normalize the elements of $H^1_{MW}(\mathcal{C}, \mathbb{Q}_p)$ at each step using the equation of the curve, so we need to calculate the complexity of the normalization. This procedure is described in [GG03, vzGG03], so we will not go into further detail here. If we want to normalize $Q(x) \tau^k$, then it costs $\tilde{O}(\deg(Q))$ operations in $\mathbb{Z}_q$ so the complexity of the normalization step is $\tilde{O}(nN \deg(Q))$ elementary operations.
We compute the Frobenius substitution on $\mathbb{Z}_q$ by a Newton iteration and Hörrner’s method: if $z = \sum_{k=0}^{n-1} z_k t^k$ is an element of $\mathbb{Z}_q$ then $z^q = \sum_{k=0}^{n-1} z_k t^k$ where $t^q$ is computed using a Newton iteration. The complexity of the Newton algorithm is determined by the last iteration, which costs $\tilde{O}(n)$ operations in $\mathbb{Z}_q$, that is $\tilde{O}(n^2 N)$ elementary operations. Hörrner’s method costs $O(n)$ operations in $\mathbb{Z}_q$ that is, $\tilde{O}(n^2 N)$ elementary operations. Hence, we compute the Frobenius substitution on $\mathbb{Z}_q$ in $\tilde{O}(n^2 N)$ elementary operations.

In Step 2 of Algorithm 1, we compute the inverse of $F(y)$ by a Newton iteration. We first compute $R$, by computing the polynomial $F(\mathcal{F}(x)) - \mathcal{F}(x)^p$ of degree $pd$. We then normalize $R$ which costs $\tilde{O}(nN \deg(R)) = \tilde{O}(nNpd)$ elementary operations. We then apply the Newton algorithm to $R$ in order to compute $S$ as the inverse of its $r$-th root. The complexity of the Newton algorithm is a constant times the cost of its last iteration which consists of some multiplications between two elements of $H^1_{MW}(\mathcal{C}, \mathcal{Q}_q)$ and a normalization. The cost of the Newton iteration is therefore $\tilde{O}(pdN^2)$ elementary operations. So the cost of Step 2 is $\tilde{O}(pdN^2)$ elementary operations. This step requires $\tilde{O}(pdN^2)$ bits of memory.

In Step 3 of Algorithm 1, we first compute $S^j$ which costs $\tilde{O}(pdN^2)$ elementary operations. We then apply a normalization to $px^{d(j+1)}S^j$ which costs $\tilde{O}(pdN)$ elementary operations in the worst case. Then we perform the reduction steps using Algorithm 2. In Step 1 of Algorithm 2, we do $\mu$ iterations: each time we compute $A_k$ and $B_k$ using the extended Euclidean algorithm, which costs $O(d)$ operations in $\mathbb{Z}_q$, that is $\tilde{O}(dn N)$ elementary operations. Then we replace the term in $\omega$ of highest degree in $\tau$ by performing $d$ additions in $\mathbb{Z}_q$, which costs $\tilde{O}(nd N)$ elementary operations. So the cost of Step 1 of Algorithm 2 is $\tilde{O}(\mu dn N) = \tilde{O}(pdN^2)$ elementary operations. During the second Step of Algorithm 2, we do $\deg(S) \leq dp$ iterations which consists of $d$ operations of elements of $\mathbb{Z}_q$, so the cost of Step 2 in Algorithm 2 is $\tilde{O}(dp \times d \times nN) = \tilde{O}(pd^2 N)$ elementary operations and it requires $\tilde{O}(pdN^2)$ bits of memory.

The complexity of reducing a differential form with Algorithm 2 is therefore $\tilde{O}(pdN(N+d))$. As we need to reduce $O(rd)$ differential forms, the complexity of Algorithm 2 is $\tilde{O}(pd^2 nN(N+d))$ elementary operations, and since we reduce differential forms one by one, Algorithm 2 requires $\tilde{O}(pdN^2)$ bits of memory. Putting everything together, the complexity for Step 3 of Algorithm 1 is $\tilde{O}(pd^2 rN(N+d))$ elementary operations and it requires $\tilde{O}(pdN^2)$ bits of memory.

In Step 4 of Algorithm 1, we compute the matrix of the $q$-th power Frobenius. Recall that $M_x$ is a block diagonal matrix of $s$ blocks matrices $M_{x,i}$ of size $c_i(d-1) \times c_i(d-1)$ for $1 \leq i \leq s$. Note that $M_{x,i}$ is itself a block matrix, composed of $c_i$ blocks of size $(d-1) \times (d-1)$, with only one non zero block on each row partition and column partition. The matrix $M$ is also a block diagonal matrix: its blocks are the norms

$$M_i = M_{x,i} \cdot M_{\tau,x,i}^2 \cdot \cdots \cdot M_{\tau,x,i}^{n-1}.$$ 

Each of the $M_i$ can be computed using Hörrner’s method (and the sub-block structure of $M_{x,i}$): this costs $\tilde{O}(nc_i dp^r)$ operations in $\mathbb{Z}_q$ and requires $\tilde{O}(c_id^2 N)$ bits of memory. The total cost of computing $M$ is therefore $\tilde{O}(n(\sum_{i=1}^{s} c_i) dp^r N)$, that is, $\tilde{O}(n^r rdp^r N)$ elementary operations (because $\sum_{i=1}^{s} c_i = r$) and requires $\tilde{O}(rd^2 N)$ bits of memory.
We then compute the characteristic polynomial of $M$ which is the product of the characteristic polynomials $\chi_{M_i}$ of the $M_i$. The complexity of computing the characteristic polynomial of a square matrix of size $k$ over a ring $R$ is $\tilde{O}(k^\nu)$ operations in $R$. Hence, computing $\chi_M$, costs $\tilde{O}((\sum_{i=1}^s c_i^d) nN)\text{ elementary operations}$ and requires $\tilde{O}((\sum_{i=1}^s c_i^d) d^2 nN)$ bits of memory.

The global cost of Step 4 is therefore $\tilde{O}((nr + (\sum_{i=1}^s c_i^d)) d^n nN)\text{ elementary operations}$ and requires $\tilde{O}((\sum_{i=1}^s c_i^d) d^2 nN)$ bits of memory.

In Step 5 of Algorithm 1, we compute the polynomial $U$ of degree $\delta - 1$ over the integers. This corresponds to multiplying at most $\delta - 1$ binomials with coefficients no larger than $p^n$. So this costs $\tilde{O}(n\delta)$ elementary operations. We then divide the polynomial obtained in Step 5 by $U$, so Step 5 costs the equivalent of $O(g) = O(rd)$ operations in $\mathbb{Z}_q$, that is $\tilde{O}(rd nN)\text{ elementary operations}$ and requires $\tilde{O}(rd nN)$ bits of memory.

The total complexity of our algorithm is therefore

$$\tilde{O} \left( pmdN^2 + pd^2nrN(N + d) + \left( nr + \left( \sum_{i=1}^s c_i^d \right) \right) d^n nN + rdN \right)$$

elementary operations and

$$\tilde{O} \left( pmdN^2 + d^2 nN \left( \sum_{i=1}^s c_i^d \right) \right)$$

bits of memory. Theorem 4.3 tells us that $N = \tilde{O}(ng) = \tilde{O}(nd)$, so the complexity of our algorithm is

$$\tilde{O} \left( pm^3 d^4 r^3 + n^2 d^\nu + 1 \left( \sum_{i=1}^s c_i^d \right) \right)$$

elementary operations and

$$\tilde{O} \left( pm^3 d^4 r^2 + n^2 d^3 r \left( \sum_{i=1}^s c_i^d \right) \right)$$

bits of memory.

**Remark 5.2.** Note that if $q \equiv 1 \mod r$, then $s = r - 1$ and $c_i = 1$ for $1 \leq i \leq s$, and hence the complexity of Algorithm 1 is $\tilde{O} \left( pm^3 d^4 r^3 \right)$, which is the better case.

**Remark 5.3.** We can improve the complexity of this algorithm in larger characteristic to $\tilde{O} \left( \sqrt{p} m^3 d^4 r^3 + n^2 rd^\nu + 1 \left( \sum_{i=1}^s c_i^d \right) \right)$, by applying Harvey’s improvements [Har07] to Kedlaya’s algorithm which were extended to superelliptic curves by Minzlaff [Min10]. Indeed, our algorithm is entirely compatible with Minzlaff’s improvements and we can apply them to our algorithm. These improvements consist of two major key points. First, they use a different representation for the images of differential forms under the action of Frobenius: in Kedlaya’s algorithm, we use an approximation by series whose number of terms is linear in $p$ whereas Harvey’s improvements use a different series approximation which does not depend on $p$. Second, these improvements reduce the complexity of the reduction algorithm, which is the major step, by solving a linear recurrence using the Bostan–Gaudry–Schost algorithm [BGS07].
6. Bounds on precision

In this section, we give a proof of Theorem 4.3. In order to compute the Weil polynomial exactly, we need to take sufficient precision. The Weil bounds give us a minimal bound \(N_0\), but this bound is not sufficient since the divisions in the reduction algorithm (Algorithm 2) induce a loss of precision. Proposition 6.1 estimates the loss of precision during the first step of Algorithm 2, and Proposition 6.2 estimates the loss of precision during the second step of Algorithm 2.

**Proposition 6.1.** If \(R\) is a polynomial defined over \(\mathbb{Z}_q\) with degree less than \(d\), then the first step in Algorithm 2 transforms \(R(x)^{\tau} \frac{dx}{y}\), with \(k > 1\), into \(S(x)\frac{dx}{y}\), where \(S\) is a polynomial defined over \(\mathbb{Q}_q\) with degree less than \(d\). Moreover, the coefficients of \(S\) have denominator bounded by \(p^{\lceil \log_p(rk+1) \rceil}\).

**Proof.** We follow the approach of [Ked01, Lemma 2] and [Edi03, Lemma 4.3.4].

During the first step of Algorithm 2, we apply (3.8) several times. Hence, divisions by \(r(i-1)+\ell\) are done, which corresponds to negative powers of \(y\) appearing during this step, for each \(1 \leq i \leq k\), and positive powers of \(p\) may occur in denominators. It is then natural to look at what happens at the poles of \(\frac{1}{y}\), that is, the points \(P_i = (\alpha_i, 0)\), with \(\alpha_i\) a root of \(f\) in \(\mathbb{Z}_q\) (note that \(\alpha_i\) is a simple root of \(f\)), in order to deduce what happens globally.

Let \(Q = \sum_{x=1}^{k} Q_j(x) \frac{dx}{y}\) be such that \(R(x)^{\tau} \frac{dx}{y} = S(x) \frac{dx}{y} + dQ\), with \(Q_j\) defined over \(\mathbb{Q}_q\) of degree less than \(d\), for any \(1 \leq j < k\). As \(\alpha_i\) is a simple root of \(f\), the function \(y\) is a uniformizing parameter for the local ring \(\mathcal{O}_{P_i}\), that is, the ring of functions on \(C\) regular at \(P_i\). Thus, the weak completion \(\mathcal{O}_{P_i}^\sharp\) of \(\mathcal{O}_{P_i}\) is \(\mathbb{Z}_q[[y]]\).

We can then write \(dQ\) and \(Q\) as series:

\[
dQ = \sum_{j \geq -(r(k-1)+\ell+1)} c_j y^j dy
\]

and

\[
Q = \sum_{j \geq -(r(k-1)+\ell+1)} \frac{c_j}{j+1} y^{j+1}.
\]

As \(c_j\) coincides with the corresponding coefficient of \(R(x)^{\tau} \frac{dx}{y}\) when \(j < 0\), it lies in \(\mathbb{Z}_q\). Hence, if we set \(m = p^{\lceil \log_p(rk+1) \rceil}\), then \(m^{-1} \frac{c_j}{j+1}\) is integral (ie in \(\mathbb{Z}_q\)) for \(j < 0\). Evaluating the coefficient of \(y^{-(r(k-1)+\ell)}\) at a pole \(P_i\) of \(y^{-1}\) in the expression \(Q = \sum_{j=1}^{k-1} Q_j(x) \frac{dx}{y}\) gives

\[
Q_{k-1}(\alpha_i) = \frac{c_{-(r(k-1)+\ell+1)}}{(r(k-1)+\ell)}
\]

so \(mQ_{k-1}(\alpha_i)\) is integral. As this statement is independent of the point \(P_i\) chosen, it holds for any \(1 \leq i \leq d\). Thus, \(mQ_{k-1}\) (of degree less than \(d\)) is integral at each of the \(d\) distinct poles of \(y^{-1}\) and it follows that \(mQ_{k-1}\) is a polynomial defined over \(\mathbb{Z}_q\). The same argument applied to \(Q - Q_{k-1}^{\tau}\) gives that \(mQ_{k-2}\) is a polynomial defined over \(\mathbb{Z}_q\). By induction, all the \(mQ_k\) are defined over \(\mathbb{Z}_q\). It follows that \(mQ\) is integral and then \(mS\) is as well because \(S(x) \frac{dx}{y} = R(x) \frac{dx}{y} - dQ\). \(\square\)

**Proposition 6.2.** If \(S\) is a polynomial defined over \(\mathbb{Z}_q\) with degree \(m \geq d-1\), then the second step in Algorithm 2 transforms \(S(x) \frac{dx}{y}\) into \(T(x) \frac{dx}{y}\), where \(T\) is a polynomial defined over \(\mathbb{Q}_q\) with degree less than \(d-1\). The coefficients of \(T\) have denominator bounded by \(p^{\lceil \log_p(dm-1-d) \rceil}\).
Proof. We follow the approach of [Edi03, Lemma 4.3.5].

During the second step of Algorithm 2, we apply (3.9) several times. As we divide by the leading coefficient of the polynomial given in (3.9), positive powers of \( p \) may occur at the denominators, which corresponds to positive powers of \( x \) appearing in this step. Hence we study what happens at the poles of \( p \) coefficients have.

Let \( v_{\infty,k} \) denote the valuation at \( P_{\infty,k} \). Let \( Q = \sum_{i=0}^{m} r_{ai} x^{i}-d+1 y^{r-\ell} \) be such that \( S(x) \frac{dx}{y} = T(x) \frac{dx}{y} + dQ \). Then \( v_{\infty,k}(x) = -\frac{s}{d} \), \( v_{\infty,k}(y) = -\frac{s}{d} \) so \( v_{\infty,k}(dx) = -\frac{s}{d} \). Moreover, \( v_{\infty,k} \left( \frac{dx}{y} \right) \) so

\[
v_{\infty,k}(Q) \geq \frac{\ell d - r(m + 1)}{\delta}
\]

and

\[
v_{\infty,k} \left( \frac{dx}{y} \right) \geq \frac{\ell d - r(d - 1) - \delta}{\delta}.
\]

Let \( z_{k} \) be a local uniformizer at \( P_{\infty,k} \), so that \( O_{P_{\infty,k}} \) is \( \mathbb{Z}_{q}[\lfloor z_{k} \rfloor] \). Then we have the following expansion in \( \mathbb{Z}_{q}[\lfloor z_{k} \rfloor] \):

\[
dQ = \sum_{j \geq \frac{\ell d - r(m + 1)}{\delta}} c_{j} z_{k}^{j} dz_{k}
\]

and

\[
Q = \sum_{j \geq \frac{\ell d - r(m + 1)}{\delta}} c_{j} z_{k}^{j+1}.
\]

Let \( m = p[\log_{p} \left( \frac{r(m+1)}{d-d}\right)] \). As \( v_{\infty,k}(T \frac{dx}{y}) \geq -\frac{r(d-1)-\ell d + \delta}{\delta} \), then the \( c_{j} \) are in \( \mathbb{Z}_{q} \) for \( j \leq -(r(d-1) - \ell d + \delta) \). Since they coincide with the coefficients of \( S \), so \( m_{\frac{c_{j}}{\delta}} \) is in \( \mathbb{Z}_{q} \) for \( j \leq -\frac{r(d-1) - \ell d + \delta}{\delta} \).

As all the \( v_{\infty,k}(x^{i} \frac{dx}{y}) \) are distinct and less than \( -\frac{r(d-1) - \ell d + \delta}{\delta} \), for \( d - 1 \leq i \leq m \) and \( \ell > 0 \), it follows that all the terms \( m_{Q} \) are in \( \mathbb{Z}_{q}[x] \).

Since the previous statements are independent of \( k \), they hold for any point at infinity of \( \mathcal{C} \). Hence \( m_{Q} \) is in \( \mathbb{Z}_{q}[x] \), and \( mT \) is in \( \mathbb{Z}_{q}[x] \) too.

The two previous propositions estimate the loss of precision resulting from the reductions. Recall that we are working with \( p \)-adic elements up to precision \( N \), and that every element of \( \mathcal{A}^{t} \) is an overconvergent series, that is a series whose coefficients have \( p \)-adic valuation which grows at least linearly. This means that for any \( 0 \leq i \leq d - 2 \) and \( 1 \leq j \leq r - 1 \), \( F \left( x^{i} \frac{dx}{y} \right) \) is a power series of the form \( \sum_{k \geq 0} F_{k} \tau^{k} \) and there exists \( \mu \) such that \( v_{p}(F_{k}) \) is greater than \( p^{\mu} \), for all \( k > \mu \). Thus in practice, all the computed series are in fact polynomials of degree at most \( \mu \) in \( \tau \).

Proof of Theorem 4.3. The Weil bounds state that, if we put

\[
N = \log_{p} \left( 2 \left( \frac{2^{g}}{g} \right)^{2}\right)
\]

then \( N_{0} \) is the minimal precision we have to take to compute the Weil polynomial exactly. We also have to take into account all the digits lost by the divisions done during the reduction steps.

Let \( N \) be the total precision we must take to compute the zeta function exactly, and \( N_{1} \) the intermediate precision we must take to do the first reduction step up to precision \( N_{1} \). We will determine \( N \) as a function of \( N_{1} \) and \( N_{1} \) as a function of \( N_{0} \) to recover \( N \) as a function of \( N_{0} \).
Let $\mu$ denote the integer such that the $v_p(F_k)$ are greater than $N$ for $k > \mu$ (they are zero modulo $p^N$).

Using the expression of the action of Frobenius on vectors of $B$ given by (3.7), we find that the integer $\mu$ we want to determine is such that $\frac{k-a}{p} + 1 \geq N$ for $k > \mu$ and $\frac{k-a}{p} + 1 < N$, so

$$\mu = p(N - 1) + a - 1.$$  

Note that $a < p$, since $a$ is the quotient in the division of $jp$ by $r$, and that $j \leq r - 1$. Hence, $\mu < pN - 1$.

To determine $N$, let us have a look at what happens during the reductions. Proposition 6.1 says that we lose $\mu$ we find that the integer $\mu$ and $j \leq N$ should take

$$N \in \mathbb{N}.$$  

Since $jp \mod (6.1)$ is strictly increasing; so we take the smallest $N$ such that after this first step of reduction, there remains $N$ digits of precision for the second step of Algorithm 2, that is, such that

$$k = \mu$$  

(here $N$ appears in the expression of $\mu$).

The function $g : [\mu + 1, +\infty) \rightarrow \mathbb{R}$ mapping $k$ to the left hand side of Inequality (6.1) is strictly increasing; so we take the smallest $N$ such that $g(\mu + 1) \geq N_1$. We find that $N$ is the minimal integer satisfying

$$g(N) - d + 1 \geq 0.$$  

In order to determine $N_1$, consider what happens during the second step of Algorithm 2: the terms contributing to the loss of precision during this step are those with degree 0 in $\tau$, that is, the polynomials with degree in $x$ greater than $d - 2$. For $1 \leq i \leq d - 2$ and $1 \leq j \leq r$, we have

$$F \left( x' \frac{dx}{y^i} \right) = \sum_{k \geq 0} \binom{-j/r}{k} p^{k+1} x^{(i+1)-1} \tau^{pk+a} \frac{dx}{y^i},$$

and $i = d - 2$ at worst, so deg($E_{Gx}xp(d-1)-1) \leq k(pd-1) + p(d-1) - 1$. As $\frac{1}{d} \leq \frac{kpd-1}{d} \leq \frac{kpd-1}{d} < (k+1)p$, we can write

$$\binom{-j/r}{k} p^{k+1} x^{(i+1)-1} \tau^{pk+a} = \sum_{a-p<j<pk+a} c_{j,k} \tau^j,$$

so the degree in $x$ of the constant term of $F \left( x' \frac{dx}{y^i} \right)$ is at most $d (p - a)$.

Proposition 6.2 says that the number of digits lost during this second step is

$$\left\lfloor \log_p \left( \frac{r dp + a - \ell d}{\delta} \right) \right\rfloor.$$  

Since $jp = ar + \ell$, we lose $\left\lfloor \log_p \left( \frac{dp(r-j) + a - \ell d}{\delta} \right) \right\rfloor \leq \left\lfloor \log_p \left( \frac{dp(r-1) + a}{\delta} \right) \right\rfloor$. Hence,

$$N_1 = N_0 + \left\lfloor \log_p \left( \frac{r dp + 1 - d}{\delta} \right) \right\rfloor.$$  

Let us put these two parts together. Combining Equations (6.2) and (6.3), we should take

$$N = \min_{n \in \mathbb{N}} \left\{ n - \left\lfloor \log_p \left( p(\tau n - 1) - r \right) \right\rfloor \geq N_1 \right\}$$

$$= \min_{n \in \mathbb{N}} \left\{ n - \left\lfloor \log_p \left( p(\tau n - 1) - r \right) \right\rfloor \geq N_0 + \left\lfloor \log_p \left( \frac{dp(r-1) + a}{\delta} \right) \right\rfloor \right\}.$$  

$\square$
7. The choice of the set of differentials

In Step 5 of Algorithm 1 we compute the norm \( M \) of the matrix of Frobenius \( M_F \) with respect to \( B \), and in Step 6 we compute its characteristic polynomial \( \chi(t) \). If \( M_F \) has coefficients with denominators (coefficients in \( \mathbb{Q}_q \setminus \mathbb{Z}_q \)), then it is difficult to control the valuation of these denominators in the norm, and worse, we have to enlarge the precision bounds to recover the Weil polynomial exactly by a number of digits that is hard to estimate.

So, it would be ideal if \( M_F \) was guaranteed to have coefficients in \( \mathbb{Z}_q \). Proposition 7.1 tells us whether \( M_F \) has integral coefficients or not.

**Proposition 7.1.** Let \( 0 \leq i \leq d - 2 \) and \( 1 \leq j \leq r - 1 \).

- The first step in Algorithm 2, applied to \( F(x^i \frac{dx}{y^j}) \), computes a differential form whose coefficients have denominators of valuation bounded by \( \lceil \log_p(r) \rceil \).
- The second step in Algorithm 2, applied to \( F(x^i \frac{dx}{y^j}) \), computes a differential form whose coefficients have denominators of valuation bounded by \( \lceil \log_p \left( \frac{2g + (\delta - 2)}{\delta} \right) \rceil \).

**Proof.** In this proof, we follow the approach of [Har12, Lemma 3.4].

Recall that

\[
F \left( x^i \frac{dx}{y^j} \right) = x^{p(i+1) - 1} \sum_{k \geq 0} \frac{(-j/r)^k}{k} E^k p^{k+1} r^k a \frac{dx}{y^j} = x^{p(i+1) - 1} \sum_{k \geq a} p^{k+1} Q_k(x) r^k \frac{dx}{y^j},
\]

where \( jp = ar + \ell \). Lemma 6.1 shows that after the first step in Algorithm 2 the valuation in \( p \) of the coefficients have the form:

\[
k + 1 - \lceil \log_p(r(pk + a - 1) + \ell) \rceil \geq k - \lceil \log_p(kr + j) \rceil.
\]

Let \( g \) be the function defined on \([0, +\infty)\) by \( g(x) = k - \log_p(kr + j) \). Since \( g \) is strictly increasing, the right hand side is maximal when \( k = 0 \), which implies that the left hand side in Inequality 7.1 is greater than \( \lceil \log_p(j) \rceil \leq \lceil \log_p(r) \rceil \).

Now consider the terms \( p^{k+1} Q_k(x) x^{p(i+1) - 1 - k} \frac{dx}{y^j} \) appearing in the second step of Algorithm 2. After normalizing the coefficients, each term will be expressible in the form \( S^\frac{dx}{y^j} \), with

\[
\deg(S) = p(i + 1) - 1 + \deg(Q_k) - dk.
\]

After the second step in Algorithm 2, the denominators are bounded by

\[
A = \left\lfloor \log_p \left( r p^i + r \deg(Q_k) - r k d - \ell d \right) \delta \right\rfloor - 1 - \frac{k - a}{p}
\]

Since \( Q_a = 1 \) and \( \deg(Q_k) < d \) for any \( k > a \), this expression is maximal when \( k = a \), which gives

\[
A \leq \left\lfloor \log_p \left( \frac{r p^i + (ra + \ell)d}{\delta} \right) \delta \right\rfloor - 1.
\]

As \( jp = ar + \ell \), we can express the right hand side of the inequality as \( \left\lfloor \log_p \left( \frac{r (i+1) - j d}{\delta} \right) \delta \right\rfloor \), which is less than \( \left\lfloor \log_p \left( \frac{d r (i+1) - \ell}{\delta} \right) \delta \right\rfloor \). Relation 2.2 allows us to replace \( d r (i+1) \) with \( 2g + (\delta - 2) \).

Hence, the denominators of the coefficients of \( M_F \) are bounded by

\[
\left\lfloor \log_p \left( \frac{2g + (\delta - 2)}{\delta} \right) \delta \right\rfloor.
\]

\( \square \)
This proposition tells us that if \( d > r \), then the denominators mostly come from the second step of Algorithm 2. In this case, if \( p \geq \frac{2q-2}{d} \), Algorithm 1 gives us a matrix \( M_F \) with integral coefficients, while when \( p < \frac{2q-2}{d} \) they have denominators bounded by \( \left| \log_p \left( \frac{2q-2}{d} \right) \right| \). So if we want to minimize these denominators, we should find a set of differentials which avoids this second step in Algorithm 2.

7.1. Another set of differentials which avoids the second step in Algorithm 2. Consider the set of differentials

\[
B' = \left\{ x^i \frac{dx}{y^{r+j}} \mid i \in [0, \ldots, d-2], j \in [1, \ldots, r-1] \right\}.
\]

The reduction formulae in §3 tells us that \( B' \) spans \( H^1_{MW}(\mathcal{C}, \mathbb{Q}_p) \). We will show in Proposition 7.4 that \( \langle B' \rangle \) decomposes into a direct sum of two subspaces including \( H^1_{MW}(\mathcal{C}, \mathbb{Q}_p) \), so we can recover the Weil polynomial of \( \mathcal{C} \) from the action of Frobenius acting on \( B' \). Moreover, the matrix of Frobenius with respect to \( B' \) has the same block structure as the matrix of Frobenius with respect to \( B \).

We will show in Proposition 7.4 that when \( \delta = 1 \), then \( B' \) is a basis of \( H^1_{MW}(\mathcal{C}, \mathbb{Q}_p) \). Thus, we can do the computations with \( B' \) instead of \( B \) in the Gaudry–Gürel algorithm.

The following theorem tells us that doing the computations with \( B' \) avoids the second step in Algorithm 2.

**Theorem 7.2.** Let \( 0 \leq i \leq d-2 \) and \( 1 \leq j \leq r-1 \). The first step in Algorithm 2, applied to \( \mathcal{F} \left( x^i \frac{dx}{y^{r+j}} \right) \), gives a form which is a linear combination of elements of \( B' \) and whose coefficients have denominator bounded by \( p^{\left| \log_p(2r-1) \right|} \).

**Proof.** In this proof, we follow the approach of [Har12, Lemma 3.4].

Let \( 0 \leq i \leq d-2, 1 \leq j \leq r-1 \) and \( \varepsilon = 0 \) or 1. Using the same calculation as we did to get (3.6), we have

\[
\mathcal{F} \left( x^i \frac{dx}{y^{r+j}} \right) = x^{p(i+1)-1} \sum_{k \geq 0} \left( \frac{-(\varepsilon r + j)/r}{k} \right) p^{k+1} E^k(x)^{p^{k+1}+a-\varepsilon} \frac{dx}{y^{r+\ell}},
\]

where \( E = \frac{\mathcal{F}(x)}{p} - \mathcal{T}(x)^p \) and \(jp = ar + \ell \). After normalizing (using the equation of \( \mathcal{C} \) to remove all the terms with degree in \( x \) greater than \( \deg(f) \)), and using the fact that \( Q_{a+\varepsilon(p-1)} = 1 \), we have

\[
\mathcal{F} \left( x^i \frac{dx}{y^{r+j}} \right) = \sum_{k \geq k_0} p^{\frac{k-a-\varepsilon}{r}+1-\varepsilon} R_k(x)^{r^k} \frac{dx}{y^{r+\ell}},
\]

with \( k_0 \geq a + \varepsilon(p-1) - \left\lfloor \frac{p(i+1)-1}{d} \right\rfloor \).

When \( \varepsilon = 1 \), we have \( k_0 \geq a + (p-1) - \left\lfloor \frac{p(i+1)-1}{d} \right\rfloor \). The right hand side is minimal when \( i = d-2 \), with value \( a + p - 1 - (p-1) = a \geq 0 \). This means that when \( \varepsilon = 1 \), the only term which may be reduced by the second step of Algorithm 2 is the first one, which has degree 0. So the first step in Algorithm 2, applied to \( \mathcal{F} \left( x^i \frac{dx}{y^{r+j}} \right) \), gives a form which is a linear combination of elements of \( B' \).

Consider the terms \( \left( \frac{-(r+j)/r}{k} \right) p^{k+1} E^k(x)^{r^{k+1}+a-1} \) appearing in the first step of Algorithm 2. Lemma 6.1 shows that after the first step in Algorithm 2 the valuation in \( p \) of the coefficients is

\[
k + 1 - \left| \log_p \left( r(p(k+1)+a-2) + \ell \right) \right| \geq k - \left| \log_p \left( r(k+1)+j \right) \right| \]
An easy calculation shows that the right hand side term is maximal when \( k = 0 \) and has value \( \lfloor \log_p(r + j) \rfloor \leq \lfloor \log_p(2r - 1) \rfloor \). □

If \( p \geq 2r \), then the computations done in Algorithm 1 using \( B' \) will give a matrix with integral coefficients. If however \( p < 2r \), then the matrix computed with respect to \( B' \) will have coefficients with denominators bounded by \( p^{\lfloor \log_p(2r - 1) \rfloor} \).

At the end of this subsection, we will compare the two sets of differentials \( B \) and \( B' \) and provide a criterion to recommend which one to use.

As there is no second step of reduction when we use \( B' \) in the computations, we can slightly reduce the bounds on precision as follows.

**Theorem 7.3.** In order to compute the Weil polynomial of \( C \) exactly using Algorithm 1 with the basis \( B' \), we can take

\[
N = \min_{n \in \mathbb{N}} \left\{ n - \left\lfloor \log_p \left( pr(n + 1) - 3r \right) \right\rfloor \geq N_0 \right\}
\]

where

\[
N_0 = \left\lfloor \log_p \left( 2^g q^{\delta/2} \right) \right\rfloor.
\]

**Proof.** We follow the approach of the proof of Theorem 4.3.

Using (7.2), we find that

\[
\mu = pN + a - 2.
\]

As the second step in Algorithm 2 is not executed, we only need to take into account the loss of precision resulting from the first step in Algorithm 2. So we want to find \( N \) as small as possible such that after the first step of reduction, there remains \( N_0 \) digits of precision, that is

\[
\frac{k-a+1}{p} - \left\lfloor \log_p \left( r(k - 1) + q \right) \right\rfloor \geq N_0 \quad \text{for} \quad k > \mu
\]

(7.3)

(here \( N \) appears in the expression of \( \mu \)). The function \( g : [\mu + 1, +\infty) \to \mathbb{R} \) which maps \( k \) to the left hand side of Inequality (6.1) is strictly increasing; so we take the smallest \( N \) such that \( g(\mu + 1) \geq N_1 \). We find that \( N \) is the minimal integer satisfying

\[
N - \left\lfloor \log_p \left( pr(N + 1) - 3r \right) \right\rfloor \geq N_0,
\]

(7.4)

which ends the proof. □

Finally we observe that if \( p \geq 2r \), then using \( B' \) instead of \( B \) in the computations is much better for two reasons. First, it always lead to an integral matrix. Second, as the second step of Algorithm 2 is not executed, we do fewer operations and at a lower precision (because we save near \( \left\lfloor \log_p \left( \frac{dp(r-1)+r}{\delta} \right) \right\rfloor \) digits of precision) so it slightly decrease the complexity of Algorithm 1.

Otherwise, it is not always possible to have a matrix with integral coefficients and we have to check if

\[
\max \left( \lfloor \log_p(r) \rfloor, \left\lfloor \log_p \left( \frac{2g - (\delta - 2)}{\delta} \right) \right\rfloor \right)
\]

is greater than

\( \lfloor \log_p(2r - 1) \rfloor \).

If it is the case, then we use \( B' \) and if not, we have to choose between \( B \) and \( B' \), taking into account that we will have to enlarge the bounds on precision (which are smaller using \( B' \)) due to the computation of \( M = M_F \cdot M_{F_2} \cdots M_{F_{n-1}} \) and its characteristic polynomial.
7.2. How does the use of $B'$ change Algorithm 1? Using $B'$ instead of $B$ does not significantly change Steps 1 to 5 of our algorithm, where we compute the action of Frobenius on cohomology: the operations are the same, only some powers of $p$ and some indexes in the expressions change. However, the extra factor $U$ in Step 6 of Algorithm 1 may be slightly different.

Proposition 7.4. Let $\eta : (B') \rightarrow H^1_{MW}(C, \mathbb{Q}_p)$ be the map sending differentials to their classes in cohomology.

- If $\delta = 1$, then $\eta$ is an isomorphism.
- Otherwise, $\eta$ has a $\delta - 1$-dimensional kernel stable under the action of Frobenius, and there exists a basis $W$ of $\ker(\eta)$ such that the matrix of the $q$-th power Frobenius with respect to $W$ is a generalized permutation matrix: that is, in the form $DP$ where $D$ is a diagonal matrix and $P$ is a permutation matrix.

Proof. We follow the approach of [Har12, Proposition 3.5].

The reduction formulae in §3 tells us that $B'$ spans $H^1_{MW}(C, \mathbb{Q}_p)$ so $\eta$ is surjective and $\eta$ has a kernel of dimension

$$\dim(\text{span}(B')) - \dim(H^1_{MW}(C, \mathbb{Q}_p)) = \delta - 1.$$ 

It follows that if $\delta = 1$, then $\eta$ is an isomorphism.

Otherwise, let

$$\omega = \sum_{j=1}^{r-1} \left( \sum_{i=0}^{d-2} \lambda_{i,j} x^i \right) \frac{dx}{y^r} = \sum_{j=1}^{r-1} V_j(x) \frac{dx}{y^r}$$

be a non zero element of $\ker(\eta)$, that is, such that $\omega \equiv 0$ in $H^1_{MW}(C, \mathbb{Q}_p)$. We want to determine $\ker(\eta)$, that is, to describe $\omega$ explicitly.

Using the first reduction formula, we get

$$0 \equiv \omega \equiv \sum_{j=1}^{r-1} \left( A_j + \frac{r}{j} B'_j \right) \frac{dx}{y^r}, \text{ where } V_j = A_j f + B_j f'.$$

As the degree of $V_j$ is lower than $d - 1$ for $1 \leq j \leq r - 1$, the degrees of $A_j$ and $B_j$ are lower to $d - 1$ too, and there is no second reduction, so we have expressed $\omega$ as a linear combination of elements of $B$. Since the elements of $B$ are linearly independent, it follows that

$$A_j + \frac{r}{j} B'_j = 0 \text{ for all } 1 \leq j \leq r - 1,$$

so $\omega$ has the form

$$\omega = \sum_{j=1}^{r-1} \left( -\frac{r}{j} B'_j f + B_j f' \right) \frac{dx}{y^r}.$$

In order to describe $B_j$ for $1 \leq j \leq r - 1$, let $j$ be an integer such that $1 \leq j \leq r - 1$. If we write $B_j = a_{b_j} x^{b_j} + \cdots$ with $b_j \geq 0$ and $a_{b_j} \neq 0$, then the leading term in $V_j$ is $\left( d - \frac{r}{j} b_j \right) a_{b_j} x^{d - 1 + b_j}$. Since $\deg(V_j) \leq d - 2$, we have that $b_j = \frac{d-2}{r}$. Normalizing $B_j$ so that its leading coefficient is 1, it follows easily that its lower coefficients are completely determined inductively by the condition on $\deg(V_j)$. Hence

$$\omega = \sum_{1 \leq j \leq r - 1} \lambda_j \omega_j,$$

where $\lambda_j \omega_j$ is such that

$$\omega_j = \sum_{1 \leq j \leq r - 1} \lambda_j \omega_j,$$

and $\omega_j$ is a non-zero element of $\ker(\eta)$.
where
\[ \omega_j = V_j \frac{dx}{y^{r+j}} \]
and \( j \) is a multiple of \( \frac{r}{\delta} \): that is, where \( j = \alpha \frac{r}{\delta} \) with \( 1 \leq \alpha \leq \delta - 1 \). We may take
\[ \omega_j = \left( B_j f' - \frac{r}{j} B'_j f \right) \frac{dx}{y^{r+j}} = d \left( -\frac{r}{j} B_j \right), \]
with \( \deg(B_j) = \frac{\ell d}{\delta} \).

Note that \( \ker(\eta) \) is generated (as a vector basis) by the \( \omega_j \) for \( 1 \leq j \leq r-1 \). Indeed, the few lines above show that the \( \omega_j \) lie in the kernel of \( \eta \) and the first reduction formula shows that they are linearly independent. Since there are \( \delta - 1 \) of them, which is the dimension of \( \ker(\eta) \), it follows that they form a basis of \( \ker(\eta) \).

Now we determine the action of Frobenius on \( \ker(\eta) \). Recall that \( F \) denotes the \( p \)-th power Frobenius, so \( F^n \) is the \( q \)-th power Frobenius.

Let \( \omega_j = d \left( -\frac{r}{j} B_j \right) \) be one of the generators of \( \ker(\eta) \). The Frobenius commutes with the operator \( d \), so \( \ker(\eta) \) is stable under the action of the Frobenius. This means that
\[ F^n(\omega_j) = \lambda_j \omega_j - rdQ, \]
where \( \ell = jp \mod r \) and \( Q = \sum_{k\geq 2} Q_k \frac{x^{k-1}}{y^k} \).

so
\[ \frac{1}{j} d \left( F^n \left( \frac{B_j}{y^j} \right) \right) = \frac{\lambda_j}{\ell} d \left( \frac{B_j}{y^j} \right) + dQ. \]
This implies
\[ \frac{1}{j} F^n \left( \frac{B_j}{y^j} \right) = \frac{\lambda_j}{\ell} \frac{B_j}{y^j} + \left( \frac{Q_2}{y^{r+2j}} + \frac{Q_3}{y^{2r+2j}} + \cdots \right). \]

We compute \( F \left( \frac{B_j}{y^j} \right) = B_j(x^p)F(y^{-j}) \): as \( B_j(x^p) = x^{bjp} + \cdots \), we have (after normalization)
\[ B_j(x^p) = u_a(x)y^{ar} + \cdots + u_0(x), \]
where \( a = \frac{ar-\ell}{r} + \left\lfloor \frac{\ell}{r} \right\rfloor \) and \( u_a \) is monic of degree \( \frac{4}{\delta} \times (\ell \mod d) \) and \( \deg(u_i) < d \), for \( 0 \leq i \leq a \). Indeed, \( \deg(B_j(x^p)) = \frac{jp}{\delta} = \frac{(ar+\ell)d}{\delta} = d \left( ar + \frac{\ell}{\delta} \right) \) so this gives the normalization above. Thus,
\[ F \left( \frac{B_j}{y^j} \right) = \frac{(u_a(x)y^{ar} + \cdots + u_0(x)) \left( y^{-jp}(1 + \frac{v_1}{y^r} + \frac{v_2}{y^{2r}} + \cdots) \right)}{y^\ell} + \left( \frac{a_1}{y^{r+\ell}} + \frac{a_2}{y^{2r+\ell}} + \cdots \right), \]
with \( u_a \) of degree \( \frac{\ell d}{\delta} \) and \( \ell = jp \mod r \).

Proposition 7.2 shows that Frobenius applied to \( \left( \frac{u_1}{y^m} + \frac{u_2}{y^{2m}} + \cdots \right) \) has the same form: that is, it has no term in \( y^{-\ell} \). This means that
\[ F^n \left( \frac{B_j}{y^j} \right) = \frac{B_m(x)}{y^m} + \left( \frac{Q_1}{y^{r+m}} + \frac{Q_2}{y^{2r+m}} + \cdots \right), \]
where \( m = jq \mod r \) and \( B_m \) is monic of degree \( \frac{\ell d}{\delta} \), so \( \lambda_1 = \frac{\ell}{\delta} \) with \( m = jq \mod r \).

Let \( \phi \) be the permutation of \( \left\{ \frac{r}{\delta}, 2 \cdot \frac{r}{\delta}, \ldots, (\delta - 1) \cdot \frac{r}{\delta} \right\} \) defined by
\[ \phi : j \mapsto jq \mod r \]
(this is well defined because it acts on a set isomorphic to the subgroup of elements of order dividing \( \delta \) in \( \mathbb{F}_r^\times \) and this is a permutation because \( q \) is prime to \( r \)). We have

\[ F^n(\omega_j) = \frac{\phi(j)}{j} \omega_{\phi(j)}, \]

so the matrix of Frobenius with respect to our basis \( W = (\omega_1, \cdots, \omega_{\delta-1}) \) of the kernel of \( \eta \) has the form \( DP \) with \( D \) diagonal and \( P \) a permutation matrix. □

The previous proposition allows us to describe the extra factor appearing in the characteristic polynomial of the \( q \)-th power Frobenius acting on \( B' \).

**Theorem 7.5.** The Weil polynomial \( P \) of \( \mathcal{C} \) is

\[ P(t) = \frac{\chi_M(t)}{U(t)}, \]

where \( \chi_M(t) \) is the characteristic polynomial of the matrix corresponding to the \( q \)-th power Frobenius with respect to \( B' \) and

\[ U(t) = \prod_{i|\delta, i>1} (t^{k_i} - 1)^{\frac{\varphi(i)}{\varphi(k_i)}}, \]

where \( k_i \) is the order of \( q \) in \( \mathbb{Z}/\varphi(i)\mathbb{Z} \) and \( \varphi \) is the Euler totient function.

**Proof.** Proposition 7.4 tells us that \( B' \) decomposes into a direct sum of two spaces including \( H^1_{MW}(\mathcal{C}, \mathbb{Q}_q) \). This means that if we compute the characteristic polynomial of the Frobenius acting on \( B' \), then we have to remove an extra factor from it to recover the Weil polynomial. This extra factor \( U(t) \) is the characteristic polynomial of the Frobenius acting on \( \ker(\eta) \), whose action is described by Proposition 7.4. Since we can change the order of the vectors in the basis \( W \) of \( \ker(\eta) \) (see the Proof of Proposition 7.4) without changing the characteristic polynomial, \( U \) is the characteristic polynomial of \( \tilde{D} \tilde{P} \) where \( \tilde{P} \) is a block diagonal matrix of permutation (the blocks correspond to the disjoint cycles of the permutation \( \phi \) acting on \( \ker(\eta) \)), so \( \chi_{\tilde{D} \tilde{P}} \) is a product of polynomials of the form

\[ (t^{k_i} - \Delta_k), \]

where \( \Delta_k \) is the determinant of the corresponding block of \( \tilde{D} \tilde{P} \) and has the form

\[ \Delta_k = \frac{\phi(j)}{j} \times \frac{\phi^2(j)}{\phi(j)} \times \cdots \times \frac{\phi^{k_i}(j)}{\phi^{k_i-1}(j)}. \]

As \( \phi^k(j) = j \), the previous product is telescopic so \( \Delta_k = 1 \).

In order to describe the number and the lengths of these cycles, we show that the action of \( \phi \) on \( \ker(\eta) \) is equivalent to the action of the \( q \)-th power Frobenius on the \( \delta - 1 \) points at infinity

\[ P_{k,\infty} = [1 : \zeta_k^k : 0], \quad \text{for } 1 \leq k \leq \delta - 1. \]

The map

\[ \psi : \{ P_{k,\infty} = [1 : \zeta_k^k : 0] \in \mathcal{C}(\overline{\mathbb{F}_q}) : k \in [1, \delta-1] \} \rightarrow \{ j = k^{r} \in \mathbb{R}_r^\times : k \in [1, \delta - 1] \} \]

defined by

\[ \psi : P_{k,\infty} \mapsto j = k^{r} \]

is a bijection compatible with the action of the $q$-th power Frobenius and the action of $\phi$. Indeed,
\[
\psi((\Sigma^n(P_{k,\infty})) = \psi([1 : \zeta^{kq} \mod \delta : 0])
\]
\[
= \psi([1 : \zeta^{kq} \mod \delta : 0]) \text{ because of the relations in }\mathbb{P}\left(\frac{r}{\delta}, \frac{d}{\delta}, 1\right)
\]
\[
= (kq \mod \delta) \times \frac{r}{\delta}
\]
\[
= (kq \times \frac{r}{\delta}) \mod r \text{ because if } kq = a\delta + b \text{ then } kq\frac{r}{\delta} = ar + b\frac{r}{\delta}
\]
\[
= \phi(k).
\]
This shows that $U$ is the characteristic polynomial of the $q$-th power Frobenius acting on the $\delta - 1$ points at infinity of $C$ described above.

In $\mathbb{P}(\delta, \delta, 1)$, the points $[X : Y : Z]$ at infinity are those with $Z = 0$ and $Y^r = X^d$, which is equivalent to $\tilde{Y}^\delta = \tilde{X}^\delta$, with $\tilde{Y} = Y^{\frac{1}{\delta}}$ and $\tilde{X} = X^{\frac{1}{\delta}}$: that is, $T^\delta = 1$ where $T = \frac{X}{Y}$.

As we have
\[
T^\delta - 1 = \prod_{i|\delta} \Phi_i(T) = (T - 1) \prod_{i|\delta, i > 1} \Phi_i(T),
\]
where $\Phi_i$ is the $i$-th cyclotomic polynomial, the Frobenius acts on the $\delta - 1$ points at infinity $P_{\infty,k}$ for $1 \leq k < \delta$ as it acts on the roots of
\[
\prod_{i|\delta, i > 1} \Phi_i(T).
\]

If $i$ is an integer dividing $\delta$, then the Frobenius acts on the $\varphi(i)$ roots of $\Phi_i(T)$ as a product of $\frac{\varphi(i)}{i}$ cycles of length $k_i$, where $k_i$ is the order of $q$ in $\mathbb{Z}/\varphi(i)\mathbb{Z}$. So the Frobenius map acts on these $\delta - 1$ points at infinity of $C$ as a permutation whose corresponding permutation matrix has characteristic polynomial
\[
\prod_{i|\delta, i > 1} (t^{k_i} - 1)^{\frac{\varphi(i)}{i}}.
\]

\[\square\]

8. Numerical experiments

In this section, we give some experimental results obtained with a prototypical (and unoptimized) implementation of our algorithm in Magma 2.18. The experiments were run on a single core of a Xeon E5520 machine (2.26GHz, 72GB RAM). We tested our results by taking a random divisor on the curve, multiplying it by the supposed order of the Jacobian of the curve (which is the Weil polynomial evaluated at 1), and checking whether the resulting divisor is principal.

**Example 8.1.** We consider the genus 13 curve
\[
C_{3,15} : \ y^3 = x^{15} + (2\alpha + 5)x^{13} + 2\alpha x^{12} + (3\alpha + 6)x^{10} + 3x^9 + (2\alpha + 4)x^8 + 4\alpha x^7 + 6\alpha x^6 + 6x^4 + \alpha x^3 + (4\alpha + 5)x^2 + (6\alpha + 5)x
\]
defined over $\mathbb{F}_{49} = \mathbb{F}_7[\alpha]/(\alpha^2 - \alpha + 4)$. After 585 seconds, our implementation returns the Weil polynomial of $C$, whose Weil coefficients are
\[
a_1 = 4, \ a_2 = -88, \ a_3 = -317, \ a_4 = 3477, \ a_5 = 45743, \ a_6 = -38408, \ a_7 = -3064081, \ a_8 = 1826186, \ a_9 = 105964107, \ a_{10} = 178170657.
\]
$a_{11} = -3878128722$, $a_{12} = -10860792624$ and $a_{13} = 227741125446$.

Example 8.2. We consider the genus 26 curve
\[ C_{5,15} : y^5 = x^{15} + (4\alpha + 7)x^{13} + (4\alpha + 6)x^{12} + (2\alpha + 4)x^{11} + (10\alpha + 4)x^{10} + (\alpha + 10)x^9 + 4x^8 + 2x^7 + 6x^6 + (3\alpha + 1)x^5 + 10x^4 + (10\alpha + 1)x^3 + (5\alpha + 9)x^2 + (7\alpha + 4)x + 2\alpha + 6 \]
defined over $\mathbb{F}_{21} = \mathbb{F}_{11}[\alpha]/(\alpha^2 - \alpha + 4)$. After 23922 seconds, our implementation returns the Weil polynomial of $C$ whose Weil coefficients are

\[ a_1 = 36, a_2 = 418, a_3 = 3928, a_4 = 107603, a_5 = 1546802, a_6 = 10195080, a_7 = 189193348, a_8 = 3908194517, a_9 = 35529836037, a_{10} = 32385506565, a_{11} = 6026279205222, a_{12} = 71054667707163, a_{13} = 5776394223514, a_{14} = 778885733041473999, a_{15} = 103362684561282136, a_{16} = 98828517113615745, a_{17} = 1135445488387292669, a_{18} = 1225085234430406011, a_{19} = 99921181560443952664, a_{20} = 1369499522065654949886, a_{21} = 1741303649077148465096217, a_{22} = 106684574310478811040502, a_{23} = 118972704592844883568657805, a_{24} = 24375922693902384359526275, a_{25} = 19251288794802123875930835, and $a_{26} = 8130284653021215396447907725$.

Example 8.3. We consider the genus 45 curve
\[ C_{41,11} : y^{11} = x^{11} + 21x^9 + 22x^8 + 12x^7 + 14x^6 + 5x^4 + 15x^3 + 6x^2 + 15x + 11 \]
defined over $\mathbb{F}_{23}$. After 159200 seconds, our implementation returns the Weil polynomial of $C$ whose Weil coefficients are:

\[ a_1 = -10, a_2 = 148, a_3 = -1172, a_4 = 11400, a_5 = -75082, a_6 = 583607, a_7 = -3423792, a_8 = 23458758, a_9 = -127681770, a_{10} = 815749654, a_{11} = -4274768142, a_{12} = 26177112830, a_{13} = -133290333147, a_{14} = 792181088309, a_{15} = -3931625501060, a_{16} = 22819266210165, a_{17} = -110481821962459, a_{18} = 633740960651940, a_{19} = -3001343844798677, a_{20} = 17054767132345719, a_{21} = -79052006236498542, a_{22} = 445634829426753123, a_{23} = -2018975937263556165, a_{24} = 24375922693902384359526275, a_{25} = -5037860363766216893, a_{26} = 281146158641010525301, a_{27} = -1239849286459249269112, a_{28} = 692136868854435563991, a_{29} = -302872378999438911850, a_{30} = 168719424687252264076767, a_{31} = -728584303024763825003860, a_{32} = 405175045675540838943246, a_{33} = -17207665565047921783353414, a_{34} = 953153794465720980803334, a_{35} = -398515032624667404187154280, a_{36} = 2220486855862372905431832556, a_{37} = -9115467662197167357206988372, a_{38} = 509875724000077029250253058483, a_{39} = -20726350693088338385403922280, a_{40} = 1165874930218286023450999204275, a_{41} = -47123764460549112678485443520, a_{42} = 26631761506101496258816899274283, a_{43} = -1077665344364210234686112282045945.
Example 8.4. We consider the genus 57 curve
\[ C_{7,21} : y^7 = x^{21} + \alpha^{166}x^{19} + \alpha^{12}x^{18} + \alpha^{64}x^{17} + \alpha^{102}x^{16} + \alpha^{166}x^{15} + 12x^{14} + \alpha^{25}x^{13} + \alpha^{68}x^{11} + \alpha^{117}x^{10} + \alpha^{8}x^9 + \alpha^{15}x^8 + \alpha^{16}x^7 + \alpha^{127}x^6 + \alpha^{90}x^5 + \alpha^{43}x^4 + \alpha^{128}x^3 + \alpha^{40}x^2 + \alpha^{125}x + \alpha^{99} \]
defined over \( \mathbb{F}_{169} = \mathbb{F}_{13}[\alpha]/(\alpha^2 - \alpha + 2) \). After 380881 seconds, our implementation returns the Weil polynomial of \( C \), which factors as
\[ P_{C_{7,21}}(T) = (T + 13)^6P(T)^2, \]
where \( P \) is the Weil polynomial of a 27-dimensional abelian variety whose Weil coefficients are:
\[
\begin{align*}
    a_1 &= 14, \\
    a_2 &= 224, \\
    a_3 &= 3804, \\
    a_4 &= 68075, \\
    a_5 &= 650370, \\
    a_6 &= 8859458, \\
    a_7 &= 73207214, \\
    a_8 &= 1083567163, \\
    a_9 &= -157139189, \\
    a_{10} &= -20620569697, \\
    a_{11} &= -235795726121, \\
    a_{12} &= -16670241272334, \\
    a_{13} &= -448263291116144, \\
    a_{14} &= -145029700246555, \\
    a_{15} &= -2338811521416873, \\
    a_{16} &= 647629219619169060, \\
    a_{17} &= 6884678186860664665, \\
    a_{18} &= 328920785107272658021, \\
    a_{19} &= 237079853217184617115, \\
    a_{20} &= 527515822487346019749, \\
    a_{21} &= 326749252127936392530802, \\
    a_{22} &= 56147623169758865681964474, \\
    a_{23} &= 35674382266353914319048358, \\
    a_{24} &= -321587623860190547802537740, \\
    a_{25} &= -19029290083673947265278225863, \\
    a_{26} &= -1520894048942510810554534498722, \\
    a_{27} &= -3983387478395886045320044353.
\end{align*}
\]
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