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January 2, 2017

Abstract

We investigate the approximation of the Monge problem (minimizing
∫
Ω
|T (x)− x|dµ(x) among the

vector-valued maps T with prescribed image measure T#µ) by adding a vanishing Dirichlet energy,
namely ε

∫
Ω
|DT |2. We study the Γ-convergence as ε → 0, proving a density result for Sobolev (or

Lipschitz) transport maps in the class of transport plans. In a certain two-dimensional framework
that we analyze in details, when no optimal plan is induced by an H1 map, we study the selected
limit map, which is a new “special” Monge transport, possibly different from the monotone one, and
we find the precise asymptotics of the optimal cost depending on ε, where the leading term is of
order ε| log ε|.

Keywords. Optimal transport, Monge problem, monotone transport, Γ-convergence, density of
smooth maps

AMS subject classification. 49J30, 49J45

1 Introduction

This paper investigates the following minimization problem: given µ, ν two - smooth enough - probability
densities on Rd with µ supported in a domain Ω, we study

inf {Jε(T ) : T#µ = ν} where Jε(T ) =

∫

Ω

|T (x)− x| dµ(x) + ε

∫

Ω

|DT |2 dx.

Here ε is a vanishing positive parameter, | · | is the usual Euclidean norm on Rd or Md(R), DT denotes
the Jacobian matrix of the vector-valued map T and T#µ is the image measure of µ by T (defined by
T#µ(B) = µ(T−1(B)) for any Borel set B ⊂ R

d). We aim to understand the behavior of the functional
Jε in the sense of Γ-convergence and to characterize the limits of the minimizers Tε.

If we do not take in to account this gradient penalization, we recover the classical optimal transport
problem originally proposed by Monge in the 18th century [26]. For this problem, the particular constraint
T#µ = ν makes the existence of minimizers quite difficult to obtain by the direct method of the calculus
of variations; when the Euclidean distance is replaced with nicer functions (usually strictly convex with
respect to the difference x−T (x)), strong progresses have been realized by Kantorovich in the ’40s [19, 20]
and Brenier in the late ’80s [5]. In the Monge’s case of the Euclidean distance, the existence results have
been shown more recently by several techniques: we just mention the first approach by Sudakov [30]
(later completed by Ambrosio [1]) and the differential equations methods by Evans and Gangbo [15], for
the case of the Euclidean norm. More recently, this has been generalized to uniformly convex norms by
approximation [11, 31]; finally, [12] generalizes this result for any generic norm in Rd. We refer to [32] for
a complete overview of the optimal transport theory, and to the lecture notes [28, Section 3.1] or again [1]
for the particular case of the Monge problem with Euclidean norm.

Adding a Sobolev-like penalization is very natural in many applications, for instance in image pro-
cessing, when these transport maps could model transformations in the space of colors, which are then
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required to avoid abrupt variations and discontinuities (see [16]). Also, these problems appear in me-
chanics (see [18]) and computer-science problems [21] , where one looks for maps with minimal distance
distortion (if possible, local isometries with prescribed image measure).

However, in this paper we want to concentrate on the mathematical properties of this penalization.
Notice first that this precisely allows to obtain very quickly the existence of optimal maps, since we
get more compactness and we can this time use the direct method of the calculus of variations (see
Prop. 2.4 below; actually, this is trickier in the case where the source measure is not regular, cf. [24]
and [23, Chapter 1]; this requires to use the theory developed in [3]). The motivation for this vanishing
penalization comes from the particular structure of the Monge problem. It is known that the minimizers
of J0 (that we will denote by J in the following) are not unique and are exactly the transport maps from
µ to ν which also send almost any source point x to a point T (x) belonging to the same transport ray
as x (see below the precise definition). Among these transport maps, selection results are particularly
useful, and approximating with strictly convex transport costs cε(x, y) = |x − y| + ε|x − y|2 brings to
the monotone transport, i.e. the unique transport map which is non-decreasing along each transport
ray. About this special transport map, some regularity properties have been proven: continuity in the
case of regular measures with disjoint and convex supports in the plane [17], uniform estimates on an
approximating sequence under more general assumptions [22]. The question that we propose here is to
know which of these transport maps is selected by the approximation through the gradient penalization;
it is natural to wonder whether this map is again the monotone one, and, more in general, to expect nice
regularity properties for the selected map.

In this paper, we analyze the behavior of Jε when ε vanishes in the sense of the Γ-convergence (see
[4] for the definitions and well-known results about this notion). First of all, we show the “zeroth-order”
Γ-convergence of Jε to the transport energy J ; although straightforward, the proof requires a non-trivial
density result, namely the density of the set of Sobolev maps T ∈ H1(Ω) sending µ to ν among the set of
transport maps. This result looks natural and can of course be used in other contexts. Even if a similar
statement was already present in [7, 29], it was not stated in the same spirit as the formulation that
we give here below. Moreover, we provide a significantly different proof, which recalls the proof of the
density of transport maps into transport plans of [28, Section 1.5].

Theorem 1.1. Let Ω, Ω′ be two Lipschitz polar domains of Rd. Let µ ∈ P(Ω), ν ∈ P(Ω′) be two
probability measures, both absolutely continuous with respect to the Lebesgue measure, with densities f ,
g; assume that f , g belong to C0,α(Ω), C0,α(Ω′) for some α > 0 and are bounded from above and below
by positive constants. Then the set

{T ∈ Lip(Ω) : T#µ = ν}
is non-empty, and is a dense subset of the set

{T : Ω → Ω′ : T#µ = ν}

endowed with the norm || · ||L2(Ω).

As a consequence, under these assumptions on Ω, Ω′, µ, ν, we have Jε
Γ−→ J as ε→ 0.

The definition of “Lipschitz polar domain” is given below in Definition 3.1; it is a large class of star-
shaped domains having Lipschitz boundary. We do not claim this assumption on Ω,Ω′ to be sharp, and
introduced this definition essentially for technical reasons (see the proof in paragraph 3.2).

Notice also that this density result would be completely satisfactory if the assumptions on the measures
in order to get density of Lipschitz maps were the same as to get existence of at least one such a map.
The assumptions that we used are likely not to be sharp, but are the most natural one if one wants
to guarantee the existence of C1,α transport maps (and it is typical in regularity theory that Lipschitz
regularity is not easy to provide, whereas Hölder results work better; notice on the contrary that a
well-established Lp theory is not available in this framework). Anyway, from the proof that we give
in Section 2, it is clear that we are not using much more than the simple existence of Lipschitz maps.
It is indeed an interesting fact, already observed in [28, Section 1.5] that density results for a class D
in the set of transport plans or maps are essentially proven under the same natural assumptions on µ
and ν which guarantee that there exists admissible transport plans or maps in D: here the set of smooth
maps is dense, under assumptions essentially corresponding to those we need for the existence of smooth
transport maps (exactly as it happens that transport maps are dense in transport plans provided µ has
no atoms, which is exactly the standard assumption to guarantee that transport maps do exist).
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Now that the “zeroth-order” Γ-convergence is proven, the natural question which arises concerns the
behavior of the remainder with respect to the order ε: denoting by W1 the optimal value of the Monge
problem, we need to consider (Jε −W1)/ε. The result is the most natural that we expect (and the proof
is this time almost trivial):

Jε(Tε)−W1

ε

Γ−→ H (1)

where H(T ) =






∫

Ω

|DT |2 if T ∈ O1(µ, ν) ∩H1(Ω)

+∞ otherwise

where we have denoted by O1(µ, ν) the set of optimal maps for the Monge problem. Notice that this
result allows immediately to build some examples of measures µ, ν for which the minimal value of the
function H is not attained by the monotone transport map from µ to ν, thanks to suitable analysis of
the minimization of the H1-norm among the set of transport maps on the real line (which has been very
partially treated in [25]).

The convergence (1) gives immediately a first order approximation (meaning inf Jε =W1 + ε infH+
o(ε)) provided that infH 6= +∞, i.e. when there exists at least one map which minimizes the Monge cost
and belongs to the Sobolev space H1(Ω). If no such map exists, the only information given by (1) is that
the order of convergence of the minimal value is strictly smaller than 1, meaning that (Jε(Tε)−W1)/ε→
+∞ for any family of maps (Tε)ε; in this case, both the order of convergence of inf Jε to W1 and the
selected map as ε→ 0 are unknown.

The rest of this paper is devoted to the complete study of this case in a particular example, which has
very interesting properties with respect to these questions. We take as source domain the quarter disk
in the plane Ω = {x = (r, θ) : 0 < r < 1, 0 < θ < π/2} and as target domain an annulus located between
two regular curves in polar coordinates Ω′ = {x = (r, θ) : R1(θ) < r < R2(θ), 0 < θ < π/2}; we endow
these domains with two regular densities f , g satisfying the condition:

for any θ,

∫ 1

0

f(r, θ) r dr =

∫ R2(θ)

R1(θ)

g(r, θ) r dr

which means that the mass (with respect to f) of the segment with angle θ joining the origin to the
quarter unit circle is equal to the mass (with respect to g) of the segment with same angle joining the
two boundaries of Ω′. The situation is described by Figure 1.

Figure 1: The domains Ω, Ω′. The two filled sectors have same mass.

Under these assumptions, the transport rays are supported by the lines starting from the origin and
the optimal transport maps for the Monge problem send each x ∈ Ω onto a point T (x) with same angle;
in other words, any optimal T is written as

T (x) = ϕ(x)
x

|x|

for some scalar function ϕ with inf ϕ > 0. In particular, such a map T must present a singularity at
the origin: if we write ϕ in polar coordinates, and if ϕ(r, θ) has some regularity as r → 0, the point 0 is
sent by T on the whole curve θ 7→ ϕ(0, θ). It is then elementary to prove that

∫
|DT |2 = +∞: we thus

precisely face a case where H ≡ +∞ and, as we have seen above, the asymptotics inf Jε =W1 +O(ε) is
impossible, while the selected map as ε→ 0 is unknown a priori.
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In order to guess the behavior of Jε as ε → 0, the preliminary analysis we propose is the following:
starting from an optimal T for the Monge problem, which is given by T (x) = ϕ(x) · x/|x|, we assume
that T is regular enough away from the origin. Then, a natural construction of a map Tε having a finite
Sobolev norm and which is close from T consists in modifying T only around the origin, and then in
making it regular, while keeping for Tε the constraint of sending µ onto ν. This is possible thanks to the
Dacorogna and Moser’s result (see [13], and below Theorem 2.2 which is the statement we actually use
is this paper), which allows, given two regular enough measures, to send the first one to the second one
through a Lipschitz diffeomorphism. From this perturbation, it then turns out (the formal computations
which lead to it are presented in Paragraph 4.2) that

Jε(Tε) =W1 + ε| log ε|1
3
||ϕ(0, ·)||2H1(0,π/2) + O

ε→0
(ε)

when ϕ(x) = ϕ(r, θ) in polar coordinates. This expansion suggest the following phenomena:

• the leading term of the asymptotics of Jε −W1 as ε→ 0 has order ε| log ε|;

• the main “rest” (namely, (Jε(Tε)−W1)/(ε| log ε|)) involves only the behavior of T around the origin;

• more precisely, among the optimal transport maps for the Monge problem, the selected maps by the
approximation seem to be those which send the origin to the curve θ 7→ ϕ(0, θ) having the smallest
possible one-variable Sobolev norm.

The main result of this paper and its consequences allow to prove that this description of the behavior
of Jε and of its minimizers, as ε → 0, actually holds. As the above analysis suggests, we introduce the
following notations:

• Φ is the one-variable function which realizes the smallest Sobolev norm, among the curves (in polar
coordinates) which fully belong to the target domain Ω′, and K is the square of its Sobolev norm:

Φ = argmin

{∫ π/2

0

(ϕ2 + ϕ′2) : R1(θ) ≤ ϕ(θ) ≤ R2(θ)

}
(2)

and K = ||Φ||2H1(0,π/2) = min

{∫ π/2

0

(ϕ2 + ϕ′2) : R1(θ) ≤ ϕ(θ) ≤ R2(θ)

}
(3)

(the existence and uniqueness of Φ are easy to obtain from convexity and semi-continuity properties
of the problem which defines it);

• for any ε > 0, the functional Fε is defined, on the set of transport maps from µ to ν, as

Fε =
1

ε

(
Jε −W1 −

K

3
ε| log ε|

)

Our main result reads then as follows:

Theorem 1.2. Assume that the functions R1, R2 are Lipschitz on the interval (0, π/2), and that R′
1 has

finite total variation. Assume that f , g are both Lipschitz and bounded from above and from below by
positive constants on Ω, Ω′. We define the functional F as:

• if T does not belong to O1(µ, ν), then F (T ) = +∞;

• if T belongs to O1(µ, ν) and if, for any x = (r, θ) ∈ Ω, T (x) = ϕ(r, θ)
x

|x| , we have

F (T ) =

∫ 1

0

||ϕ(r, ·)||2H1(0,π/2) −K

r
dr +

∫ 1

0

||∂rϕ(r, ·)||2L2(0,π/2) r dr

Then the following properties hold:

1. For any family of maps (Tε)ε such that (Fε(Tε))ε is bounded, there exists a sequence εk → 0 and a
map T such that Tεk → T in L2(Ω).
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2. There exists a constant C, depending only on the domains Ω, Ω′ and on the measures f , g, so that,
for any family of maps (Tε)ε>0 with Tε → T as ε→ 0 in L2(Ω), we have

lim inf
ε→0

Fε(Tε) ≥ F (T )− C

3. Moreover, there exists at least one family (Tε)ε>0 such that (Fε(Tε))ε is indeed bounded.

Let us state also here the following property of the functional F , which allows, together with Theorem 1.2,
to achieve the qualitative description of any limit of minimizers of Jε:

Proposition 1.1. Let T be a map such that F (T ) < +∞. Then, denoting by T (x) = ϕ(r, θ) · x/|x|, the
function

r 7→ ϕ(r, ·)
is continuous from [0, 1] to L2(0, π/2) and satisfies ϕ(0, ·) = Φ.

The meaning of this proposition is that any map having finite energy F (and, thanks to Theorem 1.2,
this is the case of any map T which is limit of minimizers of Jε) must, as we guessed, send the origin to
the curve of Ω′ which is defined by Φ. In particular, depending on the shape of Ω′, it may appear that
such a map is different from the monotone transport: this is the case as soon as the function Φ is not
identically equal to R1, the “lower boundary” of the domain Ω′.

Let us make some comments about Theorem 1.2. This result does not give precisely the Γ-limit of

the functional Fε but only a lower bound on the Γ-liminf; we conjecture that Fε
Γ−→ F − C, where C is

a suitable constant associated to the domains. However, this result is enough to obtain some important
consequences on the behavior of the approximation. Indeed, the fact that there exists a family (Tε)ε such
that (Fε(Tε))ε is bounded implies that this is the case when we take a sequence Tε of minimizers. In in
this case we necessary have, up to subsequences, Tε → T with F (T ) < +∞, which implies then that T
maps the origin onto the curve Φ. Also, the asymptotic behavior which appears is precisely

inf Jε =W1 +
K

3
ε| log ε|+ O

ε→0
(ε)

where K = ||Φ||2H1 , the minimal (square of the) Sobolev norm of the curves valued in Ω′.

We also notice that the ε| log ε| term in the energy is due to the blow-up of the Sobolev norm at a
single point. This fact suggests a formal but deep analogy with the Ginzburg-Landau theory (see for
instance [2]), where one looks at the minimization of

u 7→ 1

ε2

∫

Ω

(1− |u|2)2 +
∫

Ω

|∇u|2 (4)

with given boundary conditions on u (assuming |u| = 1 on ∂Ω). Here, as ε → 0, the two terms are
contradictory in the functional, as one requires |u| ≈ 1 and the other u ∈ H1. For instance, in the case
where Ω is a ball and u is constrained to be the identity on ∂Ω, it is not possible to select an H1 vector
field, of unit norm, with the required boundary datum. In our case, the situation is similar. The two
contradictory phenomena are the fact that T has to preserve the transport rays (to optimize the Monge
problem) and that it has a finite Sobolev norm; this also leads to the creation of an explosion (that we
could call a vortex; here we have explosion at the origin, which is sent to a whole curve belonging to the
target domain). The excess of order ε| log ε| is a common feature of the two problems.

If we want to push the analogy to a further level, we can recall the main precise result of the Ginzburg-
Landau analysis of [2]: the minimal value in (4) is asymptotically equivalent to 2πd0| log ε|, where d0 is
the topological degree of the map u : ∂Ω → S

1, i.e. it depends on the boundary condition. In our problem,
we also identify the coefficient in front of the logarithmic cost, which is given by the constant K/3 in (3):
it depends on Ω′, which is indeed part of the “boundary condition” (i.e. of the constraint T#µ = ν of our
problem; notice that the fact that T should send Ω into Ω′ is usually called second boundary condition in
the Monge-Ampère community). Then, after the logarithmic term, both in the Ginzburg-Landau model
and here there is a lower order analysis. In the Ginzburg-Landau problem this lets a functional based on
the position where the vertices appear, while here we are only able to give some bounds on the Γ-limit
of the re-scaled functional: however, the estimates for the Γ-liminf and the Γ-limsup only differ by an
additive constant, and are enough to provide a satisfactory qualitative behavior of the optimal structure.
This allows to find the limit profile of the optimal maps Tε in polar coordinates, close to the vortex r = 0.
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Plan of the paper. Section 1 collects general notations and well-known facts about the Monge problem,
basic notions of Γ-convergence and some useful and elementary results about the optimal transport with
gradient term. In Section 2, we prove the density of the Sobolev transport maps among the transport
maps and state the results of Γ-convergence with order 0 and with order 1 of (Jε)ε for generic (regular)
domains and measures. In Section 3, we study precisely the example of ε| log ε| approximation in the
above framework; the main results and its interpretations are given in Paragraph 3.3, following a formal
computation that we present in Paragraph 3.2. Section 4 is completely devoted to the rigorous proof of
the main result of this paper (Theorem 1.2).
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part of the project 2010A2TFX2 “Calcolo delle Variazioni”, financed by the Italian Ministry of Research
and is partially financed by the “Fondi di ricerca di ateneo” of the University of Pisa.

2 Preliminary notions

2.1 Known facts about the Monge problem

In this section, we recall some well-known facts and useful tools about the optimal transportation problem
with the Monge cost c(x, y) = |x − y|, where | · | is the Euclidean norm on Rd. The proofs and many
details can be found in [1] and [28, Section 3.1].

Let Ω, Ω′ be two bounded open sets on R
d, µ ∈ P(Ω) and ν ∈ P(Ω′); assume that µ is absolutely

continuous with respect to the Lebesgue measure with density f . Then we set

W1(µ, ν) = min

{∫

Ω

|T (x)− x| dµ(x) : T : Ω → R
d, T#µ = ν

}

the minimal value of the Monge transport cost from µ to ν, and

O1(µ, ν) =

{
T : Ω → R

d : T#µ = ν and

∫

Ω

|T (x)− x| dµ(x) =W1(µ, ν)

}

the set of optimal transport maps for the Monge cost (if there is no ambiguity, we will simply use the
notations W1 and O1). Notice that the above Monge problem is a particular issue of its Kantorovich
formulation, i.e.

min

{∫

Ω×Ω′

|y − x| dγ(x, y) : γ ∈ P(Ω× Ω′) : (πx)#γ = µ, (πy)#γ = ν

}
,

and the minimal value of this problem coincides with W1(µ, ν).

Theorem 2.1 (Duality formula for the Monge problem). We have the equality

W1(µ, ν) = sup

{∫

Ω′

u(y)dν(y)−
∫

Ω

u(x)dµ(x) : u ∈ Lip1(R
d)

}

where Lip1(R
d) denotes the set of 1-Lipschitz functions Rd → R. The optimal functions u are called

Kantorovich potentials. Moreover, if Ω is a connected set and if the set {f > 0} \Ω′ is a dense subset of
Ω, then the restriction of the optimal u to suppµ ∪ supp ν is unique, up to an additive constant.

As a direct consequence of the duality formula, if T : Ω → Rd sends µ to ν and u ∈ Lip1(R
d), we have

the equivalence:

{
T ∈ O1(µ, ν)
u is a Kantorovich potential

⇐⇒ for µ-a.e. x ∈ Ω, u(T (x))− u(x) = |T (x)− x|

We now introduce the following crucial notion of transport ray:
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Definition 2.1 (Transport rays). Let u be a Kantorovich potential and x ∈ Ω, y ∈ Ω′. Then:

• the open oriented segment (x, y) is called transport ray if u(y)− u(x) = |y − x|;

• the closed oriented segment [x, y] is called maximal transport ray if any point of (x, y) is contained
into at least one transport ray with same orientation as [x, y], and if [x, y] is not strictly included
in any segment with the same property.

Proposition 2.1 (Geometric properties of transport rays). The set of maximal transport rays does not
depend on the choice of the Kantorovich potential u and only depends on the source and target measures µ
and ν. Moreover:

• any intersection point of two different maximal transport rays is an endpoint of these both maximal
transport rays;

• the set of the endpoints of all the maximal transport rays is Lebesgue-negligible.

These notions allow to prove the existence and to characterize the optimal transports:

Proposition 2.2 (Existence and characterization of optimal transport maps). The solutions of the Monge
problem exist and are not unique; precisely, a map T sending µ to ν is optimal if and only if:

• for a.e. x ∈ Ω, T (x) belongs to the same maximal transport ray as x;

• the oriented segment [x, T (x)] has the same orientation as this transport ray.

We finish by recalling that, among all maps in O1(µ, ν), there is a special one which has received much
attention so far, and by quickly reviewing its properties.

Proposition 2.3 (The monotone map and a secondary variational problem). If µ is absolutely contin-
uous, there exists a unique transport map T from µ to ν such that, for each maximal transport ray S,
T is non-decreasing from the segment S ∩ Ω to the segment S ∩ Ω′ (meaning that if x, x′ ∈ Ω belong to
the same transport ray, then [x, x′] and [T (x), T (x′)] have the same orientation).Moreover, T solves the
problem

inf

{∫

Ω

|T (x)− x|2 dµ(x) : T ∈ O1(µ, ν)

}
.

Notice that this solution is itself obtained as limit of minimizers of a perturbed variational problem,
namely

inf

{∫

Ω

|T (x)− x| dµ(x) + ε

∫

Ω

|T (x)− x|2 dµ(x) : T#µ = ν

}

This very special transport map is probably one of the most natural in O1(µ, ν) and one of the most
regular. In particular, under some assumptions on the densities f , g and their supports Ω, Ω′ (convex and
disjoint supports in the plane and continuous and bounded by above and below densities), this transport
has also been shown to be continuous [17], and [22] gives also some regularity results for the minimizer
Tε of an approximated problem where c is replaced with cε(x, y) =

√
ε2 + |x− y|2 (local uniform bounds

on the eigenvalues of the Jacobian matrix Tε).

2.2 Tools for optimal transport with gradient penalization

Existence of solutions. We begin by showing the existence of solutions for the penalized problem
with an elementary proof:

Proposition 2.4. Let Ω be a bounded open set of Rd with Lipschitz boundary. Let µ ∈ P(Ω) be absolutely
continuous with density f , and ν ∈ P(Rd) such that the set

{
T ∈ H1(Ω) : T#µ = ν

}

is non-empty. Then for any ε > 0, the problem

inf

{∫

Ω

|T (x)− x|f(x)dx+ ε

∫

Ω

|DT (x)|2 dx : T ∈ H1(Ω), T#µ = ν

}
(5)

admits at least one solution.
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Proof. We use the direct method of the calculus of variations. Let (Tn)n be a minimizing sequence; since
this sequence is bounded in H1(Ω), it admits, up to a subsequence, a limit T for the strong convergence
in L2(Ω); moreover, we also can assume Tn(x) → T (x) for a.e. x ∈ Ω, which also implies that the
convergence holds µ-a.e.. This implies that T still satisfies the constraint on the image measure (since,
for a continuous and bounded function ϕ, the a.e. convergence provides

∫
Ω
ϕ◦Tn dµ→

∫
Ω
ϕ◦T dµ) and is

thus admissible for (5). On the other hand, it is clear that the functional that we are trying to minimize
is lower semi-continuous with respect to the weak convergence in H1(Ω). This achieves the proof.

This existence result can be of course adapted to any functional with form
∫
Ω
L(x, T (x), DT (x))dµ(x) un-

der natural assumptions on the Lagrangian L (continuity with respect to the two first variables, convexity
and coercivity with respect to the third one).

Existence of smooth transport maps and Dacorogna-Moser’s result. In the above existence
theorem, the fact that the set of admissible maps is non-empty was an assumption. If the measures are
regular enough, it can be seen as a consequence of the classical regularity results of the optimal transport
maps for the quadratic cost [8, 9, 10, 14]. We recall here another result which provides the existence of a
regular diffeomorphism which sends a given measure onto another one, which will be used several times
in the paper. This result is due to Dacorogna and Moser [13] (this construction is nowadays regularly
used in optimal transport, starting from the proof by Evans and Gangbo, [15]; it is also an important
tool for the equivalence between different models of transportation, see [27]; notice that the transport
that they consider is in some sense optimal for a sort of congested transport cost, as pointed out years
ago by Brenier in [6]). The version of their result that we will use is the following:

Theorem 2.2. Let U ⊂ Rd be a bounded open set with C3,α boundary ∂U . Let f1, f2 be two positive
Lipschitz functions on U such that ∫

U

f1 =

∫

U

f2

Then there exists a Lipschitz diffeomorphism T : U → U satisfying





detDT (x) =

f1(x)

f2(T (x))
, x ∈ U

T (x) = x, x ∈ ∂U

Moreover, the Lipschitz constant of T is bounded by a constant depending only on U , on the Lipschitz
constants and on the lower bounds of f1 and f2 .

Notice that the equation satisfied by T exactly means (as T is Lipschitz and one-to-one) that it sends
the measures with density f1 onto the measure with density f2. The result of the original paper [13,
Theorem 1’] deals with different assumptions on the density f1 (f1 ∈ Ck+3,α(U) and the result is a Ck+1,α

diffeomorphism) but only considered f2 = 1. We gave here a formulation better suitable for our needs,
easy to obtain from the original theorem; for the sake of completeness, let us state the following corollary,
which will be used several times in practice:

Corollary 2.1. Let Ω, Ω′ be two bounded open sets, and assume that there exists Ω′′ open, bounded
and with C3,α boundary, and ψ1 : Ω → Ω′′, ψ2 : Ω′ → Ω′′ two bi-Lipschitz diffeomorphisms, so that the
Jacobian determinants detDψ1, detDψ2 are also Lipschitz. Let f1 ∈ Lip(Ω), f2 ∈ Lip(Ω′) be two positive
functions with

∫
Ω f1 =

∫
Ω′ f2. Then there exists a bi-Lipschitz diffeomorphism T : Ω 7→ Ω′ such that:

• T sends the measure f1 · Ld|Ω to the measure f2 · Ld|Ω′ ;

• for any x ∈ ∂Ω, T (x) = ψ−1
2 ◦ ψ1(x).

Moreover, LipT ≤ C, where C depends only on the lower bounds of f1, f2, on their Lipschitz constants,
on the domains and on ψ1, ψ2.

The proof is elementary, by applying Theorem 2.2 to the domain Ω′′ and with the measures (ψ1)#f1, (ψ2)#f2
(the Lipschitz regularity of the Jacobian determinants is needed to guarantee regularity of these image
measures). We do not claim the assumptions of Corollary 2.1 to be sharp, but they are sufficient for the
case we are interested in (see paragraphs 2.2 and 4.2).
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The one-dimensional case. We finish by giving some very partial results about the optimal transport
problem with gradient term on the real line. First, we recall the classical result about the one-dimensional
optimal transportation problem (we refer for instance to [28, Chapter 2] for the proof):

Proposition 2.5. Let I be a bounded interval of R and µ ∈ P(I) be atom-less and ν ∈ P(R). Then
there exists a unique map T : I → R which is non-decreasing and sends µ onto ν, and a unique map
U : I → R which is non-increasing and sends µ to ν. Moreover, if h is a convex function R → R, then
the non-decreasing map T solves the minimization problem

inf

{∫

Ω

h(T (x)− x)dµ(x) : T#µ = ν

}

with uniqueness provided that h is strictly convex.

Now we state the results concerning the optimality of this monotone map T for the Sobolev norm among
the transport maps.

Proposition 2.6. Let I be a bounded interval of R. Let µ be a positive and finite measure on I, having
a density f , and ν be a positive measure on R having same mass as µ. Then:

• Assume µ is uniform. Then, for any convex and non-decreasing function h on R, both the non-
decreasing and the non-increasing maps from µ to ν solve the problem

inf

{∫

I

h(|T ′(x)|)dx : T#µ = ν

}
.

• There exists a constant α0 > 1 so that, if f satisfies
sup f

inf f
≤ α0, then either the non-decreasing

map or the non-increasing map from µ to ν solves

inf

{∫

I

|T ′(x)|2 dx : T#µ = ν

}
. (6)

• On the other hand, for any α large enough, one can find a measure µα having a density fα satis-

fying
sup fα
inf fα

= α, and a measure να, for which neither the non-decreasing and the non-increasing

transport map from µα to να are optimal for (6).

The proof of the optimality of the monotone map where µ is uniform is fully included in [25], and the more
general case is a consequence of the results of [23, Section 2.1]. Concerning the case where (sup f)/(inf f)
is too large, it is enough to consider the following counter-example: we fix a function V on [0, 1], which is
equal to the triangle function (i.e. x 7→ 2x on [0, 1/2] and 2− 2x on [1/2, 1]); and, for α > 0, we consider
a density fα which takes the value 1 on [1/4, 3/4], and the value α elsewhere on [0, 1]. It is then easy to
compute the unique non-decreasing map from µα to the image measure να := V#µα; denoting by Tα this
map, we then check that

∫
|V ′|2 <

∫
|T ′

α|2 for α large enough, and the same holds for the non-increasing
map Uα. The same construction has been used in order to build similar counter-examples in other kind
of “regularized” transport problems (see [21]).

2.3 Definitions and basic results of Γ-convergence

We finish this preliminary section by the tools of Γ-convergence that we will use throughout this paper.
All the details can be found, for instance, in the classical Braides’s book [4]. In what follows, (X, d) is a
metric space.

Definition 2.2. Let (Fn)n be a sequence of functions X 7→ R. We say that (Fn)n Γ-converges to F , and

we write Fn
Γ−→
n
F if, for any x ∈ X, we have

• for any sequence (xn)n of X converging to x,

lim inf
n

Fn(xn) ≥ F (x) (Γ-liminf inequality);
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• there exists a sequence (xn)n converging to x and such that

lim sup
n

Fn(xn) ≤ F (x) (Γ-limsup inequality).

This definition is actually equivalent to the following equalities for any x ∈ X :

F (x) = inf
{
lim inf

n
Fn(xn) : xn → x

}
= inf

{
lim sup

n
Fn(xn) : xn → x

}

The function x 7→ inf
{
lim inf

n
Fn(xn) : xn → x

}
is called Γ-liminf of the sequence (Fn)n, and the other

one its Γ-limsup. A useful result is the following (which, for instance, implies that a constant sequence
of functions does not Γ-converge to itself in general):

Proposition 2.7. The Γ-liminf and the Γ-limsup of a sequence of functions (Fn)n are both lower semi-
continuous on X.

The main interest of Γ-convergence is its consequences in terms of convergence of minima:

Theorem 2.3. Let (Fn)n be a sequence of functions X → R and assume that Fn
Γ−→
n
F . Assume moreover

that there exists a compact and non-empty subset K of X such that

∀n ∈ N, inf
X
Fn = inf

K
Fn

(we say that (Fn)n is equi-mildly coercive on X). Then F admits a minimum on X and the sequence
(infX Fn)n converges to minF . Moreover, if (xn)n is a sequence of X such that

lim
n
Fn(xn) = lim

n
(inf
X
Fn)

and if (xϕ(n))n is a subsequence of (xn)n having a limit x, then F (x) = infX F .

We finish with the following result, which allows to focus on the Γ-limsup inequality only on a dense
subset of X under some assumptions:

Proposition 2.8. Let (Fn)n be a sequence of functionals and F be a functional X → R. Assume that
there exists a dense subset Y ⊂ X such that:

• for any x ∈ X, there exists a sequence (xn)n of Y such that xn → x and F (xn) → F (x);

• the Γ-limsup inequality holds for any x ∈ Y .

Then it holds for any x belonging to the whole X.

3 Generalities and density of Sobolev transport maps

In what follows, we consider two regular enough domains Ω, Ω′ and two measures µ ∈ P(Ω), ν ∈ P(Ω′)
with positive and bounded from below densities f , g; we assume moreover that the class of maps T ∈
H1(Ω) sending µ onto ν is non-empty (for instance, the assumptions of the Dacorogna-Moser’s result are
enough). The functional that we will study is defined, for ε > 0, by

Jε : T 7→
∫

Ω

|T (x)− x| dµ(x) + ε

∫

Ω

|DT (x)|2 dx

and we denote by J the corresponding functional when ε = 0 (which is, thus, the classical Monge’s
transport energy); moreover, we extend Jε, J to the whole L2(Ω) by setting Jε(T ) = J(T ) = +∞ for a
map T which is not a transport map from µ to ν.

As usual in transport theory, we consider as a setting for our variational problems the set of transport
plans γ which are probabilities on the product space Ω × Ω′ with given marginals (πx)#γ = µ and
(πy)#γ = ν and all the Γ-limits that we consider in that follows are considered with respect to the
weak convergence of plans as probability measures. However, due to our choices of the functionals that
we minimize, most of the transport plan that we consider will be actually induced by transport maps,
i.e. γT = (id × T )#µ with T#µ = ν. These maps are valued in Ω′, which is bounded, and are hence
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bounded. We could also consider different notions of convergence, in particular based on the pointwise
convergence of these plans, and we will actually do it often. For simplicity, we will use the convergence
in L2(Ω;Ω′) (but, since these functions are bounded, this is equivalent to any other Lp convergence with
p < ∞). As the following lemma (which will be also technically useful later) shows, this convergence is
equivalent to the weak convergence in the sense of measures of the transport plans:

Lemma 3.1. Assume that Ω, Ω′ are compact domains and µ is a finite non-negative measure on Ω. Let
(Tn)n be a sequence of maps Ω → Ω′. Assume that there exists a map T such that γTn

⇀ γT in the weak
sense of measures. Then Tn → T in L2

µ(Ω).
Conversely, if Tn → T in L2

µ(Ω), then we have γTn
⇀ γT in the weak sense of measures.

Proof. If γTn
⇀ γT and ϕ ∈ Cb(Ω) is a vector-valued function, we have

∫

Ω

ϕ(x) · Tn(x)dµ(x) =

∫

Ω×Ω′

ϕ(x) · y dγTn
(x, y) →

∫

Ω×Ω′

ϕ(x) · y dγT (x, y) =

∫

Ω

ϕ(x) · T (x)dµ(x)

which proves that Tn ⇀ T weakly in L2
µ(Ω). On the other hand,

∫

Ω

|Tn(x)|2 dµ(x) =

∫

Ω×Ω′

|y|2 dγTn
(x, y) →

∫

Ω×Ω′

|y|2 dγT (x, y) =

∫

Ω

|T (x)|2 dµ(x)

thus ||Tn||L2
µ
→ ||T ||L2

µ

and the convergence Tn → T is actually strong.
Conversely, assume that Tn → T in L2

µ(Ω) and let (nk)k be such that the convergence Tnk
(x) → T (x)

holds for a.e. x ∈ Ω, then for any ϕ ∈ Cb(Ω× Ω′) we have

∫

Ω×Ω′

ϕ(x, y)dγTnk
(x, y) =

∫

Ω

ϕ(x, Tnk
(x))dµ(x) →

∫

Ω

ϕ(x, T (x))dµ(x) =

∫

Ω×Ω′

ϕ(x, y)dγT (x, y).

This proves γTnk
⇀ γT , but, the limit being independent of the subsequence, we easily get the convergence

of the whole sequence.

Since the set of transport plans between µ to ν is compact for the weak topology in the set of measures
on Ω×Ω′, a consequence of Lemma 3.1 is that the equi-coercivity needed in Theorem 2.3 will be satisfied
in all the Γ-convergence results that follows. Therefore, we will not focus on it anymore and still will
consider that these results imply the convergence of minima and of minimizers.

3.1 Statements of the zeroth and first order Γ-convergences

Zeroth order Γ-limit. The first step consists in checking that Jε
Γ−→ J . Here we must consider that Jε

is extended to transport plan by setting +∞ on those transport plans which are not of the form γ = γT
for T ∈ H1, and that J is defined as usual as J(γ) =

∫
|x − y| dγ for transport plans. The proof of the

Γ-convergence uses Theorem 1.1 on density of Sobolev transports, that we prove below in Paragraph 3.2.
This density result holds for Hölder and bounded from below densities, and for a large class of domains
that we define as follows:

Definition 3.1. We call Lipschitz polar domain any open bounded subset Ω of Rd having form

Ω =

{
x ∈ R

d : |x− x0| < γ

(
x− x0
|x− x0|

)}

for some x0 ∈ Ω and a Lipschitz function γ : Sd−1 → (0,+∞). In particular, such a domain Ω is
star-shaped with Lipschitz boundary.

Proposition 3.1 (Zeroth order Γ-limit). Assume that Ω, Ω′ are both Lipschitz polar domains and that

f , g are both C0,α and bounded from below. Then Jε
Γ−→ J as ε→ 0.

Proof. The Γ-liminf inequality is trivial (we have Jε ≥ J by definition, and J is continuous for the weak
convergence of plans), and the Γ-limsup inequality is a direct consequence of the Prop. 2.8 and of the
density of the set of Sobolev transports for the L2-convergence.

11



First order Γ-limit. We state it as follows, with this time a short proof:

Proposition 3.2 (First order Γ-limit). Assume simply that f , g are bounded from below on Ω, Ω′ and

that Ω has Lipschitz boundary. Then the functional
Jε −W1

ε
Γ-converges, when ε→ 0, to

H : T 7→
{∫

Ω
|DT (x)|2 dx if T ∈ O1(µ, ν) ∩H1(Ω)

+∞ otherwise,

where, again, H is extend to plans which are not induced by maps by +∞.

Proof. Γ-limsup inequality. If T ∈ O1(µ, ν), then by choosing Tε = T for any ε we obtain automatically
Jε(Tε)−W1

ε
=
∫
Ω
|DT |2 for each ε. It remains to show that if T /∈ O1(µ, ν), then we have

Jε(Tε)−W1

ε
→

+∞ for any sequence (Tε)ε converging to T ; but since the map

T 7→
∫

Ω

|T (x)− x| dµ(x)

is continuous for the L2-convergence, we have for such a (Tε)ε

lim inf
ε

Jε(Tε)−W1

ε
≥ lim inf

ε

1

ε

(∫

Ω

|T (x)− x| dµ(x)−W1

)

which is +∞ since T is not optimal for the Monge problem.

Γ-liminf inequality. We can concentrate on sequence of maps Tε with equibounded values for
Jε(Tε)−W1

ε
,

which provides a bound on
∫
Ω
|DTε|2. Assuming the liminf to be finite, from

C ≥ Jε(Tε)−W1

ε
=

1

ε

(∫

Ω

|Tε(x)− x| dµ(x)−W1

)
+

∫

Ω

|DTε|2 ≥
∫

Ω

|DTε|2

we deduce as above that T must belong to O1(µ, ν) and, since the last term is lower semi-continuous with
respect to the weak convergence in H1(Ω) (which is guaranteed up to subsequences since (Jεk(Tεk))k is
bounded) we get the inequality we look for.

Since the Γ-convergence implies the convergence of minima, we then have

inf Jε = inf J + ε infH + o(ε) =W1 + ε infH + o(ε)

provided that the infimum is finite, which means that there exists at least one transport optimal map T
also belonging to the Sobolev space H1(Ω). In the converse case, and under the assumptions of the zeroth
order Γ-convergence, we have

inf Jε →W1 and
inf Jε −W1

ε
→ +∞

which means that the lowest order of convergence of inf Jε to J is smaller as ε. The study of a precise
example where this order is ε| log ε| is the object of Section 4.

What about the selected map ? The first-order Γ-convergence and the basic properties of Γ-limits
imply that, if Tε minimizes Jε, then Tε → T which minimizes the Sobolev norm among the set O1(µ, ν)
of optimal transport maps from µ to ν. This gives a selection principle, via a secondary variational
problem (minimizing something in the class of minimizers), in the same spirit of what we presented for
the monotone transport map along each transport ray. A natural question is to find which is this new
“special” selected map, and whether it can coincide with the monotone one. Thanks to the non-optimality
results of this map for the Sobolev cost on the real line, the answer is that they are in general different.
We can look at the following explicit counter-example (where we have however O1(µ, ν) ∩H1(Ω) 6= ∅).

Let us set Ω = (0, 1)2, Ω′ = (2, 3) × (0, 1) in R2. Let F , G be two probability densities on the real
line, supported in (0, 1) and (2, 3) respectively; we now consider the densities defined by

f(x1, x2) = F (x1) and g(x1, x2) = G(x1)
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Then, if t is a transport map from F to G on the real line and T (x1, x2) = (t(x1), x2), it is easy to check
that T sends the density f onto g and if u(x1, x2) = x1 we have

|T (x)− x| = |t(x1)− x1| = t(x1)− x1 = u(T (x1, x2))− u(x1, x2)

This proves that T is optimal and u, which is of course 1-Lipschitz, is a Kantorovich potential, so that
the maximal transport rays are exactly the segments [0, 3]× {x2}, 0 < x2 < 1. As a consequence,

T ∈ O1(µ, ν) ⇐⇒ T (x1, x2) = (t(x1, x2), x2) with
t(·, x2)#F = G

for a.e. x2

In particular, the monotone transport map along the maximal transport rays is x 7→ (t(x1), x2), where t
is the non-decreasing transport map from F to G on the real line. For this transport map T , we have

∫

Ω

|DT (x)|2 dx =

∫ 1

0

t′(x1)
2 dx1

Now, one can choose F , G such that the solution of

inf

{∫ 1

0

U ′(x1)
2 dx1 : U#F = G

}
(7)

is not attained by the increasing transport map from F , to G. Thus, if t̃ minimizes (7) and T̃ (x1, x2) =
t̃(x1), we have

∫

Ω

|DT̃ (x)|2 dx =

∫ 1

0

t̃′(x1)
2 dx1 <

∫ 1

0

t′(x1)
2 dx1 =

∫

Ω

|DT (x)|2 dx

and T̃ is also an optimal transport map for the Monge problem.

3.2 Proof of the density of Lipschitz transports

In this section, we focus on the proof of the density of the set of Lipschitz transport maps in the set of
all the transport maps. Before starting the proof of this result, let us give some quick comments on it.

First of all, for the sake of the applications to the zero-th order Γ-convergence of the previous section,
we only need the density of those maps belonging to the Sobolev space H1(Ω); also, we needed density
in the set of plans, but since it is well known that transport maps are dense in the set of transport plans,
for simplicity we will prove density in the set of maps. Concerning the assumptions on the measure to be
Hölder and bounded from above and below, we notice that they are also used in several classical results
on regularity of transport maps (cf. the Caffarelli’s regularity theory, or even the Dacorogna and Moser’s
result above).

Finally, the assumptions on the domains are only needed for technical reasons; basically, they allow
to send them onto the unit ball through a Lipschitz diffeomorphism. This is the aim of the following
lemma, that we will use several times:

Lemma 3.2. If U is a Lipschitz polar domain with

U =

{
x ∈ R

d : |x− x0| < γ

(
x− x0
|x− x0|

)}

then there exists a map α : U → B(0, 1) such that:

• α is a bi-Lipschitz diffeomorphism from U to B(0, 1);

• detDα is Lipschitz and bounded from below (thus, detDα−1 is also Lipschitz);

• for any x 6= x0,
α(x)

|α(x)| =
x− x0
|x− x0|

(We will not use the third property in the proof of Theorem 1.1, but it will be useful later in section 5.2).
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Proof. Up to a translation and a dilation, we can assume x0 = 0 and γ ≤ 1 on Sd−1. Now we set

α(x) =






x if |x| ≤ 1

2
γ

(
x

|x|

)

λ(x)
x

|x| otherwise
.

for a suitable choice of the function λ : U → [0,+∞). Assuming that λ is Lipschitz, we compute Dα on

the region

{
|x| > 1

2
γ(x/|x|)

}
. Here we have Dα = x⊗∇

(
λ(x)

x

)
+

λ

|x|Id thus, in an orthonormal basis

whose first vector is e =
x

|x| ,

Dα =




|x|∂e
(
λ(x)

|x|

)
|x|∂e2

(
λ(x)

|x|

)
. . . |x|

(
∂en

λ(x)

|x|

)

0 0 . . . 0
...

... . . .
...

0 0 . . . 0




+
λ

|x|In

and detDα =

(
|x|∂e

(
λ(x)

|x|

)
+
λ(x)

|x|

)(
λ(x)

|x|

)n−1

We write λ = λ(r, e) where r = |x|, which leads to

detDα =

(
r∂r

(
λ

r

)
+
λ

r

)(
λ

r

)n−1

= ∂rλ

(
λ

r

)n−1

At this time, we see that the following conditions on λ allow to conclude:

• λ is Lipschitz on the domain
{

γ(x/|x|)
2 ≤ |x| ≤ γ(x/|x|)

}
;

• if we fix e ∈ Sd−1, then λ(·, e) is increasing on the interval
[
γ(e)
2 , γ(e)

]
;

• λ
(

γ(e)
2 , e

)
= γ(e)

2 and λ(γ(e), e) = 1;

• ∂rλ
(
λ
r

)n−1
is Lipschitz and is equal to 1 for r = γ(e)

2 , which means ∂rλ
(

γ(e)
2 , e

)
= 2n−1.

To satisfy these conditions, it is enough to choose for λ(·, e) a second-degree polynomial function with

prescribed values at γ(e)
2 , γ(e) and prescribed first derivative at γ(e)

2 .

Proof of Theorem 1.1. In a first time, we assume Ω and Ω′ to be both equal to the unit square
[
− 1

2 ,
1
2

]d
;

we will generalize later to any pair of Lipschitz polar domains (see Step 4 below). Moreover, we will
also identify the cube Ω with a Torus, in order to define regularizations by convolution on it. Let then
T : Ω → Ω be a transport from µ to ν; our goal is to build a sequence (Tn)n of Lipschitz maps such that

Tn
L2(Ω)−−−−−→
n→+∞

T and ∀n ∈ N, (Tn)#µ = ν

Step 1: regularization of the transport plan.
We denote by γ the transport plan associated to T ; let us recall that it is defined by

∫∫

Ω2

ϕ(x, y)dγ(x, y) =

∫

Ω

ϕ(x, T (x))f(x)dx

for any continuous and bounded function ϕ on Ω× Ω′.
We then consider a standard sequence of convolution kernels (ρk)k, approximating the identity, and

define a sequence of measures (γk)k by

dγk(x, y) = ρk(y − T (x))f(x)dy dx

for each k (here y − T (x) has to be considered in a periodic sense, and this is why we identified Ω with
the torus; in this way, there is no loss of mass in this approximation). By construction, γk has a density
on Ω2 which is smooth and bounded from below by a positive constant ck. We also notice that:
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• γk has µ as first marginal, for any k; moreover, its second marginal, that we will denote by νk, has
also a smooth density which is bounded from below by a positive constant;

• we have the convergence γk ⇀ γ in the weak sense of measures; as a consequence, the convergence
νk ⇀ ν holds as well.

Step 2: construction of a transport map corresponding to the regularized transport plan.

The goal of this step is to build, for each k, a family of regular maps (T k
h )h sending µ to νk and so

that, up to a suitable diagonal extraction, the convergence T k
hk

→ T holds in L2(Ω). We fix k ∈ N and
a dyadic number h, and decompose Ω =

⋃
i

Qi into a union of cubes Qi, each with size-length 2h, via a

regular grid. For each i, we set

µi = µ|Qi
= (π1)#(γk|(Qi×Ω)) and νki = (π2)#(γk|(Qi×Ω))

It is clear that these two measures have same mass, the first one having Qi as support and the second
one Ω. Moreover, the assumptions on µ and the remarks above about γk guarantee that µi and νi have
both a density which is Lipschitz and bounded from below. The end of this step consists in building a
map Uk

i,h, from the cube Qi to Ω, such that:

• Uk
i,h is Lipschitz continuous;

• Uk
i,h(x) = x for x ∈ ∂Qi (notice that, although the source and the target set of Uk

i,h are different,
this makes sense since Qi is included in Ω);

• Uk
i,h sends the measure µi onto νki .

We then define a global map T k
h : Ω → Ω by T k

h (x) = Uk
i,h(x) on each Qi. We notice that the first point

above guarantees that T k
h is Lipschitz on each Qi, the second one that it is continuous on each common

boundary Qi∩Qj (thus it is globally Lipschitz on Ω), and the third one that it sends µ to νk, as required.
Let us now explain very briefly the construction of such a Uk

i,h. For the sake of simplicity, we give the
details only in the case where Qi is not an extreme cube of Ω, i.e. where ∂Qi ∩ ∂Ω is empty, and claim
that the extreme case can be treated in a similar way.

We denote by xi the center of Qi which has radius h (for the infinite norm in Rd), and by δ1 and δ2
the two positive numbers such that

µ(Qi \B∞(xi, δ1)) =
1

2
νki (Ω \Qi)

µ(B∞(x1, δ1) \B∞(xi, δ2)) =
1

2
νki (Ω \Qi)

and µ(B∞(xi, δ2)) = νki (Qi)

where B∞ denotes the unit ball for the norm || · ||∞. Then:

• with an identical proof as Lemma 3.2, we may find two Lipschitz diffeomorphisms ψ1
1 and ψ2

1 , with
Lipschitz Jacobian determinants, sending Qi \B∞(xi, δ1) and Ω\Qi to B(0, 1)\B(0, 1/2) (where B
denotes this time the unit ball for the Euclidean norm) and having the property (ψ1

2)
−1 ◦ψ1

1(x) = x
on the boundary ∂Qi. Applying our version of the Dacorogna-Moser’s result (Corollary 2.1) gives
us a fist Lipschitz map V1 so that

(V1)|#(µ|Qi\B∞(xi,δ1)) =
1

2
νki |Ω\Qi

and V1(x) = x on ∂Qi

• There exists also two diffeomorphisms ψ2
1 : B∞(xi, δ1) \ B∞(xi, δ2) and ψ2

2 : Ω \ Qi → B(0, 1) \
B(0, 1/2), with the property (ψ2

2)
−1 ◦ ψ2

1(x) = V1(x) on ∂B∞(xi, δ1); again, Corollary 2.1 provides
a Lipschitz map V2 such that

(V2)|#(µ|B∞(xi,δ1)\B∞(xi,δ2)) =
1

2
νki |Ω\Qi

and V2(x) = V1(x) on ∂B∞(xi, δ1)

• Similarly, we can find a Lipschitz map V3 such that

(V3)|#(µ|B∞(xi,δ2)) = νki |Qi
and V3(x) = V2(x) on ∂B∞(xi, δ2)
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The maps V1, V2, V3 being Lipschitz and coinciding on the interfaces, the global map defined by

Uk
i,h =





V1 on Qi \B∞(xi, δ1)
V2 on B∞(xi, δ1) \B∞(xi, δ2)
V3 on B∞(xi, δ2)

is itself Lipschitz; moreover, the properties of the image measures of V1, V2, V3 imply that Uk
i,h sends, as

required, the measure µi onto νki
It then remains to check that, with this construction, T k

hk
→ T in L2(Ω) for a suitable sequence (hk)k.

We will prove that, in fact, we have W1(γTk
hk

, γT ) → 0, where W1 is the Wasserstein distance on the

set P(Ω2) and γTk
h,k

is the transport plan associated to the map T k
h,k. Since the Wasserstein distance

metrizes the convergence of transport plans, and thanks to Lemma 3.1 above, we will conclude that the
L2-convergence that we want holds.

Let u be a 1-Lipschitz function Ω2 → R. Let us compute

∫

Ω2

u(x, y)dγTk
h
(x, y)−

∫

Ω2

u(x, y)dγk(x, y) =
∑

i

∫

Qi×Ω

u(x, y)(dγTk
h
− dγk)(x, y)

Since γk and γTk
h

have both the same second marginal on each Qi × Ω,

∫

Qi×Ω

u(xi, y)(dγTk
h
(x, y)− dγk(x, y)) = 0

where, for each i, xi denotes the center of Qi. Thus

∫

Ω2

u(x, y)dγTk
h
(x, y)−

∫

Ω2

u(x, y)dγk(x, y) =
∑

i

∫

Qi×Ω

(u(x, y)− u(xi, y))(dγTk
h
− dγk)(x, y)

≤
∑

i

∫

Qi×Ω

|x− xi|(dγTk
h
− dγk)(x, y)

where in the last inequality we used the fact that u is supposed to be 1-Lipschitz. We deduce

∫

Ω2

u(x, y)dγTk
h
(x, y)−

∫

Ω2

u(x, y)dγk(x, y) ≤ h

∫∫

Ω2

(dγTk
h
− dγk) ≤ 2h

This inequality holds for any 1-Lipschitz function u : Ω2 → R. Thanks to the duality formulation of the
Monge problem, we deduce that k, W1(γk, γTk

h
) ≤ h for any k. Since we know that γk ⇀ γT as k → +∞,

we also have W1(γk, γT ) → 0. It is then enough to set hk = 1/2k, so that W1(γTk
hk

, γT ) → 0 as required.

Step 3: rearranging T k
h .

The goal of this step is to compose each map T k
h with a map Uk sending νk to ν; the obtained map

Tk := Uk ◦ T k
h will then send µ to ν, and we must also chose Uk so that Tk → T . We use the classical

regularity result of Caffarelli (see [32, Theorem 4.4]): if

• X , Y are two bounded open sets of Rd, uniformly convex and with C2 boundary;

• f ∈ C0,α(X), g ∈ C0,α(Y ) are two probability densities

then the optimal transport map from f to g belongs to C1,α(X). The assumption on the source domain
is of course not satisfied here, thus we use Lemma 3.2 to get a bi-Lipschitz map α : Ω → B(0, 1) such
that detDα is also Lipschitz. We then denote by

g = α#g and gk = α#gk

where gk is the density of νk (we know that gk is Lipschitz and bounded from below). The fact that
detDα is Lipschitz and bounded guarantees that g is Hölder and gk is Lipschitz.

We know that gk ⇀ g in the weak sense of measures, thus gk ⇀ g as well, and

W2(gk, g) =

∫

B(0,1)

|Uk(x)− x|2gk(x)dx→ 0
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where Uk is the optimal transport map from gk to g for the quadratic cost; the Caffarelli’s regularity
result guarantees Uk to belong to C1,α(B(0, 1)), and we deduce from the convergence W2(gk, g) → 0 that
Uk(x) → x for almost any x ∈ B(0, 1). Now if we consider

T̃k = α−1 ◦ Uk ◦ α ◦ T k
h

then we can check that T̃k → T in L2(Ω), and we have (T̃k)#µ = ν for each k by construction. The proof

is complete in the case Ω = Ω′ =
[
− 1

2 ,
1
2

]d
.

Step 4: generalization to any pair of domains.
The result being proven in the particular case of the unit cube, the last step consists in generalizing

it to a generic pair (Ω,Ω′) of Lipschitz polar domains. Given such a pair and a transport map T from µ
to ν, we consider two Lipschitz diffeomorphisms α1 : Ω → [0, 1]d, α2 : Ω′ → [0, 1]d as in the Lemma 3.2.
The regularity of detDα1, detDα2 guarantees that the image measures (α1)#µ, (α2)#ν have both C0,α

regularity, thus we are able to find a sequence (Uk)k of transport maps from (α1)#µ to (α2)#ν converging
for the L2([0, 1]d)-norm to (α2) ◦T ◦ (α1)

−1, and it is now easy to check that Tk = (α2)
−1 ◦Uk ◦α1 sends

µ to ν and converges to T .

4 An example of approximation of order ε| log ε|
As we said in the above section, the convergence Jε−W1

ε → H allows to know the behavior of inf Jε and
of any family (Tε)ε of minimizers in the case where infH < +∞. This section is devoted to the study of
an example where this assumption fails (i.e. where any optimal transport map for the Monge problem is
not Sobolev).

4.1 Notations and structure of the optimal maps

In the rest of this paper, we set d = 2 and we will denote by (r, θ) the usual system of polar coordinates
in R2. Our source and target domains will be respectively

Ω =
{
x = (r, θ) : 0 < r < 1, 0 < θ <

π

2

}

and Ω′ =
{
x = (r, θ) : R1(θ) < r < R2(θ), 0 < θ <

π

2

}

where R1, R2 are two Lipschitz functions
[
0, π2

]
→ (0,+∞) with inf R1 > 1 and inf R2 > supR1; we also

suppose R1 to be such that R′
1 is a function of bounded variation. Notice that we can choose R1, R2

such that the target domain Ω′ is convex (for instance if the curves r = R1(θ), r = R2(θ) are actually
two lines in the quarter plane). We assume that f and g are two Lipschitz densities on Ω, Ω′, bounded
from above and below by positive constants, with the following hypothesis:

∀θ ∈
(
0,
π

2

)
,

∫ 1

0

f(r, θ) r dr =

∫ R2(θ)

R1(θ)

g(r, θ) r dr (8)

which means that, for any θ, the mass (with respect to f) of the segment joining the origin to the
boundary of Ω and with angle θ is equal to the mass (with respect to g) of the segment with same angle
joining the “above” and “below” boundaries of Ω′ (i.e. the curves r = R1(θ) and r = R2(θ)) - see Figure 1
above.

Then the structure of the optimal maps for the Monge cost is given by the following:

Proposition 4.1. Under these assumptions on Ω, Ω′, f , g, the Euclidean norm is a Kantorovich potential
and the maximal transport rays are the segments joining 0 to (R2(θ), θ). Consequently,

T ∈ O1(µ, ν) ⇐⇒





T#f = g

T (x) = ϕ(x)
x

|x| for a.e. x ∈ Ω

for some function ϕ ∈ Ω → (inf R1,+∞).
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Proof. For θ ∈
(
0, π2

)
, we denote by t(·, θ) a one-dimensional transport map from the measure r 7→ rf(r, θ)

to the measure r 7→ rg(r, θ) (such a transport map exists since these two measures have same mass thanks
to the equality (8)). It is then easy to check that the map

T : x = (r, θ) ∈ Ω → t(r, θ)
x

|x|

is a transport map from f to g, and if we set u = | · |, u is of course 1-Lipschitz and

u(T (x))−u(x) =
∣∣∣∣t(r, θ)

x

|x|

∣∣∣∣−|x| = (|t(r, θ)|−|x|) x|x| =
∣∣∣∣(t(r, θ) − |x|) x|x|

∣∣∣∣ = |T (x)−x| for any x ∈ Ω.

We deduce that that u = | · | is a Kantorovich potential. Consequently, a segment [x, y] is a transport
ray if and only if

u(y)− u(x) = |y − x| i .e. |y − x| = |y| − |x|
Thus, we have y = λx for a positive λ; in such a case, y and x belong to the same line passing through the
origin. In other words, the transport rays are included in the lines passing through the origin. Moreover,
a transport map T belongs to O1(µ, ν) if and only if, for a.e. x ∈ Ω, |T (x) − x| = |T (x)| − |x| which

again means that T (x) = ϕ(x)
x

|x| for some positive function ϕ.

As we said in the introduction, this implies that any optimal map T must present a singularity in 0:
formally, if we denote by ϕ(r, θ) the norm of T (x) for x = (r, θ) ∈ Ω, keeping in mind that T (x) has same
angle as x, we obtain that 0 is sent to the whole curve θ 7→ ϕ(0, θ) (we will see that this is actually true
for the limit of a sequence of minimizers, see paragraph 4.3 below). In particular:

Corollary 4.1. Under the above assumptions on Ω, Ω′, µ, ν, we have O1(µ, ν) ∩H1(Ω) = ∅

Proof. Let T ∈ O1(µ, ν). By Prop. 4.1, we have T (x) = ϕ(r, θ)
x

|x| for x = (r, θ), where ϕ is a real-valued

function; the fact that T sends µ onto ν implies T (x) ∈ Ω′ for any x, thus ϕ is bounded from below on Ω
by the lower bound of R1. We now compute the Jacobian matrix of T . Denoting by x⊥ the image of x

by the rotation with angle π/2, we have in the basis
(

x
|x| ,

x⊥

|x|

)
:

DT (x) =
x

|x| ⊗ ∇ϕ(x) − ϕ(x)

|x| Id =




∂rϕ 0

∂θϕ

r

ϕ

r





thus

∫

Ω

|DT (x)|2 dx ≥
∫ 1

0

∫ π
2

0

ϕ(r, θ)2

r2
r dθdr ≥

∫ 1

0

π

2
(inf R1)

2 dr

r
= +∞

4.2 Heuristics

In this paragraph, we give a preliminary example of analysis of the behavior of Jε(Tε) when ε → 0 and
Tε approaches an optimal map T for the Monge problem; this will not lead directly to a rigorous proof
of the general result, but gives an idea of which quantities will appear.

Assume that T ∈ O1(µ, ν) with T (x) = ϕ(r, θ)
x

|x| , and let us build an approximation (Tε)ε defined by

Tε(x) =

{
S(x) if x ∈ Ωδ

T (x) otherwise

where δ will be fixed depending on ε, Ωδ = B(0, δ) ∩ Ω and S will be build to send (f · Ld)|Ωδ
onto the

same image measure that the original T has on Ωδ (S will actually depend both on δ and on ε, but we
omit this dependence for the sake of simplicity of notations). In this case, we have

Jε(Tε)−W1 =

∫

Ω

|Tε(x)− x|f(x)dx−W1 + ε

∫

Ωδ

|DS|2 + ε

∫

Ω\Ωδ

|DT |2

Since T is optimal for the Monge problem and coincides with Tε outside of Ωδ, we have
∫

Ω

|Tε(x)− x|f(x)dx−W1 =

∫

Ω

(|Tε(x)− x| − |T (x)− x|)f(x)dx =

∫

Ωδ

(|S(x)− x| − |T (x)− x|)f(x)dx
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We now claim that ∫

Ωδ

|T (x)− x|f(x)dx =

∫

Ωδ

(|S(x)| − |x|)f(x)dx

Indeed, we still have the equality |T (x)− x| = |T (x)| − |x|, and the image measures of (f · Ld)|Ωδ
by T

and S are the same. As a consequence,

∫

Ω

|Tε(x)− x|f(x)dx−W1 =

∫

Ωδ

(|S(x)− x| − |S(x)| + |x|)f(x)dx

and, by the triangle inequality, |S(x)− x| − |S(x)|+ |x| ≤ |(S(x)− x)− S(x)|+ |x| ≤ 2|x| so that

∫

Ω

|Tε(x)− x|f(x)dx−W1 ≤
∫

Ωδ

2|x| dx ≤ 2

∫ π
2

0

∫ δ

0

r2 dr dθ ≤ πδ3

3

In order to estimate the norm of the Jacobian matrix DT outside of Ωδ, we recall that, in the ba-

sis

(
x

|x| ,
x

|x|
⊥
)

,

DT (x) =




∂rϕ 0

∂θϕ

r

ϕ

r




so that

∫

Ω\Ωδ

|DT (x)|2 dx =

∫ 1

δ

∫ π
2

0

(
ϕ(r, θ)2 + ∂θϕ(r, θ)

2

r
+ r∂rϕ(r, θ)

2

)
dθ dr

We now focus on the asymptotics of these integrals, which involve the partial derivatives of ϕ. First of
all, we notice that, for each θ ∈ (0, π/2), the one-dimensional map ϕ(·, θ) sends the density rf(·, θ) to
the density rg(r, θ). Since the first of these densities is bounded from above and the second one from
below, one can expect that the partial derivative ∂rϕ(·, θ) is bounded (using the fact that the first density
actually vanishes around 0, we even could prove that ∂rϕ(r, θ) → 0 as r → 0). Then,

∫ π
2

0

∫ 1

δ

∂rϕ(r, θ)
2r dr dθ ≤ C (9)

where C is a constant independent of δ. On the other hand,

∫ 1

δ

∫ π
2

0

ϕ(r, θ)2 + ∂θϕ(r, θ)
2

r
dθ dr =

∫ 1

δ

||ϕ(r, ·)||2H1(0,π/2)

dr

r

In this last integral, we make the change of variable r = δt, which gives

∫ 1

δ

∫ π
2

0

ϕ(r, θ)2 + ∂θϕ(r, θ)
2

r
dθ dr = | log δ|

∫ 1

0

||ϕ(δt, ·)||2H1(0,π/2) dt

Assuming moreover that ||ϕ(δt, ·)||2H1(0,π/2) → ||ϕ(0, ·)||2H1(0,π/2) as δ → 0, we formally get

ε

∫

Ω\Ωδ

|DT |2 = ε| log δ|||ϕ(0, ·)||2H1(0,π/2) + O
ε,δ→0

(δ3 + ε) (10)

It then remains to estimate the L2-norm of the Jacobian matrix of S on Ωδ. Let us recall that S has
to be built so that Tε, defined on the whole Ω, is still a transport map from µ to ν with finite Sobolev
norm; thus, the map S, defined on Ωδ, must send Ωδ onto its original image S(Ωδ) in a regular way while
keeping the constraint on the image measures:

S#(µ|Ωδ
) = T#(µ|Ωδ

)

Moreover, the regularity of the global map Tε implies a compatibility condition at the boundary:

S(x) = T (x) for |x| = δ

Thanks to the Dacorogna-Moser’s result, we are indeed able to build such a map S. Moreover, the
diameter of Ωδ is

√
2δ; on the other hand, T (Ωδ) contains the whole curve θ 7→ ϕ(0, θ), so that its
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diameter is bounded from below by a positive constant independent of δ. Thus, the best estimate that
one can expect is

LipS ≤ C

δ

For a reasonable transport map T , one can show that such a map S can be found with moreover S(x) =
T (x) for |x| = δ (see the paragraph 5.2 below). In this case, the global map Tε still sends µ to ν and
we have ∫

Ωδ

|DT |2 ≤
∫

Ωδ

(
C

δ

)2

≤ C2 (11)

Combining (9), (10), (11) leads then to

Jε(Tε)−W1 = ε| log δ|||ϕ(0, ·)||H1(0,π/2) + O
ε,δ→0

(δ3 + ε)

If we choose δ = ε1/3, we obtain

Jε(Tε) =W1 + ε| log ε|1
3
||ϕ(0, ·)||2H1(0,π/2) + O

ε→0
(ε)

In particular:

• the first order of convergence of Jε(Tε) to W1 is not anymore ε, but ε| log ε|;

• the first significant term only involves the behavior of ϕ around 0, which is the common singularity
of all the optimal transport maps (and the only crossing point of all the transport rays). Precisely,
the asymptotics suggests that Tε → T , where T at r = 0 minimizes ||ϕ(r, ·)||H1 .

4.3 Main result and consequences

The analysis in the above paragraph suggests to introduce the minimal value of ||ϕ(0, ·)||H1(0,π/2) among
the functions ϕ such that

x 7→ ϕ(r, θ)
x

|x|

is a transport map from µ to ν. In particular, for such a ϕ and for any x ∈ Ω, the point ϕ(r, θ)
x

|x| still

belongs to the target domain Ω′; thus, its value at r = 0 verifies

for a.e. θ ∈ (0, π/2), R1(θ) ≤ ϕ(0, θ) ≤ R2(θ)

We will thus set

K = min

{∫ π
2

0

(ϕ(θ)2 + ϕ′(θ)2)dθ : ϕ ∈ H1
(
0,
π

2

)
, R1(θ) ≤ ϕ(θ) ≤ R2(θ)

}

and call Φ the function which realizes the minimum (it is unique since the Sobolev norm is strictly convex
and since the constraints R1 ≤ ϕ ≤ R2 define a convex set).

We notice also that, since, for any real-valued function ϕ with R1 ≤ ϕ, we have

||ϕ ∧ (supR1)||2H1 ≤ ||ϕ||2H1

and since supR1 is smaller than inf R2, we may remove, from the problem defining K, the constraint
ϕ ≤ R2; in other words, the following equality holds (and be used in the sequel):

K = min

{∫ π
2

0

(ϕ(θ)2 + ϕ′(θ)2)dθ : ϕ ∈ H1
(
0,
π

2

)
, R1(θ) ≤ ϕ(θ)

}

Following the expansion we found in Paragraph 4.2, we are interested in the behavior, as ε → 0, of
the functional

Fε : T 7→ 1

ε

(
Jε(Tε)−W1 −

K

3
ε| log ε|

)
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Let us recall quickly the statement of Theorem 1.2. We introduce the following notations:

G : ϕ ∈ H1(0, π/2) 7→ ||ϕ||2H1(0,π/2) −K

and F (T ) =






+∞ if T /∈ O1(µ, ν)
∫ 1

0

G(ϕ(r, ·))dr
r

+

∫ 1

0

||∂rϕ(r, ·)||2L2 r dr if T ∈ O1(µ, ν), T (x) = ϕ(r, θ)
x

|x|
The three statements we are interested in are the following:

1. For any family of maps (Tε)ε such that (Fε(Tε))ε is bounded, there exists a sequence εk → 0 and a
map T such that Tεk → T in L2(Ω).

2. There exists a constant C, depending only on the domains Ω, Ω′ and of the measures f , g, so that,
for any family of maps (Tε)ε>0 with Tε → T as ε→ 0 in L2(Ω), we have

lim inf
ε→0

Fε(Tε) ≥ F (T )− C

3. Moreover, there exists at least one family (Tε)ε>0 such that (Fε(Tε))ε is indeed bounded.

The proof of this result is given below in Section 5. We finish this section by some comments, and by the
consequences on the behavior of (Jε)ε and their minimizers.

A conjecture on the Γ-limit. Notice that we have not stated here a complete Γ-convergence result,
but we only provide an estimate on the Γ-liminf, and the existence of a sequence with equibounded energy.
Actually, we conjecture that the Γ-limit of the sequence Fε is exactly of the form F − C, for a suitable
constant C depending on the shape of Ω′, and on f(0) (again, the main important region is that around
x = 0 in Ω, which must be sent on the curve Φ). We will give more details on this conjecture and on the
value of the constant C at the end of Paragraph 5.1).

However, we do not prove this result here; the estimate that we are really able to prove is enough to
get interesting consequences on the minima and the minimizers of Fε.

Consequences on the minimal value of Jε. If we apply the Theorem 1.2 to a sequence (Tε)ε where
each Tε minimizes Jε (which is equivalent with minimizing Fε), we obtain that the sequence (Fε(Tε))ε is
bounded and

inf Jε = Fε(Tε) =W1(µ, ν) +
K

3
ε| log ε|+O(ε)

We recover both the order ε| log ε| and the constant K which appeared at the end of the above paragraph.
Notice that a full knowledge of the Γ-limit would allow to compute the constant in the term O(ε).

Consequences on the behavior of (Tε)ε. The qualitative consequences of Theorem 1.2 come essen-
tially from the following property of the functions F :

Proposition 4.2. Let T ∈ O1(µ, ν), T (x) = ϕ(r, θ)
x

|x| , such that F (T ) < +∞. Then r 7→ ϕ(r, ·) is

continuous from [0, 1] to L2(0, π/2), and we have ϕ(0, ·) = Φ.

Combined with Theorem 1.2, Proposition 4.2 implies that that if (Tε)ε is a family of maps with (Fε(Tε))ε
bounded, then it has, up to a subsequence, a limit T = ϕ(r, θ) x

|x| , where ϕ(r, θ) is continuous with respect

to r and has Φ(θ) as limit as r → 0. In other words, T sends 0 onto the curve r = Φ(θ) which has the
best H1-norm among the curves with values in the target domain Ω′. This is in particular true if each
Tε minimizes Jε (thus Fε).

In order to prove Proposition 4.2, the following lemma will be needed:

Lemma 4.1. The function Φ is Lipschitz on (0, π/2) and, for any ϕ ∈ H1(0, π/2) verifying R1 ≤ ϕ, we
have

G(ϕ) = ||ϕ||2H1
− ||Φ||2H1

≥ ||ϕ− Φ||2H1
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Proof. From the Euler-Lagrange equation associated to the problem which defines Φ, we infer that Φ′′ = Φ
on the set of points where R1 < Φ < R2; this, together with the information that R1 and R2 are both
Lipschitz, implies that Φ is Lipschitz as well. On the other hand, denoting by C the (convex) set of
Sobolev functions which are between R1 and R2, we notice that Φ is actually the orthogonal projection
of 0 onto C in the Hilbert space H1(0, π/2); in particular,

∀ϕ ∈ C, 〈Φ, ϕ− Φ〉 ≥ 0 (12)

If now ϕ ∈ C, then

G(ϕ) − ||ϕ− Φ||2H1 = ||ϕ||2H1 − ||Φ||2H1 − ||ϕ− Φ||2H1 = 2 〈Φ, ϕ− Φ〉

which is non-negative thanks to the inequality (12).

Proof of Prop. 4.2. The assumption on T implies that the integrals

∫ 1

0

G(ϕ(r, ·)) dr

r
and

∫ 1

0

||∂rϕ(r, ·)||2L2(0,π/2) r dr

are both controlled by some finite constant A. Now we have for θ ∈ (0, π/2):

|ϕ(r1, θ)− ϕ(r2, θ)| =
∫ r2

r1

∂rϕ(r, θ)dr ≤
(∫ r2

r1

∂rϕ(r, θ)
2 r dr

)1/2 (∫ r2

r1

dr

r

)1/2

thus

∫ π/2

0

|ϕ(r1, θ)− ϕ(r2, θ)|2 dθ ≤
(∫ r2

r1

||∂rϕ(r, ·)||2L2(0,π/2) r dr

)(∫ r2

r1

dr

r

)

so that ||ϕ(r1, ·)− ϕ(r2, ·)||2L2(0,π/2) dθ ≤ A log
r2
r1

(13)

This proves the continuity of r 7→ ϕ(r, ·).
On the other hand, thanks to the Lemma 4.1, we have

A ≥
∫ 1

0

G(ϕ(r, ·))dr
r

≥
∫ 1

0

||ϕ(r, ·)− Φ||2L2(0,π/2)

dr

r

By setting r = e−t, we obtain

A ≥
∫ +∞

0

||ϕ(e−t, ·)− Φ||2L2 dt

But, for t1 < t2 ∈ (0,+∞), we have

∣∣∣||ϕ(e−t1 , ·)− Φ||2L2 − ||ϕ(e−t2 , ·)− Φ||2L2

∣∣∣ =
∣∣∣〈ϕ(e−t1 , ·)− ϕ(e−t2 , ·),Φ〉L2

∣∣∣

≤ ||ϕ(e−t1 , ·)− ϕ(e−t2 , ·)|| ||Φ||

≤ A log
e−t2

e−t1
= A(t2 − t1)

where the last inequality comes from (13). Thus, the function t 7→ ||ϕ(e−t, ·) − Φ||2L2 is Lipschitz and
belongs to L1(0,+∞). This implies that it vanishes at +∞, so that ϕ(r, ·) → Φ in L2(0, π/2) as r → 0.

5 Proof of Theorem 1.2

5.1 Γ-liminf estimate

First of all, given a family (Tε)ε of transport maps, let us write precisely the expression of Fε(Tε). We have

Fε(Tε) =
1

ε

(∫

Ω

|Tε(x) − x|f(x)dx−W1

)
+

∫

Ω

|DTε(x)|2 dx− K

3
| log ε|

We decompose Tε into radial and tangential components

Tε(x) = ϕε(r, θ)
x

|x| + ψε(r, θ)
x

|x|
⊥
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and compute

DTε =
x

|x| ⊗ ∇ϕε(x) +
ϕε(x)

|x|

(
Id −

x

|x| ⊗
x

|x|

)
+

x

|x|
⊥
⊗∇ψε(x) +

ψε(x)

|x|

(
R− x

|x|
⊥
⊗ x

|x|

)

where R denotes the rotation with angle π/2 and we still set x⊥ = Rx. Thus, the matrix of DTε in the

basis

(
x

|x| ,
x

|x|
⊥
)

is

DTε(x) =




∂rϕε ∂rψε

∂θϕε − ψε

r

ϕε + ∂θψε

r





so that

|DTε|2 = ∂rϕ
2
ε + ∂rψ

2
ε +

(∂θϕε − ψε)
2

r2
+

(ϕε + ∂θψε)
2

r2

Setting δ = ε1/3, we get

∫

Ω

|DTε|2 =

∫

Ωδ

|DTε|2 +
∫ 1

δ

(||∂rϕε(r, ·)||2L2 + ||∂rψε||2L2) r dr+

∫ 1

δ

(||∂θϕε −ψε||2L2 + ||ϕε + ∂θψε||2L2)
dr

r

On the other hand, we already know that

∫

Ω

|Tε(x)− x|f(x)dx−W1 =

∫

Ω

(|Tε(x)− x| − |Tε(x)| + |x|)f(x)dx

and notice that, by definition of δ,

K

3
| log ε| = K| log δ| = K

∫ 1

δ

dr

r

Finally, the complete expression of Fε is the following:

Fε(Tε) =
1

ε

∫

Ω

(|Tε(x) − x| − |Tε(x)|+ |x|)f(x)dx+

∫

Ωδ

|DTε|2

+

∫ 1

δ

(||(∂θϕε − ψε)(r, ·)||2L2 + ||(ϕε + ∂θψε)(r, ·)||2L2 −K)
dr

r
+

∫ 1

δ

(||∂rϕε(r, ·)||2L2 + ||∂rψε||2L2) r dr

thus, if we denote by H(ϕ, ψ) =

∫ π/2

0

(ϕ′(θ)−ψ(θ))2 + (ϕ(θ) +ψ′(θ))2 dθ for ϕ, ψ ∈ H1(0, π/2), we have

Fε(Tε) =
1

ε

∫

Ω

(|Tε(x) − x| − |Tε(x)|+ |x|)f(x)dx+

∫

Ωδ

|DTε|2

+

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·)) −K)
dr

r
+

∫ 1

δ

(||∂rϕε(r, ·)||2L2 + ||∂rψε||2L2) r dr (14)

The following lemma collects some properties of the function H .

Lemma 5.1. The function H, defined on H1(0, π/2)2, satisfies the following properties:

• H is lower semi-continuous with respect to the strong L2-convergence;

• Assume that (ϕ, ψ) satisfies, for any θ,

ϕ(θ)x̂(θ) + ψ(θ)x̂⊥(θ) ∈ Ω′

where x̂(θ) = (cos θ, sin θ). We denote by ϕ̃(θ) = max(ϕ(θ), R1(θ)). Then we have the inequality

H(ϕ, ψ) ≥ K +
1

2
||ϕ̃− Φ||2L2 −B||ψ||2/3L2(0,π/2) (15)

for some positive constant B which only depends on Ω′.
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Proof. Step 1: the semi-continuity of H. We take a sequence (ϕn, ψn)n converging to some (ϕ, ψ) for the

L2-norm. Up to subsequences, we can assume that

lim inf
n→+∞

H(ϕn, ψn) = lim
n→+∞

H(ϕn, ψn)

and we also assume that (H(ϕn, ψn))n is bounded. Now we remark that

H(ϕn, ψn) = ||ϕ′
n − ψn||2L2 + ||ϕn + ψ′

n||2L2 ≥ (||ϕ′
n||L2 − ||ψn||L2)2 + (||ϕ′

n||L2 − ||ψn||2L2)2

thus ||ϕ′
n||L2 ≤

√
H(ϕn, ψn) + ||ψn||L2 and ||ψ′

n||L2 ≤
√
H(ϕn, ψn) + ||ϕn||L2

We deduce that (ϕn)n, (ψn)n are bounded in H1(0, π/2) so that the convergence (ϕn, ψn) → (ϕ, ψ)
actually holds, up to a subsequence, weakly in H1(0, π/2). Now the convexity of (ϕ, ϕ′, ψ, ψ′) 7→ (ϕ′ −
ψ)2+(ϕ+ψ′)2 implies thatH is lower semi-continuous with respect to the weak convergence inH1(0, π/2),
which allows to conclude.

Now we pass to the proof of the inequality (15). We begin by a kind of “sub-lemma” which will be
useful several times in the proof:

Step 2: preliminary estimates. We claim that:

• for any t ∈ (0, π/2), we have the inequality

0 ≤ h(t) ≤ B1|ψ(t)| (16)

for some constant B1 depending only on Ω′;

• we have the inequality
|〈ϕ̃, h〉H1 | ≤ B2||h||∞ (17)

for some constant B2 depending only on Ω′ (recall here that ϕ̃ = max(R1, ϕ);

• these two inequalities lead to the estimate

||ϕ||2H1 ≥ K + ||ϕ̃− Φ||2H1 −B3||ψ||∞ (18)

for some constant B3 depending only on Ω′.

First, we remark that the constraint ϕ(θ)x̂(θ) + ψ(θ)x̂⊥(θ) ∈ Ω′ implies

R1(θ
′)2 < ϕ(θ)2 + ψ(θ)2 < R2(θ

′)2 where θ′ = θ + arcsin
ψ(θ)√

ϕ(θ)2 + ψ(θ)2

Thus, we have
h(θ) = R1(θ)− ϕ(θ)

= R1(θ)−R1(θ
′) +R1(θ

′)− ϕ(θ)

≤ (LipR1)|θ − θ′|+
√
ϕ2(θ) + ψ2(θ)− ϕ(θ)

≤ (LipR1) arcsin
|ψ(θ)|
R1(θ′)

+ |ψ(θ)|

≤
(
π

2

LipR1

inf R1
+ 1

)
|ψ(θ)|

which is (16) with B1 =
π

2

LipR1

inf R1
+ 1.

Second, we recall that h = (R1 − ϕ)+, thus ϕ+ h = R1 on any point where h 6= 0. This leads to

∣∣∣∣∣

∫ π/2

0

(ϕ+ h)h

∣∣∣∣∣ =
∣∣∣∣∣

∫ π/2

0

R1h

∣∣∣∣∣ ≤
π

2
(supR1)||h||∞

and

∣∣∣∣∣

∫ π/2

0

(ϕ+ h)′h′

∣∣∣∣∣ =
∣∣∣∣∣

∫ π/2

0

R′
1h

′

∣∣∣∣∣ =
∣∣∣∣∣[R

′
1h]

π/2
0 −

∫ π/2

0

R′′
1h

∣∣∣∣∣ ≤ (2 supR′
1 + ||R′′

1 ||1)||h||∞

We get (17) with B2 =
(π
2
supR1 + 2LipR1 + ||R′′

1 ||L1

)
.
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Third, we write
||ϕ||2H1 = ||ϕ̃||2H1 + ||h||2H1 + 2〈ϕ̃, h〉 (19)

Since ϕ̃ ≥ R1 on (0, π/2) and thanks to the Lemma 4.1, we have ||ϕ̃||2H1 ≥ ||ϕ̃−Φ||2H1 +K. On the other
hand, by using (16) and (17), we have

〈ϕ̃, h〉 ≥ −B2||h||∞ ≥ −B1B2||ψ||∞

We insert into (19) and skip ||h||2H1 since it is non-negative to get

||ϕ||2H1 ≥ K + ||ϕ̃− Φ||2H1 − 2B1B2||ψ||∞

thus (18) holds with B3 = 2B1B2.
Step 3: the inequality (15) holds if ||ϕ′||L2 is large enough. We start from

H(ϕ, ψ) = ||ϕ||2H1 + ||ψ||2H1 + 2

∫ π/2

0

ϕψ′ − 2

∫ π/2

0

ψϕ′ = ||ϕ||2H1 + ||ψ||2H1 − 4

∫ π/2

0

ψϕ′ − 2[ϕψ]
π/2
0

First, the condition on (ϕ, ψ) implies that ||ϕ||∞, ||ψ||∞ ≤ supR2 so that

|[ϕψ]π/20 | ≤ 2(supR2)
2

On the other hand, ∣∣∣∣∣

∫ π/2

0

ψϕ′

∣∣∣∣∣ ≤ ||ψ||∞
√
π

2
||ϕ′||L2 ≤ supR2

√
π

2
||ϕ′||L2

This leads to

H(ϕ, ψ) ≥ ||ϕ||2H1 + ||ψ||2H1 − 4 supR2

√
π

2
||ϕ′||L2 − 4(supR2)

2

≥ 1

2
||ϕ||2H1 +

(
1

2
||ϕ′||2L2 − 4 supR2

√
π

2
||ϕ′||L2 − 4(supR2)

2

)

By using (18), we obtain

H(ϕ, ψ) ≥ 1

2
(K + ||ϕ̃− Φ||2H1 −B3||ψ||∞) +

(
1

2
||ϕ′||2L2 − 4 supR2

√
π

2
||ϕ′||L2 − 4(supR2)

2

)

and, since |ψ| ≤
√
ϕ2 + ψ2 ≤ R1, we have

H(ϕ, ψ) ≥ 1

2
(K + ||ϕ̃− Φ||H1 ) +

(
1

2
||ϕ′||2L2 − 4 supR2

√
π

2
||ϕ′||L2 −

(
4(supR2)

2 +
B3

2
supR2

))

The announced estimate (15) holds as soon as the term in brackets is greater that
K

2
, which is true

provided that ||ϕ′||L2 ≥ B4 where B4 is the largest root of the polynom

1

2
X2 − 4 sup R2

√
π

2
X −

(
4(supR2)

2 +
B3

2
supR2 +

K

2

)

and B4 only depends of Ω′.
Step 4: case ||ϕ′||L2 ≤ B4. In this case, we still have

H(ϕ, ψ) = ||ϕ||2H1 + ||ψ||2H1 − 4

∫ π/2

0

ψϕ′ − 2[ϕψ]
π/2
0

with

∣∣∣∣∣

∫ π/2

0

ψϕ′

∣∣∣∣∣ ≤ ||ψ||∞
√
π

2
||ϕ′||L2 ≤

√
π

2
B4||ψ||∞

and |[ϕψ]π/20 | ≤ 2||ϕ||∞||ψ||∞ ≤ 2 supR2||ψ||∞
This leads to

H(ϕ, ψ) ≥ ||ϕ||2H1 + ||ψ||2H1 −
(√

π

2
B4 + 2 supR2

)
||ψ||∞
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≥ K + ||ϕ̃− Φ||2H1 + ||ψ||2H1 −B5||ψ||∞
where we have again used (18) and set B5 =

(√
π
2B4 + 2 supR2

)
+B3, which only depends on Ω′.

It now remains to estimate ||ψ||2H1 − B5||ψ||∞ from below with −||ψ||2/3L2 . The condition on (ϕ, ψ)
implies that ψ(0) ≥ 0 and ψ(π/2) ≤ 0, so that there exists t0 such that ψ(t0) = 0. We then have

ψ2(t) =

∫ t

t0

d

dt
(ψ2) =

∫ t

t0

2ψψ′ ≤ 2||ψ||L2||ψ′||L2 thus ||ψ||∞ ≤
√
2
√
||ψ||L2 ||ψ′||L2

We use the Young inequality

ab ≤ (αa)p

p
+

(b/α)q

q
for

1

p
+

1

q
= 1 and α > 0

with p = 4, q = 4/3, a =
√
||ψ′||L2 and b =

√
||ψ||L2 , to get

||ψ||∞ ≤
√
2α4

4
||ψ′||2L2 +

3
√
2

4α4/3
||ψ||2/3L2

We deduce

||ψ′||2H1 −B5||ψ||∞ ≥
(
1−

√
2B5α

4

4

)
||ψ′||L2 − 3

√
2B5

4α4/3
||ψ||2/3L2

By choosing α so that

√
2B5α

4

4
= 1, we obtain

||ψ||2H1 −B5||ψ||∞ ≥ −B||ψ||2/3L2

where B =
3
√
2B5

4α4/3
depends only on Ω′ and K. This achieves the proof.

We will also need the following estimate on the first term of the expression (14).

Lemma 5.2. Let T be a transport map from µ to ν. We write

T (x) = ϕ(x)
x

|x| + ψ(x)
x

|x|
⊥

Then, for a.e. x,
|T (x)− x| − |T (x)|+ |x| ≥ A|x|ψ2(x) (20)

for some constant A which only depends on Ω′.

Proof. We compute:

|T (x)− x| − |T (x)|+ |x| = |T (x)− x|2 − |T (x)|2
|T (x)− x|+ |T (x)| + |x|

We have |T (x)− x|2 = (ϕ(x) − |x|)2 + ψ(x)2 and |T |2 = ϕ2 + ψ2, so that

|T (x)− x| − |T (x)|+ |x| = |x|2 − 2|x|ϕ(x)
|T (x)− x|+ |T (x)| + |x| = |x| |x|+ |T (x)− x|+ |T (x)| − 2ϕ(x)

|T (x)− x|+ |T (x)|
We remark that

|T (x)− x| − ϕ(x) + |x| =
√
(ϕ(x) − |x|)2 + ψ(x)2 − (ϕ(x) − |x|) ≥ 0

thus |T (x)− x| − |T (x)|+ |x| ≥ |x| |T (x)| − ϕ(x)

|T (x)− x|+ |T (x)| = |x| |T (x)|2 − ϕ(x)2

(|T (x)− x|+ |T (x)|)(|T (x)|+ ϕ(x))

Since x ∈ Ω and T (x) ∈ Ω′, we have

|T (x)− x|+ |T (x)| ≤ 2|T (x)|+ |x| ≤ 2 supR2 + 1

and |T (x)|+ ϕ(x) ≤ 2|T (x)| ≤ 2 supR2

On the other hand, |T (x)|2 − ϕ(x)2 = ψ(x)2. This leads to the result with A =
1

(2 supR2 + 1)(2 supR2)

26



The estimate (20) leads to

∫

Ω

(|Tε(x)− x| − |Tε(x)| + |x|)f(x)dx ≥ A inf f

∫ 1

0

||ψε(r, ·)||2L2 r dr

and the estimate (15) to

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·))−K)
dr

r
≥
∫ 1

δ

(
−B||ψε(r, ·)||2/3L2 +

1

2
||ϕ̃ε(r, ·)− Φ||2H1

)
dr

r

where we again have set ϕ̃ε = max(R1, ϕε). By inserting into (14), we have

Fε(Tε) ≥
A inf f

ε

∫ 1

0

||ψε(r, ·)||2L2 r2 dr −B

∫ 1

δ

||ψε(r, ·)||2/3L2

dr

r

+
1

2

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·))−K +B||ψε(r, ·)||2/3L2 )
dr

r
+

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr (21)

Let us denote by Xε =
1

ε

∫ 1

0

||ψε(r, ·)||2L2r2 dr. By the Hölder inequality applied with respect to the

measure with density 1/r on (δ, 1), we have

∫ 1

δ

||ψε(r, ·)||2/3L2

dr

r
=

∫ 1

δ

(||ψε(r, ·)||2L2r3)1/3
1

r

dr

r
≤
(∫ 1

δ

||ψε||2L2r3
dr

r

)1/3 (∫ 1

δ

1

r4/3
dr

r

)3/4

with

∫ 1

δ

||ψε||2L2r3
dr

r
≤ εXε and

∫ 1

δ

1

r4/3
dr

r
=

3

4

(
1

δ4/3
− 1

)
≤ 3

2δ4/3

which leads to ∫ 1

δ

||ψε(r, ·)||2/3L2

dr

r
≤ (εXε)

1/3

(
3

2δ4/3

)3/4

=

√
3
√
3

2
√
2
X1/3

ε

since δ = ε1/3. We insert into (21) to obtain

Fε(Tε) ≥ (A inf f)Xε −B′X1/3
ε

+

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·))−K +B||ψε(r, ·)||2/3L2 )
dr

r
+

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr (22)

where B′ =
√

3
√
3

2
√
2
B.

Let us assume that (Fε(Tε))ε is bounded by a positive constantM . This implies that (Xε)ε is bounded

by some constant M ′ (otherwise the term (A inf f)Xε −B′X
1/3
ε would be unbounded as ε→ 0, and the

other term is positive), thus ∫ 1

0

||ψε(r, ·)||2L2r2 dr ≤M ′ε

and ψε → 0 a.e. on Ω. Since (Xε)ε and (Fε(Tε))ε are bounded, (22) provides

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·) −K +B||ψε(r, ·)||2/3L2 )
dr

r
+

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr ≤M ′′

for some constant M ′′ which does not depend on ε. We now use the estimate (15) to get

1

2

∫ 1

δ

||ϕ̃ε − Φ||2H1

dr

r
+

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr ≤M ′′

We thus have a L2-loc bound on ∂rϕε and on ∂θϕ̃ε, but since ϕ̃(r, θ) = max(R1(θ), ϕ(r, θ)), the bound on
∂rϕε implies a bound on ∂rϕ̃ε. Therefore, the family (ϕ̃ε)ε is bounded in H1

loc(Ω), and then there exists
εk → 0 and ϕ̃ such that ϕ̃ε → ϕ̃ a.e. on Ω. But we recall that the estimation (16) still holds and provides

|ϕεk − ϕ̃εk | ≤ B1|ψε| → 0
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which leads to ϕεk → ϕ̃ a.e. on Ω. If we set now T (x) = ϕ̃
x

|x| , we have proven that Tεk → T a.e. on Ω;

since |Tε| ≤ supR2 for any ε, this convergence also holds in L2(Ω). This proves the first statement of
Theorem 1.2.

Assume now that (Tε)ε is a family of transport maps converging to some T for the L2-norm on Ω.
We deduce from (22) that, if we set C = − inf

X>0
(A inf fX3 − B′X), which only depends on Ω′, we have

Fε(Tε) ≥ −C +

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·))−K +B||ψε(r, ·)||2/3L2 )
dr

r
+

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr (23)

Assuming that (Fε(Tε))ε is bounded, the above computations give a H1-loc bound for (ϕε)ε, thus

lim inf
ε→0

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr ≥
∫ 1

0

||∂rϕ(r, ·)||2L2 r dr

since this functional is lower semi-continuous for the weak convergence in H1(Ω). On the other hand,
the semi-continuity of H provides

lim inf
k→+∞

(H(ϕε(r, ·), ψε(r, ·))−K +B||ψε(r, ·)||2/3L2 ) ≥ G(ϕ(r, ·))

for a.e. r ∈ (0, 1), and the estimate (15) shows also that

H(ϕε(r, ·), ψε(r, ·))−K +B||ψε(r, ·)||2/3L2 ≥ 0

We thus can apply the Fatou’s lemma to get from (23)

lim inf
ε→0

≥ −C +

∫ 1

0

G(ϕ(r, ·)) dr

r
+

∫ 1

0

||∂rϕ(r, ·)||2L2 r dr

as announced.

Remark. If we choose to set δ = λε1/3, where λ has to be precised (and it could possibly depend on
ε), the expression (14) becomes

Fε(Tε) =
1

ε

∫

Ωδ

(|Tε(x)− x| − |T (x)|+ |x|)f(x)dx+

∫

Ωδ

|DTε|2 −K logλ

+
1

ε

∫

Ω\Ωδ

(|Tε(x) − x| − |T (x)|+ |x|)f(x)dx−B

∫ 1

δ

||ψε(r, ·)||2/3L2 r dr

+

∫ 1

δ

(H(ϕε(r, ·), ψε(r, ·)) −K +B||ψε(r, ·)||2/3L2 )
dr

r
+

∫ 1

δ

||∂rϕε(r, ·)||2L2 r dr (24)

By using the above estimates (15) and (20), we get that the second line is this time bounded from below by

A(inf f)Xε −
B′

λ
(Xε)

1/3

which is itself bounded from below by −Cλ = inf{A(inf f)X − B′

λ X
1/3}; we notice that Cλ goes to 0 as

λ→ +∞. Let us now compute the first line of (24):

1

ε

∫

Ωδ

(|Tε(x)− x| − |T (x)|+ |x|)f(x)dx+

∫

Ωδ

|DTε|2 −K logλ

=
δ2

ε

∫

Ω

(|Uε(y)− δy| − |Uε(y)|+ |δy|)f(δy)dy +

∫

Ω

|DUε|2 −K logλ

where we have set x = δy and Uε(y) = Tε(δy). Now we use the following expansion

|Uε(y)− δy| − |Uε(y)| = δ

(
|y| − y · Uε(y)

|Uε(y)|

)
+ o(δ2)
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and recall that δ = λε1/3, to get

δ2

ε

∫

Ω

|Uε(y)− δy| − |Uε(y)|+ |δy|f(δy)dy +

∫

Ω

|DUε|2 −K logλ

=

∫

Ω

λ3
(
|y| − y · Uε(y)

|Uε(y)|

)
f(δy)dy +

∫

Ω

|DUε|2 −K logλ+ o
(
λ4ε4/3

)

By choosing, for instance, λ = ε−1/4, we get that λ4ε4/3 → 0 and λ3f(δy) ∼ λ3f(0) as ε→ 0. Formally,
the leading term of the last expansion is then bounded from below by

−C′
λ = inf

{
f(0)

∫

Ω1

λ3
(
|y| − y · U(y)

|U(y)|

)
dy +

∫

Ω1

|DU |2 −K logλ : U : Ω1 → Ω′
}

(note the use of the domain Ω1, which is nothing but a rescaling of the small domain Ωδ close to the
origin). Recalling that Cλ → 0, we then claim, since the third line of (24) is lower semi-continuous,

lim inf
ε→0

Fε ≥ F (T )− lim
λ→+∞

C′
λ.

We actually conjecture that the Γ-limit is exactly of this form, possibly modifying the definition of C′
λ

adding additional constraints on U . Indeed, the condition U ∈ Ω′ is of course necessary, but we can also
expect that conditions on the outer boundary of Ω1, i.e. for |y| = 1, could be imposed, so as to glue the
behavior of U on Ω1, which corresponds to the behavior of T on Ωδ with the rest of the domain Ω. In
particular we expect that the result should be obtained by adding the boundary condition U(y) = Φ(θ)
for every y on the unit circle, where θ denotes the angle of y in polar coordinates. These considerations
support the conjecture that we mentioned just after the statement of Theorem 1.2.

5.2 Construction of family of transport maps with equi-bounded energy

The last point of the proof of Theorem 1.2 consists in building a family of maps (Tε)ε such that (Fε(Tε))ε

is bounded. The sketch of the proof is the following: starting from a fixed transport map T = ϕ
x

|x|
satisfying with ϕ(0, ·) = Φ (that we call “the original T ” in the following) and which is regular enough
except around the origin, we build each Tε by modifying T only on Ωδ.

Step 1: construction of the original transport map. We set T (x) = ϕ(r, θ)
x

|x| , where ϕ is built

as follows:

• ϕ(0, θ) = Φ(θ), and ϕ(·, θ) is increasing and sends the one-dimensional measure µθ (the starting
measure µ concentrated on the transport ray with angle θ) onto νθ/2 (where νθ is the target measure
on the same transport ray), until the radius ρ1 such that ϕ(ρ1, θ) = R2(θ);

• starting from this radius ρ1, ϕ(·, θ) is decreasing with the same source and target measure, until
the radius ρ2 such that, again, ϕ(ρ2, θ) = Φ(θ). Therefore, on the interval (ρ1, ρ2), ϕ(·, θ) sends µθ

onto νθ|(Φ(θ),R2(θ));

• on the last interval (if it is non-empty, which corresponds to Φ(θ) > R1(θ)), ϕ is still decreasing
and sends µθ onto νθ|(R1(θ),Φ(θ)

Precisely, we fix θ and the expressions of µθ, νθ are

dµθ(r) = rf(r, θ)dr and dνθ(r) = rg(r, θ)dr

which have both same mass on (0, 1) and (R1(θ), R2(θ)) respectively. Now we define successively ρ1(θ)
and ρ2(θ) by ∫ ρ1(θ)

0

dµθ =

∫ R2(θ)

Φ(θ)

1

2
dνθ and

∫ ρ2(θ)

ρ1(θ)

dµθ =

∫ R2(θ)

Φ(θ)

1

2
dνθ

which are proper definitions thanks to the intermediate value theorem, and imply

∫ 1

ρ2(θ)

dµθ =

∫ Φ(θ)

0

dνθ
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Thus, we have the equality between masses:

µθ(0, ρ1(θ)) = µθ(ρ1(θ), ρ2(θ)) =
1

2
νθ(Φ(θ), 1) and µθ(ρ2(θ), 1) = νθ(0,Φ(θ))

and the measures µθ, νθ are absolutely continuous on these intervals. We now define the function ϕ(·, θ)
as being:

• on the interval (0, ρ1(θ)), the unique increasing map (0, ρ1(θ) → (Φ(θ), 1) sending µθ onto 1
2νθ;

• on the interval (ρ1(θ), ρ2(θ)), the unique decreasing map (ρ1(θ), ρ2(θ)) → (Φ(θ), 1) sending µθ onto
1
2νθ;

• on the interval (ρ2(θ), 1) (if this interval is not empty), the unique decreasing map (ρ2(θ), 1) →
(0,Φ(θ)) sending µθ to νθ

It is easy to check that ϕ(·, θ), defined on the whole (0, 1), sends globally µθ onto νθ. As a consequence,
the two-dimensional valued function

T : x = (r, θ) ∈ Ω 7→ ϕ(r, θ)
x

|x| ∈ Ω′

is a transport map from µ to ν.

Step 2: estimates on ϕ around the origin. As above, the principle consists in modifying T on
Ωδ = Ω ∩ B(0, δ), with δ = ε1/3. In order to obtain again a transport map from µ to ν, we will have to
build a map S : Ωδ → T (Ωδ) satisfying image-measure constraints; moreover, we also will must guarantee
enough regularity on S. For this last point, the following properties of T will be useful:

Proposition 5.1. There exists some positive constants c, C depending only on Ω′, f , g such that, for r
small enough:

• for any θ ∈ (0, π/2),
cr2 ≤ ϕ(r, θ)− Φ(θ) ≤ Cr2 (25)

• the function ϕ(r, ·) is Lipschitz, and

Lip(ϕ(r, ·) − Φ) ≤ Cr2 (26)

Proof. From the fact that Φ ≤ supR1 and from the definition of ρ1, we have

ρ1(θ)
2

2
sup f ≥

∫ ρ1(θ)

0

sf(r, θ)ds =
1

2

∫ R2(θ)

Φ(θ)

sg(s, θ)ds ≥ (inf R2)
2 − (supR1)

2

4
inf g

which implies that ρ1 is bounded from below by a positive constant δ0; we will prove the estimates that
we want for r ≤ δ0.

First of all, for any r ≤ δ0 (in particular, such an r is smaller than any ρ1(θ)), the function ϕ(r, ·)
satisfies

1

2

∫ ϕ(r,θ)

Φ(θ)

dνθ =

∫ r

0

dµθ

Since the respective densities of µθ, νθ are s 7→ sf(s, θ) and s 7→ sg(s, θ), we infer

(inf g)(inf R1)(ϕ(r, θ) − Φ(θ)) ≤
∫ ϕ(r,θ)

Φ(θ)

dνθ ≤ (sup g)(supR2)(ϕ(r, θ) − Φ(θ))

and
r2

2
inf f ≤

∫ r

0

dµθ ≤ r2

2
sup f

These inequalities immediately leads to (25).
Let us now introduce the following functions, which are the cumulative distribution functions of µθ

and νθ/2:

F̃ (r, θ) =

∫ r

0

dµθ =

∫ r

0

sf(s, θ)ds and G̃(r, θ) =
1

2

∫ r

R1(θ)

dνθ =
1

2

∫ r

R1(θ)

sg(s, θ)ds
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We notice that, for r ≤ δ0, the function θ 7→ ϕ(r, θ) is defined by

F̃ (r, θ) = G̃(ϕ(r, θ), θ) − G̃(Φ(θ), θ) (27)

In other words, ϕ(r, θ) is the image by the inverse of the map R 7→ G̃(R, θ) of the point F (r, θ)+G(Φ(θ), θ).
But, from the definition ofG, we infer that it is C1 w.r.t. its first variable and its derivative is bounded from
below; moreover, all the maps that we consider are Lipschitz w.r.t. θ. By the inverse function theorem,
we deduce that ϕ(r, ·) is not only well-defined but also Lipschitz. Then, computing the derivative of the
equality (27) (which is possible for a.e. θ since all the functions are Lipschitz w.r.t. θ) gives

∂2F̃ (r, θ) = ∂1G̃(ϕ(r, θ), θ)∂2ϕ(r, θ) + ∂2G̃(ϕ(r, θ), θ) − ∂1G̃(Φ(θ), θ)Φ′(θ) − ∂2G̃(Φ(r, θ), θ)

which leads to (we omit the dependence of ϕ, Φ on r, θ for the simplicity of notations):

∂1G̃(ϕ, θ)(∂2ϕ− Φ′) = ∂2F̃ (r, θ) + ∂1Φ
′(∂1G̃(Φ, θ) − ∂1G̃(ϕ, θ)) − (∂2G̃(ϕ, θ)− ∂2G̃(Φ, θ)) (28)

By using the definitions of F̃ , G̃, we now notice that:

• first, 0 ≤ ∂2F̃ (r, θ) =

∫ r

0

s∂2f(s, θ)ds ≤ r2

2
Lip f ;

• second, since ∂1G̃(r, θ) =
1

2
rg(r, θ) and from the fact that g and Φ are Lipschitz,

|∂1Φ′(∂1G̃(Φ, θ)− ∂1G̃(ϕ, θ))| ≤
1

2
(LipΦ)(supR2)(Lip g)|Φ(θ)− ϕ(r, θ)|

which is controlled by r2 thanks to the estimate (25);

• third, ∂2G̃(r, θ) =
1

2

∫ r

R1(θ)

s∂2g(s, θ)ds− 1

2
R′

1(θ)R1(θ)g(R1(θ), θ) thus

|∂2G̃(ϕ, θ) − ∂2G̃(Φ, θ)| ≤ 1

2

∫ ϕ(r,θ)

Φ(θ)

s|∂2g(s, θ)| ds ≤
1

2
(supR2)(Lip g)(ϕ(r, θ)− Φ(θ))

which is, again thanks to the estimate (25), controlled by r2.

By inserting the three above estimates in (28), and keeping in mind that ∂1G is bounded from below, it
is clear that we get |∂θ(ϕ(r, θ) − Φ(θ))| ≤ Cr2, for any θ where this derivative exists; this achieves the
proof of the estimate (26).

Step 3: perturbation of the optimal T . In what follows, we denote by

Ωδ = Ω1 ∩B(0, δ) = {x = (r, θ) : 0 < r < δ and 0 < θ < π/2}

and Ω′
δ = T (Ωδ) = {x = (r, θ) : Φ(θ) < r < ϕ(δ, θ) and 0 < θ < π/2}

We now denote by:

• S1 : x ∈ Ωδ 7→ x

δ
∈ Ω1 and fδ(x) = f(δx). Notice that fδ =

1

δ2
(S1)#(f |Ωδ

);

• Ω2 is the rectangle (0, 1)× (0, π/2) and

S2 : (λ, θ) ∈ Ω2 7→ x = (Φ(θ) + λ(ϕ(δ, θ)− Φ(θ)), θ) ∈ Ω′
δ

where x is here written in polar coordinates. We also denote by gδ =
1

δ2

(
(S2)

−1
#g|Ω′

δ

)
.

As above, S1 and S2 actually depend on δ but we omit the index δ for the sake of simplicity of notations.
We have of course inf f ≤ fδ(x) ≤ sup f for any x ∈ Ω1, and Lip fδ ≤ δ Lip f . On the other hand, since
S2 is Lipschitz and one-to-one, the Monge-Ampère equation provides

detDS2(λ, θ) =
gδ(λ, θ)

g(S2(λ, θ))
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thus gδ(λ, θ) = (ϕ(δ, θ)− Φ(θ))
1

δ2
g(S2(λ, θ)) (29)

We deduce from (25) and (29) that c ≤ gδ ≤ C for c, C positive and independent of δ. Moreover, (29)
provides

Lip gδ ≤ sup(ϕδ − ϕ)
1

δ2
Lip(g ◦ S2) + Lip(ϕδ − Φ)

1

δ2
sup g

Again, thanks to (25) and (29) and using that LipS2 is uniformly bounded with respect to δ, we get
Lip gδ ≤ C independent of δ.

We now claim that there exists two bi-Lipschitz diffeomorphisms ψ1, ψ2 sending Ω1, Ω2 to the unit ball
and satisfying the condition (ψ2)

−1 ◦ψ1(x) = θ while x has (1, θ) as polar coordinates. The construction
that we propose is the following (see Figure 2 below):

• apply translation and rotation to transform Ω1 into the domain U1 below;

• consider the rectangle U2, whose “upper-right” and “lower-right” corners coincide with the corners
of U1: applying Lemma 3.2 gives two maps α, β from U1, U2 to the unit ball which are Lipschitz,
with Lipschitz determinant and preserve angles: in other words, any point of the right-boundary of
U1 with angle θ′ will be sent by β−1 ◦ α to a point of the right vertical boundary of U2 with same
angle θ′. For x ∈ Ω1, we call then ψ1(x) the image by α of the corresponding point of U1;

• moreover, it is clear that the maps which associates to any θ ∈ (0, 1) the angle θ′ of the point of U1

corresponding to the point (1, θ) of Ω1, is C∞ with C∞ inverse. We may then consider a new map
U2 7→ Ω2, which is affine w.r.t. the horizontal coordinate, and so that any element of the right-side
of U2 with angle θ′ is mapped to the element of the right-side of Ω2 with vertical coordinate θ. It
is clear that this map, denoted by β̃ is a C∞-diffeomorphism; denoting by ψ2 = β̃−1 ◦ β, we get
the required results, namely that ψ2 is bi-Lipschitz with Lipschitz Jacobian determinant and, by
construction, the boundary condition on (ψ2)

−1 ◦ ψ1 is satisfied.

•
x

θ

Ω1

•
ψ1(x)

θ
θ̃

U1

•
β−1◦ψ1(x)

θ̃

U2

•ψ−1
2 ◦ ψ1(x)

θ

Ω2

Figure 2: The domains Ω1, U1, U2, Ω2. The point with angle θ is mapped onto the point of U1

with angle θ̃. The Lemma 3.2 gives us angle-preserving diffeomorphisms, so the corresponding
point of U2 has also θ̃ as angle. It is mapped onto the point of Ω2 of vertical coordinate θ.

We may then apply Corollary 2.1, with the densities fδ, gδ on the domains Ω1, Ω2, to get a map
Uδ : Ω1 7→ Ω2 satisfying the statement of the Corollary. In particular, thanks to the bounds on fδ, gδ
and on their Lipschitz constants and, the Lipschitz constant of Uδ is bounded uniformly on δ by some
constant C. Now we consider Sδ := S2 ◦Uδ ◦ S1. Given the image measures of µ, fδ, gδ by the maps S1,
Uδ, S2, it is clear that Sδ sends µ|Ωδ

to ν|Ω′

δ
. Moreover, we have the following estimates:

LipUδ ≤ C, LipS2 ≤ LipΦ and LipS1 =
1

δ

thus LipSδ ≤
C

δ

for some constant C which does not depend on δ. Finally, given the expression of S2 and the boundary
condition satisfied by Uδ, it is clear that Sδ(x) = T (x) for |x| = δ. Therefore, the map Tε defined by

Tε(x) =

{
T (x) if |x| ≥ δ
Sδ(x) if x ∈ Ωδ

is globally Lipschitz on Ω.

32



Step 4: estimates on Fε(Tε). We restart from the expression (14), and use the facts that ψε = 0 and
that Tε = T outside of Ωδ:

Fε(Tε) =
1

ε

∫

Ωδ

(|Sδ(x) − x| − |Sδ(x)|+ |x|)f(x)dx+

∫

Ωδ

|DSδ(x)|2 dx

+

∫ 1

δ

(||ϕ(r, ·)||2L2 + ||∂θϕ(r, ·)||2L2 −K)
dr

r
+

∫ 1

δ

||∂rϕ(r, ·)||2L2 r dr

We still have |Sδ(x) − x| − |Sδ(x)| + |x| ≤ 2|x| and |DSδ(x)| ≤ C/δ, so that

1

ε

∫

Ωδ

(|Sδ(x) − x| − |Sδ(x)| + |x|)f(x)dx+

∫

Ωδ

|DSδ(x)|2 dx ≤ π sup f

3

δ3

ε
+
C2π

4

which is bounded since δ = ε1/3. On the other hand,

||ϕ(r, ·)||2L2 + ||∂θϕ(r, ·)||2L2 −K = (||ϕ(r, ·)||2L2 − ||Φ||2L2) + (||∂θϕ(r, ·)||2L2 − ||Φ′||2L2)

= 〈ϕ(r, ·) − Φ, ϕ(r, ·) + Φ〉L2 + 〈∂θϕ(r, ·)− Φ′, ∂θϕ(r, ·) + Φ′〉L2

≤ ||ϕ(r, ·)− Φ′||L1(||ϕ(r, ·)||∞ + ||Φ||∞) + ||∂θϕ(r, ·) − Φ′||L1(Lipϕ+ LipΦ)

Since Φ, ϕ(r, ·) are valued in Ω′, their L∞-norm are controlled by supR2. By combining this and the
estimates (25) and (26), we obtain

0 ≤ ||ϕ(r, ·)||2L2 + ||∂θϕ(r, ·)||2L2 −K ≤ Cr2

for r small enough (and where C does not depend on r). On the other hand, we know that ϕ, Φ and
their derivatives are globally bounded on (0, 1)× (0, π/2). This proves that

∫ 1

0

(||ϕ(r, ·)||2L2 + ||∂θϕ(r, ·)||2L2 −K)
dr

r
< +∞

and

∫ 1

0

||∂rϕ(r, ·)||2L2 r dr < +∞

and we conclude that (Fε(Tε))ε is bounded, as required.

References

[1] Ambrosio, L. Lecture notes on optimal transport problems. In Mathematical Aspects of Evolving
Interfaces, vol. 1812 of Lecture Notes in Mathematics. Springer, 2003, pp. 1–52.

[2] Bethuel, F., Brézis, H., and Hélein, F. Ginzburg-Landau vortices. Birkhäuser, 1994.

[3] Bouchitté, G., Buttazzo, G., and Seppecher, P. Energies with respect to a measure and
applications to low dimensional structures. Calc. Var. PDEs 5 (1997), 37–54.

[4] Braides, A. Γ-convergence for beginners. Oxford university press, 2002.

[5] Brenier, Y. Polar factorization and monotone rearrangement of vector-valued functions. Comm.
Pures Appl. Math 44, 4 (1991), 375–417.

[6] Brenier, Y. Extended Monge-Kantorovich theory. In Optimal Transportation and Applications,
vol. 1813 of Lecture Notes in Mathematics. Springer, 2003, pp. 91–121.

[7] Brenier, Y., and Gangbo, W. lp approximation of maps by diffeomorphisms. Calc. Var. PDEs
16, 2 (2003), 147–164.

[8] Caffarelli, L. A. Some regularity properties of solutions of Monge-Ampère equation. Comm.
Pures Appl. Math. 44, 8 (1991), 965–969.

[9] Caffarelli, L. A. The regularity of mappings with a convex potential. J. Amer. Math. Soc. 5, 1
(1992), 99–104.

33



[10] Caffarelli, L. A. Boundary regularity of maps with convex potentials ii. Ann. of Math. 144, 3
(1996), 453–496.

[11] Caffarelli, L. A., Feldman, M., and McCann, R. J. Constructing optimal maps for Monge’s
transport problem as a limit of strictly convex costs. J. Amer. Math. Soc. 15, 1 (2002), 1–26.

[12] Champion, T., and De Pascale, L. The monge problem in Rd. Duke Math. J. 157, 3 (2011),
551–572.

[13] Dacorogna, B., and Moser, J. On a partial differential equation involving the Jacobian deter-
minant. Ann. Inst. Henri Poincaré Anal. Non Lin. 7, 1 (1990), 1–26.

[14] De Philippis, G., and Figalli, A. w2,1 regularity for solutions of the Monge-Ampère equation,.
Invent. Math. 192, 1 (2013), 55–69.

[15] Evans, L. C., and Gangbo, W. Differential equations methods for the Monge-Kantorovich mass
transfer problem. Mem. Amer. Math. Soc. 137, 2 (1999), 1–66.

[16] Ferradans, S., Papadakis, N., Rabin, J., Peyré, G., and Aujol, J.-F. c. Regularized
discrete optimal transport. SIAM J. Imag. Sci. 7, 3 (2014), 1853–1882.

[17] Fragalà, I., Gelli, M. S., and Pratelli, A. Continuity of an optimal transport in Monge
problem. J. Math. Pures Appl. 84, 9 (2005), 1261–1294.

[18] Granieri, L., and Maddalena, F. A metric approach to elastic reformations. Acta Appl. Math.
133, 1 (2013), 153–186.

[19] Kantorovich, L. V. On the translocation of masses. C.R. Dokl. Acad. Sci. URSS 37 (1942),
191–201.

[20] Kantorovich, L. V. On a problem of monge. Uspekhi Mat. Nauk. 3 (1948), 225–226.

[21] Lesesvre, D., Pegon, P., and Santambrogio, F. Optimal transportation with an oscillation-
type cost: the one-dimensional case. Set-Val. Var. Anal. 21 (2013), 541–556.

[22] Li, Q.-R., Santambrogio, F., and Wang, X.-J. Regularity in Monge’s mass transfer problem.
Jour. Math. Pures Appl. 102, 6 (2014), 1015–1040.

[23] Louet, J. Optimal transport problems with gradient penalization. PhD thesis, Université Paris-Sud,
2014.

[24] Louet, J. Some results on Sobolev spaces with respect to a measure and applications to a new
transport problem. J. Math. Sci. 196, 2 (2014), 152–164.

[25] Louet, J., and Santambrogio, F. A sharp inequality for transport maps in w1,p(R) via approx-
imation. Appl. Math. Letters 25, 3 (2012), 648–653.

[26] Monge, G. Mémoire sur la théorie des déblais et des remblais. In Histoire de l’Académie Royale
des Sciences de Paris. 1781, pp. 666–704.

[27] Santambrogio, F. A Dacorogna-Moser approach to flow decomposition and minimal flow problems.
ESAIM: Proc. Surv. 45 (2014), 265–274.

[28] Santambrogio, F. Optimal Transport for Applied Mathematicians. Birkhäuser, 2015.

[29] Shnirelman, A. I. On the geometry of the group of diffeomorphisms and the dynamics of an ideal
incompressible fluid. Mat. URSS Sb. 56, 1 (1987), 79–105.

[30] Sudakov, V. N. Geometric problems in the theory of infinite dimensional probability distributions.
Proc. Steklov Inst. 141 (1979), 1–178.

[31] Trudinger, N. S., and Wang, X.-J. On the Monge mass transfer problem. Calc. Var. PDEs 13,
1 (2001), 19–31.

[32] Villani, C. Topics on optimal transportation. American Mathematical Society, 2003.

34


	Introduction
	Preliminary notions
	Known facts about the Monge problem
	Tools for optimal transport with gradient penalization
	Definitions and basic results of -convergence

	Generalities and density of Sobolev transport maps
	Statements of the zeroth and first order -convergences
	Proof of the density of Lipschitz transports 

	An example of approximation of order |log| 
	Notations and structure of the optimal maps
	Heuristics
	Main result and consequences 

	Proof of Theorem 1.2 
	-liminf estimate 
	Construction of family of transport maps with equi-bounded energy 


