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Characterization and Compensation of XY Micropositioning Robots using Vision and Pseudo-Periodic Encoded Patterns

Ning Tan, Cédric Clévy, Guillaume J. Laurent, Patrick Sandoz and Nicolas Chaillet

Abstract—Accuracy is an important issue for microrobotic applications. High accuracy is usually a necessary condition for reliable system performance. However there are many sources of inaccuracy acting on the microrobotic systems. Characterization and compensation enable reduction of the systematic errors of the micropositioning stages and improve the positioning accuracy. In this paper, we propose a novel method based on vision and pseudo-periodic encoded patterns to characterize the position-dependent errors along XY stages. This method is particularly suitable for microscale motion characterization thanks to its high range-to-resolution ratio and avoidance of camera calibration. Based on look-up tables and interpolation techniques, we perform compensation and get improved accuracy. The experimental results show an accuracy improved by 84% for square tracking and by 68% for random points reaching (respectively from 22 µm to 3.5 µm and from 22 µm to 7 µm).

I. INTRODUCTION

Micromanipulations, such as microassembly [1], biological micromanipulation [2], microdispensing [3] require highly reliable and accurate operations. Considering many factors (e.g., success rate, speed, and contamination), these tasks usually rely on microrobotic systems with automatic control instead of manual operation [5], [6]. Micromanipulation platforms usually consist of one or several microrobots comprising several micropositioning stages [7].

Off-the-shelf micropositioning stages have inherent imperfections that could be noticeable issues to achieve a micrometer accuracy. Manufacturers provide generally statistical specifications such as positioning repeatability and sensor resolution. Because some of imperfections are position-dependent, these data are not sufficient to ensure a good accuracy of an end-effector attached to the stage. For instance, for one of such stage mounted with a tip of 20 mm length, the error could be around 3 µm at the end-point in the perpendicular direction of the motion due to yaw deviation [11].

Moreover, micropositioning stages usually have limited Degrees-of-Freedom (DoF) and the assembling of several of them is required to meet specific needs. Tools such as gripper or probe are also fastened onto the stages as end-effector. These assemblies introduces geometric errors that must be evaluated and compensated. For example, if the perpendicularity error between two X and Y axes is 0.1°, 1 cm motion along Y could induce error about 17 µm along X which is significant at the microscale.

To achieve motions of end-effector with improved accuracy, assembly errors and position-dependent errors must be measured, quantified and compensated. This job requires an exteroceptive sensor measuring the position of the end-effector of the micromanipulation platform. However, exteroceptive sensors that have at the same time nanometric resolutions, millimeter ranges of measurement and multiple direction of measurement are very rare [9].

For instance, position sensors such as interferometers that have a high range-to-resolution ratio are generally bulky and offer only one direction of measurement. Multi-direction of measurement requires to combine several sensors, which is a tough task because of the limited workspace and particularly because it is difficult to measure the position of the end-effector when it is moving in another direction than the measured one.

Vision is a rational alternative to measure the position of the end-effector in several directions. However developed methods such as blob detection [10], model-based tracking [21] and phase-like correlation methods [14] have a limited range of measurement because the object of interest has to remain inside the field-of-view. As a consequence, a trade-off must be done between range and resolution.

In this paper, we propose a novel method of characterization using vision and pseudo-periodic encoded patterns. A specific image processing enables high resolution and long ranges in the two directions of the image plane. We show on a case study that these features make pseudo-periodic encoded patterns the ideal candidate to characterize the motion behavior of microrobots. The case study is a XY microrobotic structure using two micropositioning stages because this kind of structure is very popular in microscale applications [12], [13]. The second contribution of the paper is the improving of the accuracy thanks to a compensated driving based on look-up tables and interpolation techniques.

The remainder of this paper is organized as follows. Section II introduces the visual measurement principle. Section III presents the experimental setup including the micropositioning stages and vision system. The errors characterization of the XY micropositioning robot is presented in Section IV. Section V details the compensation principle and experimental compensation results. Finally, we conclude the paper with Section VI.
II. VISUAL POSITION MEASUREMENT USING PSEUDO-PERIODIC ENCODED PATTERNS

Most of high-resolution imaged-based motion-detection algorithms rely on phase-like correlation methods. For example, this kind of method has been implemented by Moddemeijer [14] reporting a resolution of 13.3 nm. The main drawback of these correlation-like methods remains in the useful field-of-view. Those methods are feature dependent so that the pattern has to remain inside the region of interest to be analyzed thus limiting the range of measurement. To overcome such a drawback, a technique based on pseudo-periodic patterns has been proposed by different authors [15], [16], [17].

In this paper, we propose to use a similar technique which is based on an encryption of a binary code over a pseudo-periodic pattern (PPP). The position is obtained by combining fine and coarse measurements that are complementary (cf. Fig. 1). The coding allows absolute but coarse coordinate transformations of the image reference frame into actual positions on the observed part of the pattern. In addition, the pseudo-periodic pattern allows a high level of interpolation through phase measurements that lead to subpixel resolution.

The coarse measurement is done by decrypting the distribution of points missing in the periodic frame. Some dots are missing and their distribution follows a codification of the X and Y orders of the dots. This codification is based on Linear Feedback Register Sequences (LFRS). Pose retrieval involves complementary image processing to identify the location of the missing points and thus to return the line and column orders necessary to complete the fine position provided by phase computations.

The fine measurement is performed after a 2D Fourier transformation that aims to separate the different directions of modulation of the pattern. The phase of the periodic grid is then computed in both directions thanks to two analysis functions. Given the phases (in rad) and the period of the pattern (in meter), it is straightforward to calculate the relative position of the pattern in the image reference frame. This process gives the position with typically subpixel resolution of $10^{-3}$ pixels but also with an indeterminacy equal to the wavelength of the pattern.

Moreover as the period of the pattern is precisely known (4 µm in the present), the measurement is intrinsically self-calibrated. There is no need to calibrate the imaging system. More details about the algorithm and the fabrication of the pattern can be found in [18].

Finally, in the present case, the measuring range is limited by the size of the pattern that is 9.5 mm for x-axis and 4.2 mm for y-axis. The reproducibility of the visual measurement has been experimentally evaluated and is better than 10 nm [19].

III. CASE STUDY

Many micromanipulation systems work with mobile parts that are guided based on friction principles. Their positioning performances depend on the qualities of fabrication, plays,
weight of the axes and so on. The micropositioning stages are equipped with internal sensors and are individually closed-loop controlled in actuation layer. But depending on the location the sensors in the actuation chain, the feedback control can not reject some sources of errors. Moreover, assemblies errors can not be compensated using only proprioceptive sensors.

In this paper, we choose an XY microrobotic structure as a case study because this kind of structure is representative for many systems commonly used in micromanipulation. The pictures of the whole experimental setup and the end-platform are shown in Fig. 2 (a) and (b). The system consisting of two translation stages (XY) is mounted on a anti-vibration table. The two translation stages are PI M-111.1DG equipped with MercuryTM C-863 controllers. The specifications of translation stages XY from the datasheets is given in Table I.

The external measuring system for characterization consists of a 1024×768 video camera (AVT STINGRAY F-125C), a microscope lens (Optem zoom 70XL), an objective with 10× magnification and the pseudo-periodic pattern (Fig. 2 (c)). The upper goniometer (M-GON40-U) and lower goniometer (M-GON40-L) are used for adjusting the parallelism between the pattern and the camera.

IV. CHARACTERIZATION OF POSITION-DEPENDENT ERRORS

The position-dependent errors along axes are significant characteristics of the precise positioning stages. These errors are due to the geometric nature of the axes. For macroscale robotics, this type of errors is usually neglected in calibration but the magnitudes are slightly different. The driving system does not work symmetrically and makes a systematic error between forward and backward motions of the X stage are the same, but the magnitudes are slightly different. The driving system does not work symmetrically and makes a systematic error between forward and backward motions that corresponds to the backlash of 2 µm as specified by the manufacturer.

Position-dependent errors appear not only in the driving direction but also in the lateral direction. Fig. 5 shows this coupling errors in y direction when only X stage is moving forwards and backwards. It can be seen that the periods of the errors in forward and backward motions of the X stage are the same, but the magnitudes are slightly different. The driving system does not work symmetrically and makes a systematic error between forward and backward motions that corresponds to the backlash of 2 µm as specified by the manufacturer.

As depicted in Fig. 3, each of the micropositioning stage is controlled to reach appointed target coordinate \( x_T, y_T \). The camera captures the images of the pattern in the real positions \( x_T, y_T \). The images are processed subsequently with the PPP algorithm so as to obtain measured coordinates \( x_m \) and \( y_m \). In the 9500 and 4200 µm strokes, measurements are taken with 5 µm as step size and a total of 11403 data in X direction and 5043 data in Y direction are obtained in 3 cycles (every cycle corresponds to one forward and one backward motion). Time spent on data acquisition is 9.5 hours.

According to the specification, the driving mechanism of the stage is leadscrew. So the errors along the axis could be foreseen somehow based on the mechanical property. The errors between \( x_T \) and \( x_m \) measured in one cycle is shown in Fig. 4. It can be seen that errors vary cyclically. Such behavior is reasonably assumed due to systematic turn-to-turn nature inherent in the leadscrew. The thread pitch of the stage is 400 µm, so the cyclical error repeats with the same period. We can also see that the periods of the errors in forward and backward motions of the X stage are the same, but the magnitudes are slightly different. The driving system does not work symmetrically and makes a systematic error between forward and backward motions that corresponds to the backlash of 2 µm as specified by the manufacturer.

Position-dependent errors appear not only in the driving direction but also in the lateral direction. Fig. 5 shows this coupling errors in y direction when only X stage is moving forwards and backwards. It can be seen that the coupling errors have the same period as the errors in driving direction.

Based on the characterized errors of all discrete targets along each single axis, we have enough information for all coordinates in 2-dimensional space.

We also used these measurements to calculate the positioning repeatability following ISO standard 9283 [20]. The objective is to get a lower bound of the accuracy.
we could obtain with compensated driving. The positioning repeatability is defined by,

\[ RP = \bar{l} + 3S_{\alpha-1} \]  

(1)

with,

\[ \bar{l} = \frac{1}{n} \sum_{j=1}^{n} l_j \]  

(2)

and,

\[ S_{\alpha-1} = \sqrt{\frac{1}{n-1} \sum_{j=1}^{n} (l_j - \bar{l})^2} \]  

(3)

\( \bar{x}_m \) and \( \bar{y}_m \) are the coordinates of the barycentre defined by \( \bar{x}_m = \frac{1}{n} \sum_{j=1}^{n} x_{m,j} \) and \( \bar{y}_m = \frac{1}{n} \sum_{j=1}^{n} y_{m,j} \). \( l_j \) is the distance of the \( j \)th measure to the barycentre \( l_j = \sqrt{(x_{m,j} - \bar{x})^2 + (y_{m,j} - \bar{y})^2} \).

Fig. 6 shows the obtained repeatability along x for all measuring points of X axis. The curve for Y direction is similar. The repeatability is \( \leq 1 \) µm for most of the measuring points except for two peaks. This result is larger than expected from Table I. This is because of different experimental conditions between our configuration and that of specification evaluation by the constructor. The performance tests of PI company are indeed performed with less points and maybe with a more precise temperature control. For our case the ambient temperature drift was about 0.5 °C for 9.5 hours. The conclusion of this calculation is that the residual errors even after the best compensation should theoretically not be better than this measured repeatability.

V. COMPENSATION OF POSITION-DEPENDENT ERRORS

A. Compensation Principle

As mentioned before, we have characterized the position-dependent errors of discrete coordinates along each axis. The error at a given point contains two parts, the first part induced by \( X \) motion and the second part by \( Y \) motion. We define \( f_{x_i}(x_T) \) and \( f_{y_i}(y_T) \) that denotes the errors component in \( i \) direction when moving forward along \( x \) or \( y \) axis to target \( x_T \) or \( y_T \), and \( b_{x_i}(x) \) and \( b_{y_i}(y_T) \) that denotes the errors component in \( i \) direction when moving backward along \( x \) or \( y \) axis to target \( x_T \) or \( y_T \). Each of these functions are based on a look-up table that records the previous measurements.

Hence, targets might not be in the look-up table, the errors at these targets neither. In this case, interpolation techniques are required to calculate the unknown errors (interpolated errors) based on the knowledge of known errors (characterized errors). We used a linear interpolation thanks to the \textit{interp1} Matlab\textsuperscript{®} function. Cubic spline interpolation does not give significant better results.

The schematic diagram (Fig. 7) shows the compensation mechanism using the lookup table. Depending on the motion direction (forward or backward) and the target coordinates, the error components have various combinations. Taking X stage as an example, first the \( k \)th target position \( x_{Tk} \) and its previous target \( x_{Tk-1} \) are compared to identify the direction of the motion (forward or backward); secondly, the program selects the corresponding errors from the lookup table of X stage based on the information of motion direction; finally these error components are summed up to form the total errors. The aggregated errors \( ex(x_T, y_T) \) and \( ey(x_T, y_T) \) along \( x \) and along \( y \) are expressed by the following equations:

\[ ex(x_T, y_T) = \left[ \begin{array}{c} f_{xx}(x_T) \\ b_{xx}(x_T) \end{array} \right] + \delta_x(y_T) + \left[ \begin{array}{c} f_{yx}(y_T) \\ b_{yx}(y_T) \end{array} \right], \quad (4) \]

\[ ey(x_T, y_T) = \left[ \begin{array}{c} f_{xy}(x_T) \\ b_{xy}(x_T) \end{array} \right] + \left[ \begin{array}{c} f_{yy}(y_T) \\ b_{yy}(y_T) \end{array} \right]. \quad (5) \]

Due to the fact that the Y stage is not perfectly perpendicular to the X stage, the errors in \( x \) direction should be added by a bias \( \delta_x(y_T) \) depending on the \( y \) coordinate.

The compensation principle relies on that the errors at the target points should be eliminated by adding the same amplitude of errors to the input. The input of the XY stages is
then defined by the target trajectory minus the corresponding geometric errors in the lookup table instead of the target trajectory alone. The block diagram of the compensation process is shown in Fig. 8.

B. Trajectories Tracking

The first test is tracking of a square trajectory with compensation of position-dependent errors using lookup table. The planning trajectory is chosen with a size of 4000 × 4000 µm square spanning from coordinates 10 µm to 4010 µm. The square is divided into 4 segments: AB, BC, CD, and DA (Fig. 9). The tracking performances with and without \((ex = ey = 0)\) compensation are shown in Fig. 10 (a) and (b). The accuracy (calculated following ISO standard 9283 [20]) is defined by:

\[
AP = \sqrt{(\bar{x}_m - x_T)^2 + (\bar{y}_m - y_T)^2}
\]  

Accuracy is about 22 µm without compensation which is mainly due to the perpendicularity error (BC and DA segments) and a little bit position-dependent error (AB and CD segments). After compensation, accuracy improves to approximately 4 µm (84% error reduction).

C. Random Points Positioning

To examine the positioning accuracy of arbitrary points in the whole joint workspace experimentally, XY stages are commanded to reach random coordinates. The input targets \(P_{Ti}\) are coordinates of ten points which are generated randomly. Table II shows the coordinates of the ten targets defined for the test. The XY stages are controlled to reach the target \(P_{T1}, \ldots, P_{T10}\) in sequence. From Fig. 11, we can see that the positioning accuracy is improved from about 22 µm to 7 µm (68% reduction) by using the interpolated compensation.

VI. CONCLUSIONS

Micropositioning stages are common components of the microrobotic systems for applications at the microscale. To achieve micrometer accuracy, errors in micropositioning stages required to be compensated. In this paper, we employed an novel measuring system consisting of a regular vision system observing a pseudo-periodic encoded pattern to measure the motion behavior of the XY micropositioning stages. This method is particularly suitable for microscale
motion characterization thanks to its high range-to-resolution ratio and avoidance of camera calibration.

We characterized the position-dependent errors along XY axes and perpendicularity error between them. Based on the quantified errors, compensation is conducted through building lookup tables and using linear interpolation. The experimental validations of the compensation show noticeable accuracy improvements despite the limited number of training points. The positioning accuracy is improved from 22 µm to 3.5 µm (84% reduction of inaccuracy) for random points reaching.

Table II

<table>
<thead>
<tr>
<th>Targets</th>
<th>( x_P(\mu m) )</th>
<th>( y_P(\mu m) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{T1} )</td>
<td>3471</td>
<td>2311</td>
</tr>
<tr>
<td>( P_{T2} )</td>
<td>6044</td>
<td>3991</td>
</tr>
<tr>
<td>( P_{T3} )</td>
<td>3673</td>
<td>39</td>
</tr>
<tr>
<td>( P_{T4} )</td>
<td>5118</td>
<td>2738</td>
</tr>
<tr>
<td>( P_{T5} )</td>
<td>3643</td>
<td>2071</td>
</tr>
<tr>
<td>( P_{T6} )</td>
<td>8196</td>
<td>186</td>
</tr>
<tr>
<td>( P_{T7} )</td>
<td>1702</td>
<td>756</td>
</tr>
<tr>
<td>( P_{T8} )</td>
<td>3776</td>
<td>3815</td>
</tr>
<tr>
<td>( P_{T9} )</td>
<td>3903</td>
<td>1390</td>
</tr>
<tr>
<td>( P_{T10} )</td>
<td>1035</td>
<td>35</td>
</tr>
</tbody>
</table>

Fig. 11. Positioning accuracy of random points with and without compensation.