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Abstract. Consider a non-linear function $G(X_t)$ where $X_t$ is a stationary Gaussian sequence with long-range dependence. The usual reduction principle states that the partial sums of $G(X_t)$ behave asymptotically like the partial sums of the first term in the expansion of $G$ in Hermite polynomials. In the context of the wavelet estimation of the long-range dependence parameter, one replaces the partial sums of $G(X_t)$ by the wavelet scalogram, namely the partial sum of squares of the wavelet coefficients. Is there a reduction principle in the wavelet setting, namely is the asymptotic behavior of the scalogram for $G(X_t)$ the same as that for the first term in the expansion of $G$ in Hermite polynomial? The answer is negative in general. This paper provides a minimal growth condition on the scales of the wavelet coefficients which ensures that the reduction principle also holds for the scalogram. The results are applied to testing the hypothesis that the long-range dependence parameter takes a specific value.
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1. Introduction

Let $X = \{X_t\}_{t \in \mathbb{Z}}$ be a centered stationary Gaussian process with unit variance and spectral density $f(\lambda), \lambda \in (-\pi, \pi)$. Such a stochastic process is said to have short memory or short-range dependence if $f(\lambda)$ is bounded around $\lambda = 0$ and long memory or long-range dependence if $f(\lambda) \to \infty$ as $\lambda \to 0$. We will suppose that $\{X_t\}_{t \in \mathbb{Z}}$ has long memory with memory parameter $0 < d < 1/2$, that is,

$$f(\lambda) \sim |\lambda|^{-2d} f^*(\lambda) \text{ as } \lambda \to 0$$

where the short range part $f^*$ of the spectral density is a bounded spectral density which is continuous and positive at the origin. The parameter $d$ is also called the long-range dependence parameter.

A standard assumption in the semi-parametric setup is

$$|f^*(\lambda) - f^*(0)| \leq C f^*(0) |\lambda|^\beta \quad \lambda \in (-\pi, \pi) ,$$

where $\beta$ is some smoothness exponent in $(0, 2]$. This hypothesis is semi-parametric in nature because the function $f^*$ plays the role of a “nuisance function”. It is convenient to set

$$f(\lambda) = |1 - e^{-i\lambda}|^{-2d} f^*(\lambda), \quad \lambda \in (-\pi, \pi) .$$

Consider now a process $\{Y_t\}_{t \in \mathbb{Z}}$, such that

$$(\Delta^K Y)_t = G(X_t), \quad t \in \mathbb{Z} ,$$

for $K \geq 0$, where $(\Delta Y)_t = Y_t - Y_{t-1}$, $\{X_t\}_{t \in \mathbb{Z}}$ is Gaussian with spectral density $f$ satisfying (3) and where $G$ is a function such that $E[G(X_t)] = 0$ and $E[G(X_t)^2] < \infty$. While the process $\{Y_t\}_{t \in \mathbb{Z}}$ is not necessarily stationary, its $K$–th difference $\Delta^K Y_t$ is stationary. Nevertheless, as in Yaglom (1958) one can speak of the “generalized spectral density” of $\{Y_t\}_{t \in \mathbb{Z}}$, which we denote $f_{G,K}$. It is defined as

$$f_{G,K}(\lambda) = |1 - e^{-i\lambda}|^{-2K} f_G(\lambda) ,$$

where $f_G$ is the spectral density of $\{G(X_t)\}_{t \in \mathbb{Z}}$.

Note that $G(X_t)$ is the output of a non–linear filter $G$ with Gaussian input. According to the Hermite expansion of $G$ and the value $d$, the time series $Y$ may be long–range dependent (see Clausel et al. (2012) for more details). We aim at developing efficient estimators of the memory parameter of such non–linear time series.

Since the 80’s many methods for the estimation of the memory parameter have been developed. Let us cite the Fourier methods developed by Fox and Taqqu (Fox and Taqqu (1986)) and Robinson (Robinson (1995b,a)). Since the 90’s, wavelet methods have become very popular. The idea of using wavelets to estimate the memory parameter of a time series goes back to Wornell and Oppenheim (1992) and Flandrin (1989a,b, 1991, 1999). See also Abry and Veitch (1998); Abry et al. (1998), Bardet (2002), Bardet et al. (2008), Bardet et al. (2000). As shown in Flandrin (1992), Abry and Veitch (1998), Veitch and Abry
and Bardet (2000) in a parametric context, the memory parameter of a time series can be estimated using the normalized limit of its scalogram \((21)\), that is the average of squares of its wavelet coefficients computed at a given scale. It is well–known that, when considering Gaussian or linear time series, the wavelet–based estimator of the memory parameter is consistent and asymptotically Gaussian (see Moulines et al. (2007) for a general framework in the Gaussian case and Roueff and Taqqu (2009b) for the linear case). This result is particularly important for statistical purpose since it provides confidence intervals for the wavelet–based estimator of the memory parameter.

The application of wavelet–based methods for the estimation of the memory parameter of non-Gaussian stochastic processes has been much less treated in the literature. See Abry et al. (2011) for some empirical studies. In Bardet and Tudor (2010) is considered the case of the Rosenblatt process which is a non-Gaussian self-similar process with stationary increments living in the second Wiener chaos, that is, it can be expressed as a double iterated integral with respect to the Wiener process. In this case, the wavelet–based estimator of the memory parameter is consistent but satisfies a non–central limit theorem. More precisely, conveniently renormalized, the scalogram which is a sum of squares of wavelet coefficients converges to a Rosenblatt variable and thus admits a non–Gaussian limit. This result, surprisingly, also holds for a time series of the form \(H_{q_0}(X_t)\) where \(X_t\) is Gaussian with unit variance and \(H_{q_0}\) denotes the \(q_0\)–th Hermite polynomial with \(q_0 \geq 2\) (see Clausel et al. (2014)).

The general case \(G(X_t)\) is expected to derive from the case \(G = H_{q_0}\). Namely, one could expect that some “reduction theorem” analog to the one of Taqqu (1975) holds. Recall that the classical reduction theorem of Taqqu (1975) states that if \(G(X)\) is long–range dependent then the limit in the sense of finite–dimensional distributions of \(\sum_{k=1}^{[nt]} G(X_k)\) adequately normalized, depends only on the first term \(c_{q_0} H_{q_0}/q_0!\) in the Hermite expansion of \(G\). The reduction principle then states that there exist normalization factors \(a_n \to \infty\) as \(n \to \infty\) such that

\[
\frac{1}{a_n} \sum_{k=1}^{[nt]} G(X_k) \quad \text{and} \quad \frac{1}{a_n} \sum_{k=1}^{[nt]} c_{q_0} H_{q_0}(X_k),
\]

have the same non–degenerate limit as \(n \to \infty\). A reduction principle was established in Clausel et al. (2012), Theorem 5.1 for the wavelet coefficients of a non–linear time series of the form \(G(X_t)\). In applications, the wavelet coefficients are not used directly but only through the scalogram. For example, Faÿ et al. (2008) use the scalogram to compare Fourier and wavelet estimation methods of the memory parameter. The difficulty is that the scalogram is a quadratic function of the wavelet coefficients involving not only the number of observations but also the scale at which the wavelet coefficients are computed. In practice, however, the scalogram is easy to obtain and one can take advantage of the structure of sample moments to investigate statistical properties. Its use is well–illustrated numerically in Abry et al. (2011) who consider a number of statistical applications.

The following is a natural question:

Does a reduction principle hold for the scalogram?

In Clausel et al. (2013) we illustrated through different large classes of examples, that the reduction principle for the scalogram does not necessarily hold and that the asymptotic limit of the scalogram may even be Hermite process of order greater than 2. It is then important to find sufficient conditions for the reduction principle to hold. In this case, the normalized limit of the scalogram of the time series \(G(X_t)\) would be the same as the time series \(c_{q_0} H_{q_0}(X)/q_0!\)
studied in Clausel et al. (2014) and therefore will be asymptotically Gaussian if \( q_0 = 1 \) and a Rosenblatt random variable if \( q_0 \geq 2 \). In Theorem 3.2 we prove that the reduction principle holds at large scales, namely if
\[
n_j \ll \gamma_j^{\nu_c} \quad \text{as} \quad j \to \infty ,
\]
that is, if the number of wavelet coefficients \( n_j \) at scale \( j \) (typically \( N^{2-j} \), where \( N \) is the sample size) does not grow as fast as the scale factor \( \gamma_j \) (typically \( 2^j \)) to the power \( \nu_c \), as the sample size \( N \) and the scale index \( j \) go to infinity. The critical exponent \( \nu_c \) depends on the function \( G \) under consideration and may take the value \( \nu_c = \infty \) for some functions, in which case the reduction principle holds without any particular growth condition on \( \gamma_j \) and \( n_j \) besides \( n_j \to \infty \) and \( \gamma_j \to \infty \) as \( j \to \infty \).

The paper is organized as follows. In Section 2, we introduce long–range dependence and the scalogram. The main Theorem 3.2, which states that under Condition (6) the reduction principle holds is stated in Section 3 with the critical exponent \( \nu_c \) given in Section 4 and examples provided in Section 5. Section 6 contains statistical applications. The decomposition of the scalogram in Wiener chaos is described in Section 7. That section contains Theorem 7.2 on which Theorem 3.2 is based. Several proofs are in Section 8. Section 9 contains technical lemmas. The integral representations are described in Appendix A and the wavelet filters are given in Appendix B. Appendix C depicts the multiscale wavelet inference setting.

For the convenience of the reader, in addition to providing a formal proof of a given result, we sometimes describe in a few lines the idea behind the proof.

2. Long–range dependence and the multidimensional wavelet scalogram

The centered Gaussian sequence \( X = \{ X_t \}_{t \in \mathbb{Z}} \) with unit variance and spectral density (2) is long–range dependent because \( d > 0 \) and hence its spectrum explodes at \( \lambda = 0 \).

The long–memory behavior of a time series \( Y \) of the form (4) is well–known to depend on the expansion of \( G \) in Hermite series. Recall that if \( \mathbb{E}[G(X_0)] = 0 \) and \( \mathbb{E}[G(X_0)^2] < \infty \) for \( X_0 \sim \mathcal{N}(0, 1) \), \( G(X) \) can be expanded in Hermite polynomials, that is,
\[
G(X) = \sum_{q=1}^{\infty} \frac{c_q}{q!} H_q(X) .
\]

One sometimes refer to (7) as an expansion in Wiener chaos. The convergence of the infinite sum (7) is in \( L^2(\Omega) \),
\[
c_q = \mathbb{E}[G(X)H_q(X)] , \quad q \geq 1 ,
\]
and
\[
H_q(x) = (-1)^q e^{x^2} \frac{d^q}{dx^q} \left( e^{-x^2} \right) ,
\]
are the Hermite polynomials. These Hermite polynomials satisfy \( H_0(x) = 1, H_1(x) = x, H_2(x) = x^2 - 1 \) and one has
\[
\mathbb{E}[H_q(X)H_{q'}(X)] = \int_{\mathbb{R}} H_q(x)H_{q'}(x) \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx = q! \mathbb{1}_{\{q=q'\}} .
\]

Observe that the expansion (7) starts at \( q = 1 \), since
\[
c_0 = \mathbb{E}[G(X)H_0(X)] = \mathbb{E}[G(X)] = 0 ,
\]
by assumption. Denote by \( q_0 \geq 1 \) the Hermite rank of \( G \), namely the index of the first non–zero coefficient in the expansion (7). Formally,

\[
q_0 = \min\{q \geq 1, \ c_q \neq 0\} .
\]

One has then

\[
\sum_{q=q_0}^{+\infty} \frac{c_q^2}{q!} = \mathbb{E}[G(X)^2] < \infty.
\]  

(11)

In the special case where \( G = H_q \), whether \( \{H_q(X_t)\}_{t \in \mathbb{Z}} \) is also long–range dependent depends on the respective values of \( q \) and \( d \). We show in [Clauset et al. (2012)], that the spectral density of \( \{H_q(X_t)\}_{t \in \mathbb{Z}} \) behaves like \( |\lambda|^{-2\delta_+(q)} \) as \( \lambda \to 0 \), where

\[
\delta_+(q) = \max(\delta(q), 0) \quad \text{where} \quad \delta(q) = qd - (q - 1)/2 .
\]  

(12)

We will also let \( \delta_+(0) = \delta(0) = 1/2 \). For \( q \geq 1 \), \( \delta_+(q) \) is the memory parameter of \( \{H_q(X_t)\}_{t \in \mathbb{Z}} \). It is a non–increasing function of \( q \). Therefore, since \( 0 < d < 1/2 \), \( \{H_q(X_t)\}_{t \in \mathbb{Z}} \), \( q \geq 1 \), is long–range dependent if and only if

\[
\delta(q) > 0 \iff d > \frac{1}{2}(1 - 1/q) ,
\]  

(13)

that is, \( d \) must be sufficiently close to \( 1/2 \). Specifically, for long–range dependence,

\[
q = 1 \Rightarrow d > 0, \quad q = 2 \Rightarrow d > 1/4, \quad q = 3 \Rightarrow d > 1/3, \quad q = 4 \Rightarrow d > 3/8 .
\]  

(14)

From another perspective,

\[
\delta(q) > 0 \iff 1 \leq q < 1/(1 - 2d) ,
\]  

(15)

and thus \( \{H_q(X_t)\}_{t \in \mathbb{Z}} \) is short–range dependent if \( q \geq 1/(1 - 2d) \).

Recall that the Hermite rank of \( G \) is \( q_0 \geq 1 \), that is the expansion of \( G(X_t) \) starts at \( q_0 \). We always assume that \( \{H_{q_0}(X_t)\}_{t \in \mathbb{Z}} \) has long memory, that is,

\[
q_0 < 1/(1 - 2d) .
\]  

(16)

The condition (16), with \( q_0 \) defined as the Hermite rank (10), ensures such that \( \{Y_t\}_{t \in \mathbb{Z}} = \{\Delta^{-K}G(X_t)\}_{t \in \mathbb{Z}} \) is long-range dependent with long memory parameter

\[
d_0 = K + \delta(q_0) \in (K, K + 1/2) .
\]  

(17)

More precisely, we have the following result which also determines a Hölder condition on the short-range part of the spectral density. This condition shall involve \( q_0 \) defined in (17), and, if \( G \) is not reduced to \( c_{q_0}H_{q_0}/(q_0!) \), it also involves the index of the second non-vanishing Hermite coefficient denoted by

\[
q_1 = \inf\{q > q_0 : c_q \neq 0\} .
\]  

If there is no such \( q_1 \) we let \( \delta_+(q_1) = 0 \) in (18).

**Theorem 2.1.** Let \( Y \) be defined as above. Then the generalized spectral density \( f_{G,K} \) of \( Y \) can be written as

\[
f_{G,K}(\lambda) = |1 - e^{-i\lambda}|^{-2d_0} f^*_G(\lambda) ,
\]

\footnote{In our context, the values \( d = 1/2 - 1/(2q) \), \( q \geq 1 \), constitute boundary values which introduce logarithmic terms and will be omitted for simplicity. See Remark 6.2.}
where $d_0$ is defined by (17) and $f_G^*$ is bounded, continuous and positive at the origin. Moreover, for any $\zeta > 0$ satisfying

$$\zeta \leq \min(\beta, 2(\delta(q_0) - \delta_+(q_1))) \quad \text{and, if } q_0 \geq 2, \quad \zeta < 2\delta(q_0),$$

there exists a constant $C > 0$ such that

$$|f_G^*(\lambda) - f_G^*(0)| \leq Cf_G^*(0)|\lambda|^\zeta, \quad \lambda \in (-\pi, \pi).$$

Proof. See Section 8.1.

Idea behind the proof of Theorem 2.1. Starting with the regularity of the nuisance function $f^*$ in (1), one derives that of $f^*_{H_q}$ and, more generally, that of $f^*_G$, taking advantage of the fact that the terms in the expansion of $G(X)$ in Hermite polynomials are uncorrelated.

Remark 2.1. The exponent $\zeta$ in (18) will affect the bias of the mean of the scalogram (see (53)). The higher $\zeta$, the lower the bias. Since in (18), $\zeta$ is required to satisfy a non–strict and a strict inequality (if $q_0 \geq 2$), we cannot provide an explicit expression for $\zeta$. However, in most cases one has $q_0 = 1$ or $\delta_+(q_1) > 0$ and hence one can set $\zeta = \min(\beta, 2(\delta(q_0) - \delta_+(q_1)))$ which then satisfies both inequalities in (18).

Our estimator of the long memory parameter of $Y$ is defined from its wavelet coefficients, denoted by $\{W_{j,k}, j \geq 0, k \in \mathbb{Z}\}$, where $j$ indicates the scale index and $k$ the location. These wavelet coefficients are defined by

$$W_{j,k} = \sum_{t \in \mathbb{Z}} h_j(\gamma_jk - t)Y_t,$$

where $\gamma_j \uparrow \infty$ as $j \uparrow \infty$ is a sequence of non–negative decimation factors applied at scale index $j$. The properties of the memory parameter estimator are directly related to the asymptotic behavior of the scalogram $S_{n_{j,j}}$, defined by

$$S_{n_{j,j}} = \frac{1}{n_j} \sum_{k=0}^{n_j-1} W_{j,k}^2,$$

as $n_j \to \infty$ (large sample behavior) and $j \to \infty$ (large scale behavior). More precisely, we will study the asymptotic behavior of the sequence

$$S_{n_{j+u,j+u}} = S_{n_{j+u,j+u}} - \mathbb{E}(S_{n_{j+u,j+u}}) = \frac{1}{n_{j+u}} \sum_{k=0}^{n_{j+u}-1} \left( W_{j+u,k}^2 - \mathbb{E}(W_{j+u,k}^2) \right),$$

adequately normalized as $j, n_j \to \infty$.

There are two perspectives. One can consider, as in Clausel et al. (2012), that the wavelet coefficients $W_{j+u,k}$ are processes indexed by $u$ taking a finite number of values. A second perspective consists in replacing the filter $h_j$ in (20) by a multidimensional filter $h_{\ell,j}, \ell = 1, \cdots, m$, and thus replacing $W_{j,k}$ in (20) by

$$W_{\ell,j,k} = \sum_{t \in \mathbb{Z}} h_{\ell,j}(\gamma_jk - t)Y_t, \quad \ell = 1, \cdots, m,$$

(see Appendix C for more details). We adopted this second perspective in Clausel et al. (2014, 2013) and we also adopt it here since it allows us to compare our results to those obtained in Roueff and Taqqu (2009b) in the Gaussian case.
We use bold faced symbols $W_{j,k}$ and $h_j$ to emphasize the multivariate setting and let
\[ h_j = \{ h_{\ell,j}, \ell = 1, \ldots, m \}, \quad W_{j,k} = \{ W_{\ell,j,k}, \ell = 1, \ldots, m \}, \]
with
\[ W_{j,k} = \sum_{t \in \mathbb{Z}} h_j(\gamma_j k - t)Y_t = \sum_{t \in \mathbb{Z}} h_j(\gamma_j k - t)\Delta^{-K}G(X_t), \quad j \geq 0, k \in \mathbb{Z}. \]
(23)
We then will study the asymptotic behavior of the sequence
\[ S_{n,j} = \frac{1}{n_j} \sum_{k=0}^{n_j-1} (W_{j,k}^2 - \mathbb{E}[W_{j,k}^2]) \]
adequately normalized as $j \to \infty$, where, by convention, in this paper,
\[ W_{j,k}^2 = \{ W_{\ell,j,k}^2, \ell = 1, \ldots, m \}. \]
(24)

The squared Euclidean norm of a vector $x = [x_1, \ldots, x_m]^T$ will be denoted by $|x|^2 = x_1^2 + \cdots + x_m^2$ and the $L^2$ norm of a random vector $X$ is denoted by
\[ \|X\|_2 = \left( \mathbb{E}[|X|^2] \right)^{1/2}. \]
(25)

We now summarize the main assumptions of this paper in the following set of conditions.

**Assumptions A** \{ $W_{j,k}, j \geq 1, k \in \mathbb{Z}$ \} are the multidimensional wavelet coefficients defined by (23), where

(i) \{ $X_t$ \}$_{t \in \mathbb{Z}}$ is a stationary Gaussian process with mean 0, variance 1 and spectral density $f$ satisfying (3).

(ii) $G$ is a real-valued function whose Hermite expansion (7) satisfies condition (16), namely $q_0 < 1/(1 - 2d)$, and whose coefficients in the Hermite expansion satisfy the following condition: for any $\lambda > 0$
\[ c_q = O((q!)^d e^{-\lambda q}) \quad \text{as } q \to \infty. \]
(27)

(iii) the wavelet filters ($h_j$)$_{j \geq 1}$ and their asymptotic Fourier transform $\hat{h}_\infty$ satisfy the standard conditions [W-1]–[W-3] with $M$ vanishing moments. See details in Appendix B.

We shall prove that, provided that the number of vanishing moments of the wavelet is large enough, these assumptions yield the following general bound for the centered scalogram.

**Theorem 2.2.** Suppose that Assumptions A hold with $M \geq K + \delta(q_0)$. Then for any two diverging sequences $(\gamma_j)$ and $(n_j)$, we have, as $j \to \infty$, \[ \|S_{n,j}\|_2 = O \left( \gamma_j^{2d_0} n_j^{-(1/2-d)} \right) \].
(28)

**Proof.** Theorem 2.2 is proved in Section 8.2. \(\Box\)

**Idea behind the proof of Theorem 2.2.** One decomposes $S_{n,j}$ further in terms $S_{n,j}^{(q,q',p)}$ as in (64) and applies the bounds obtained in part in Proposition 7.1.

It is important to note that Theorem 2.2 holds whatever the relative growth of $(\gamma_j)$ and $(n_j)$ but it only provides a bound. This bound will be sufficient to derive a consistent estimator of the long memory parameter $K + \delta(q_0)$, see Theorem 6.1 below.

Obtaining a sharp rate of convergence of the centered scalogram and its asymptotic limit is of primary importance in statistical applications but this can be quite a complicated task. We exhibit several cases in Clausel et al. (2014, 2013) that underline the wild diversity of the
asymptotic behavior of the centered scalogram. In general the nature of the limit depends on the relative growth of \((\gamma_j)\) and \((n_j)\). We will show, however, that if \(n_j < \gamma_j^{\nu_c}\), where \(\nu_c\) is a critical exponent, then the reduction principle holds. In this case, the limit will be either Gaussian or expressed in terms of the Rosenblatt process which is defined as follows.

**Definition 2.1.** The Rosenblatt process of index \(d\) with

\[
1/4 < d < 1/2 ,
\]

is the continuous time process

\[
Z_d(t) = \int_{\mathbb{R}^2} e^{i(u_1+u_2)t} \frac{1}{i(u_1+u_2)} |u_1|^{-d} |u_2|^{-d} \, d\hat{W}(u_1) d\hat{W}(u_2), \quad t \in \mathbb{R} .
\]

The multiple integral \((30)\) with respect to the complex-valued Gaussian random measure \(\hat{W}\) is defined in Appendix A. The symbol \(\int_{\mathbb{R}^2}\) indicates that one does not integrate on the diagonal \(u_1 = u_2\). The integral is well-defined when \((29)\) holds because then it has finite \(L^2\)-norm. This process is self-similar with self-similarity parameter

\[
H = 2d \in (1/2,1),
\]

that is for all \(\alpha > 0\), \(\{Z_d(at)\}_{t \in \mathbb{R}}\) and \(\{a^H Z_d(t)\}_{t \in \mathbb{R}}\) have the same finite-dimensional distributions, see Taqqu (1979). When \(t = 1\), \(Z_d(1)\) is said to have the Rosenblatt distribution. This distribution is tabulated in Veillette and Taqqu (2013).

3. Reduction principle at large scales

We shall now state the main results and discuss them. They are proved in the following sections. We use \(\overset{\mathcal{L}}{\to}\) to denote convergence in law.

The following result involving the case

\[
G = \frac{c_{q_0}}{q_0!} H_{q_0}, \quad c_{q_0} \neq 0, \quad q_0 \geq 1 ,
\]

is proved in Theorem 3.2 of Clausel et al. (2014) and will serve as reference:

**Theorem 3.1.** Suppose that Assumptions A \((\ell)\) and A \((iii)\) hold with \(M \geq K + \delta(q_0)\), where \(\delta(\cdot)\) is defined in \((12)\). Assume that \(Y\) is a non-linear time series such that \(\Delta^K Y = \frac{c_{q_0}}{q_0!} H_{q_0}(X)\), with \(q_0 \geq 1\) and \(q_0 < 1/(1-2d)\). Define the centered multivariate scalogram \(S_{n,j}\) related to \(Y\) by \((32)\) and let \((n_j)\) and \((\gamma_j)\) be any two diverging sequences of integers.

(a) Suppose \(q_0 = 1\) and that \((\gamma_j)\) is a sequence of even integers. Then, as \(j \to \infty\),

\[
n_j^{1/2} \gamma_j^{-2(K+K)} \hat{S}_{n_j,j} \overset{\mathcal{L}}{\to} c_1^2 \mathcal{N}(0, \Gamma) ,
\]

where \(\Gamma\) is the \(m \times m\) matrix with entries

\[
\Gamma_{\ell,\ell'} = 4\pi (f^*(0))^2 \int_{-\pi}^{\pi} \left| \sum_{p \in \mathbb{Z}} (\lambda + 2\pi n)^{-2(K+K)} \widehat{h_{\ell,\infty} h_{\ell',\infty}}(\lambda + 2\pi n) \right|^2 \, d\lambda , \quad 1 \leq \ell, \ell' \leq m .
\]

(b) Suppose \(q_0 \geq 2\). Then as \(j \to \infty\),

\[
n_j^{-2d} \gamma_j^{-2(\delta(q_0)+K)} \hat{S}_{n_j,j} \overset{\mathcal{L}}{\to} \frac{c_{q_0}^2}{(q_0-1)!} f^*(0)^{q_0} L_{q_0-1} Z_d(1) ,
\]
where \( Z_\delta(1) \) is the Rosenblatt process in (31) evaluated at time \( t = 1 \), \( f^*(0) \) is the short-range spectral density at zero frequency in (1) and where for any \( p \geq 1 \), \( L_p \) is the deterministic \( m \)-dimensional vector \( [L_p(h_{i,\infty})]_{i=1,...,m} \) with finite entries defined by
\[
L_p(g) = \int_{\mathbb{R}^p} \frac{|g(u_1 + \cdots + u_p)|^2}{|u_1 + \cdots + u_p|^{2k}} \prod_{i=1}^p |u_i|^{-2d} \, du_1 \cdots du_p,
\]
for any \( g : \mathbb{R} \rightarrow \mathbb{C} \).

Thus Theorem 3.1 states that in the case \( G = H_{q_0} \), \( q_0 \geq 1 \) the limit of the scalogram is either Gaussian or has a Rosenblatt distribution. Our main result Theorem 3.2 states that beyond this simple case, the limits continue to be either Gaussian or Rosenblatt under fairly general conditions, involving \( n_j \) and \( \gamma_j \), namely that \( n_j \ll \gamma_j^{\nu_c} \) as \( j \rightarrow \infty \) where \( \nu_c \) is a positive (possibly infinite) critical exponent given in Definition 4.1, see Section 4 for details.

**Theorem 3.2.** Suppose that Assumptions A hold with \( M \geq K + \delta(q_0) \), where \( \delta(\cdot) \) is defined in (12) and that
\[
d \notin \{1/2 - 1/(2q) : q = 1, 2, 3, \ldots \}. \tag{35}
\]
Define the centered multivariate scalogram \( \mathbf{S}_{n,j} \) related to \( Y \) by (22). Let \( (n_j) \) be any diverging sequence of integers such that, as \( j \rightarrow \infty \),
\[
n_j \ll \gamma_j^{\nu_c}, \tag{36}
\]
where \( \nu_c \) is given in Definition 4.1 below. Then, the following limits hold depending on the value of \( q_0 \).

(a) If \( q_0 = 1 \) and \( \gamma_j \) even, then, the convergence (31) holds.

(b) If \( q_0 \geq 2 \), then, the convergence (33) holds.

**Proof.** We shall prove in Theorem 7.2, see (70), that, under Conditions (35) and (36), \( \mathbf{S}_{n_j,j} \) can be reduced to a dominating term \( S_{n_j,j}^{(q_0, q_0, q_0 - 1)} \) in the sense of the \( L^2 \) norm (26). This dominating term depends only on the term \( c_{q_0} H_{q_0}(X)/(q_0!) \) of the expansion of \( G(X) \). We can then apply Theorem 3.1 to conclude. \( \square \)

This result extends Theorem 3.1 stated above, where \( G \) was restricted to \( G = \frac{c_{q_0}}{q_0^d} H_{q_0} \). While extending the result to a much more general function \( G \), Theorem 3.2 involves two additional conditions. Condition (35) is merely here to avoid logarithmic corrections, see Remark 3.2 below. Condition (36) is restrictive only when \( \nu_c \) is finite, in which case it imposes a minimal growth of the analyzing scale \( \gamma_j \) with respect to that of \( n_j \). We say that the reduction principle holds at large scales. The main interest of having a reduction principle is to conclude that the same asymptotic analysis is valid as in the case \( G = \frac{c_{q_0}}{q_0^d} H_{q_0} \).

**Remark 3.1.** In practice such a result can be used as follows: If \( d, G \) are both known, \( \nu_c \) can be evaluated numerically. We then get a practical condition, albeit asymptotic, for the reduction principle. See Section 6.3 for an application.

**Remark 3.2.** The values \( d = 1/2 - 1/(2q) \), \( q \geq 1 \), constitute boundary values which already appear in the classical reduction theorem, see Taqqu (1975). These boundary values also exist in our context. If \( d = 1/2 - 1/(2q) \), \( q \geq 1 \), one gets similar results but with logarithm.

---

2This case corresponds to \( \mathcal{L} = \{0\} \) using the notation introduce in (37) below.
terms. In fact, one can show that if one drops the restriction (35), then the conclusion of Theorem 3.2 holds if

1) \( n_j \ll \gamma_j \log \gamma_j \).

2) For any \( \epsilon > 0 \), \( \log n_j = o(\gamma_j^\epsilon) \) and \( \log \gamma_j = o(n_j^{1/2}) \) as \( j \to \infty \).

The technical condition 2) is very weak and condition 1) is the same as (36) up to a logarithmic correction. We assume (35) for simplicity of the exposition.

Remark 3.3. We provided in Clausel et al. (2013) several examples for which different limits are obtained. In these examples one does not have (36) and consequently different terms in the decomposition in Wiener chaos of the scalogram dominate and provide different limits. Since the limits are not the same as when \( G = H_q \), the reduction principle does not hold in these cases.

4. Critical exponent

The precise description of the critical exponent given below involves a number of sequences, in particular, the subsequence of Hermite coefficients \( c_q \), \( q \geq 1 \) that are non-vanishing. We denote this subsequence by \( \{ c_{q_\ell} \}_{\ell \in \mathcal{L}} \) where \( (q_\ell)_{\ell \in \mathcal{L}} \) is a (finite of infinite) increasing sequence of integers such that

\[
q_\ell = \text{index of the } (\ell + 1)\text{th non–zero coefficient}, \quad \ell \in \mathcal{L}.
\]

Thus the indexing set \( \mathcal{L} \) is a set of consecutive integers starting at 0 with same cardinality as the set of non-vanishing coefficients. We set

\[
I_0 = \{ \ell \in \mathcal{L} : \ell + 1 \in \mathcal{L}, q_{\ell+1} - q_\ell = 1 \},
\]

that is, \( q_\ell \) and \( q_{\ell+1} \) take consecutive values when \( \ell \in I_0 \). The set \( I_0 \) could be either empty (there are no consecutive values of \( q_\ell \)) or not empty. Then we set

\[
\ell_0 = \begin{cases} 
\min(I_0) \geq 0, & \text{when } I_0 \text{ is not empty}, \\
\infty, & \text{when } I_0 \text{ is empty}.
\end{cases}
\]

When \( \ell_0 \) is finite (that is, \( I_0 \) is not empty), \( q_{\ell_0} \) is the smallest index \( q \) such that two Hermite coefficients \( c_q, c_{q+1} \) are non–zero.

We define similarly for any \( r \geq 0 \)

\[
I_r = \{ \ell \in \mathcal{L} : q_{\ell+1} = q_\ell + 1 \}.
\]

which involves the terms distant by \( r + 1 \). Finally, we extend the definition of \( \ell_0 \) in (39) to any \( r \geq 0 \) by

\[
\ell_r = \min(I_r).
\]

We also define

\[
\mathcal{R} = \{ r \geq 0 : I_r \neq \emptyset \text{ and } \delta(r+1) > 0 \}.
\]

Thus \( r \in \mathcal{R} \) describes the gaps \( r + 1 \) where \( H_{r+1}(X_t) \) is long-range dependent. Since by (12), \( \delta(r+1) > 0 \) is equivalent to \( r + 1 < 1/(1 - 2d) \), we have

\[
\mathcal{R} \subset \{ 0, 1, \ldots, \lfloor 1/(1 - 2d) \rfloor - 1 \}.
\]

Finally, let

\[
J_d = \{ \ell \in \mathcal{L} : \delta(q_{\ell+1} - q_\ell) > 0 \} = \{ \ell \in \mathcal{L} : q_{\ell+1} < q_\ell + (1 - 2d)^{-1} \}.
\]
where we used the expression for $\delta(q)$ in (12). Note that

$$J_d = \bigcup_{r \in \mathcal{R}} I_r ,$$

and thus

$$J_d \neq \emptyset \iff \mathcal{R} \neq \emptyset .$$

We illustrate these quantities in the following example.

**Illustration.** Suppose

$$G(x) = c_1 H_1(x) + \frac{c_3}{3!} H_3(x) + \frac{c_4}{4!} H_4(x) + \frac{c_5}{5!} H_5(x) + \frac{c_{24}}{24!} H_{24}(x) ,$$

where $c_1, c_3, c_4, c_5$ and $c_{24}$ are non-zero constants. Then

- $q_0 = 1$, $q_1 = 3$, $q_2 = 4$, $q_3 = 5$, $q_4 = 24$ and $\mathcal{L} = \{0, 1, 2, 3, 4\}$,
- $I_0 = \{1, 2\}$, $I_1 = \{0\}$, $I_2 = \cdots = I_{17} = \emptyset$, $I_{18} = \{3\}$,
- $\ell_0 = 1, \ell_1 = 0, \ell_{18} = 3$.

To determine $\mathcal{R}$ we need to involve $d$. Here $q_0 = 1$ so $d$ can take any value in $(0, 1/2)$ to satisfy Condition (16) which guarantees that $G(X)$ is long-range dependent. We need to consider the gaps of size 1, 2 and 19, namely, $r = 0, 1$ and 18. Consequently, by (12) and using the fact that $\delta(q)$ is decreasing,

- a) If $d \in (0, 1/4]$, or equivalently $\delta(2) \leq 0$, then $\mathcal{R} = \{0\}$.
- b) If $d \in (1/4, 9/19]$, or equivalently $\delta(2) > 0$ and $\delta(19) \leq 0$, then $\mathcal{R} = \{0, 1\}$.
- c) If $d \in (9/19, 1/2)$, or equivalently $\delta(19) > 0$, then $\mathcal{R} = \{0, 1, 18\}$.

Finally, by (45), we get for $J_d$ the following subsets of $\mathcal{L}$. In Case a): $J_d = I_0 = \{1, 2\}$, Case b): $J_d = I_0 \cup I_1 = \{0, 1, 2\}$ and Case c): $J_d = I_0 \cup I_1 \cup I_{18} = \{0, 1, 2, 3\}$.

These sets and indices enter in the following definition.

**Definition 4.1.** The critical exponent is

$$\nu_c = \begin{cases} 
\infty, & \text{if } \mathcal{L} = \{0\} , \\
\infty, & \text{if } q_0 = 1, \ d \leq 1/4 \text{ and } I_0 = \emptyset , \\
\frac{d+1/2-2\delta_+(q_{\nu_c})}{d}, & \text{if } q_0 = 1, \ d \leq 1/4 \text{ and } I_0 \neq \emptyset , \\
\frac{1-2\delta_+(q_0-1)}{2d-1/2}, & \text{if } q_0 = 1, \ d > 1/4, \ 1 \in \mathcal{L} \text{ and } J_d = \emptyset , \\
\min \left( \frac{1-2\delta_+(q_0-1)}{2d-1/2}, \frac{2d+1/2-2\delta_+(q_{\nu_c})-\delta(r+1)}{\delta(r+1)} : r \in \mathcal{R} \right), & \text{if } q_0 = 1, \ d > 1/4 \text{ and } J_d \neq \emptyset , \\
\infty, & \text{if } q_0 \geq 2 \text{ and } I_0 = \emptyset , \\
1 + \frac{4(\delta(q_0)-\delta_+(q_0))}{1-2d}, & \text{if } q_0 \geq 2 \text{ and } I_0 \neq \emptyset .
\end{cases}$$

The exponent $\nu_c$ depends on $d$ and on the function $G$ through the expansion coefficient indices $(q_{\nu_c})_{\ell \in \mathcal{L}}$ defined in (37). In fact one has
Proposition 4.1. Every possible sequence \((q_{t})_{t \in \mathcal{L}}\) and every value of \(d\) satisfying (10) give rise to a \(\nu_{c} \in (0, \infty]\).

Proof. See Section 5.3.

The value \(\nu_{c} = \infty\) is the simplest case since then the reduction principle holds whatever the respective growth rates of the diverging sequences \((n_{j})\) and \((\gamma_{j})\) are. This happens for instance when there are no consecutive non–zeros coefficients \((I_{0} = \emptyset)\) and either \(q_{0} = 1\) and \(d \leq 1/4\) or \(q_{0} \geq 2\) (which implies \(d > 1/4\)).

5. Examples

In this section, we examine some specific cases of functions \(G\). We always assume that \(G\) satisfies Assumption A [(ii)]

5.1. \(G\) is even. If \(G\) is an even function then \(q_{0} \geq 2\) and \(I_{0} = \emptyset\) because the Hermite expansion has only even terms. Hence \(\nu_{c} = \infty\) and the reduction principle applies for any diverging sequences \((n_{j})\) and \((\gamma_{j})\).

5.2. \(G\) is odd. If \(G\) is an odd function then we have again \(I_{0} = \emptyset\) since the Hermite expansion has no even terms. But unlike the even case, we may have \(q_{0} = 1\). If it is not the case, then \(q_{0} \geq 3\) so that \(\nu_{c} = \infty\) and the reduction principle applies for any diverging sequences \((n_{j})\) and \((\gamma_{j})\). If \(q_{0} = 1\) and \(d \leq 1/4\), we find again \(\nu_{c} = \infty\). If \(q_{0} = 1\) and \(d > 1/4\), the formula of the exponent \(\nu_{c}\) is more involved and takes various possible forms, see Section 5.3 for one of the possible cases, namely \(I_{0} = \emptyset, q_{0} = 1\) and \(\delta(q_{1}) > 0\).

5.3. \(I_{0} \neq \emptyset\) and \(q_{0} \geq 2\). This corresponds to the class studied in Section 3.1 of [Clausel et al. (2013)] with the additional condition \(\delta(q_{t_{0}} + 1) > 0\) (see (3.3) in this reference). Using this additional condition, we have \(\delta(q_{t_{0}}) > 0\) since \(\delta(q)\) is decreasing. Hence \(\delta_{+}(q_{t_{0}}) = \delta(q_{t_{0}})\) and

\[
\nu_{c} = 1 + \frac{4(\delta(q_{0}) - \delta_{+}(q_{t_{0}}))}{1 - 2d} = 1 + \frac{4(\delta(q_{0}) - \delta(q_{t_{0}}))}{1 - 2d} = 1 + 2(q_{t_{0}} - 2q_{0}).
\]

This value of \(\nu_{c}\) corresponds to the exponent \(\nu\) defined in (3.4) and appearing in Theorem 3.1 of [Clausel et al. (2013)]. This theorem shows that if the opposite condition to (35) holds, namely, \(\gamma_{j}^{\nu_{c}} \ll n_{j}\), then the reduction principle does not apply since the limit is Gaussian instead of Rosenblatt. We say that the reduction principle does not apply at small scales in Theorem 3.2 the reduction principle is proved even when \(\delta_{+}(q_{t_{0}} + 1) = 0\), but whether the reduction principle does apply or not at small scales, namely if \(\gamma_{j}^{\nu_{c}} \ll n_{j}\), remains an open question.

5.4. \(I_{0} = \emptyset, q_{0} = 1\) and \(\delta(q_{1}) > 0\). The expansion of \(G\) contains \(H_{1}\) but does not contain any two consecutive polynomials. This corresponds to the class studied in Section 3.2 of [Clausel et al. (2013)] (see (3.8) in this reference). The exponent \(\nu_{c}\) simplifies as follows. First observe that \(\delta(q_{1}) > 0\) implies \(\delta_{+}(q_{1} - 1) > 0\), so that \(q_{1} \in \mathcal{R}\), and also \(\delta(2) > 0\) and hence \(d > 1/4\). We thus need to focus on the term of \(\nu_{c}\) in Definition 4.1 involving min. Using (12), for the first term in the min

\[
\frac{1 - 2\delta_{+}(q_{1} - 1)}{2d - 1/2} = \frac{(q_{1} - 1)(1 - 2d)}{\delta(2)},
\]

which corresponds to the exponent \(\nu_{2}\) in (3.10) of [Clausel et al. (2013)]. Now focus on the second term in the min. Take any \(r \in \mathcal{R}\) and consider \(\ell_{r}\) defined in (41). Note that \(q_{k_{r}}\) is
the smallest Hermite polynomial index of the expansion of $G$ such that the next one appears after a gap equal to $r + 1$. There are only two possibilities: (a) either $q_{l_r} = q_0 = 1$, (b) or $q_{l_r} ≥ q_1$. In case (a), we have $r + 1 = q_{l_r+1} - q_{l_r} = q_1 - 1$ and thus
\[
\frac{2d + 1/2 - 2\delta_+(q_{l_r}) - \delta(r + 1)}{\delta(r + 1)} = \frac{1/2 - \delta(q_1 - 1)}{\delta(q_1 - 1)},
\]
which corresponds to the exponent $\nu_1$ in (3.10) of Clausel et al. (2013). In case (b), using $r + 1 ≥ 2$ (since $I_0 = \emptyset$) and $q_{l_r} ≥ q_1$, we get
\[
\frac{2d + 1/2 - 2\delta_+(q_{l_r}) - \delta(r + 1)}{\delta(r + 1)} ≥ \frac{2d + 1/2 - 2\delta_+(q_1) - \delta(2)}{\delta(2)} = \frac{q_1(1 - 2d)}{\delta(2)} > \frac{(q_1 - 1)(1 - 2d)}{\delta(2)},
\]
which already appeared in (47). Therefore with (47) and (48) and Definition 4.1 of $\nu_c$ for $q_0 = 1$ and $d > 1/4$, we get
\[
\nu_c = \min \left( \frac{(q_1 - 1)(1 - 2d)}{\delta(2)}, \frac{1/2 - \delta(q_1 - 1)}{\delta(q_1 - 1)} \right),
\]
which corresponds to $\min(\nu_1, \nu_2)$ using the definitions in (3.10) of Clausel et al. (2013). Hence the reduction principle established in Theorem 3.2 under the condition $n_j ≤ \gamma_j^{\nu_c}$ corresponds to the cases $n_j ≤ \gamma_j^{\nu_1}$ and $n_j ≤ \gamma_j^{\nu_2}$ of Theorems 3.3 and 3.5 in Clausel et al. (2013), respectively. These two theorems further show that when the additional condition $\delta(q_1) > 0$ holds the reduction principle does not hold under the opposite condition $\gamma_j^{\nu_c} ≥ n_j$, illustrating the fact that the reduction principle may not hold at small scales.

6. Application to wavelet statistical inference

6.1. Wavelet inference setting. Suppose that we observe a sample $Y_1, \ldots, Y_N$ of $Y$. Recall that $Y$ has long memory parameter $d_0 = K + \delta(q_0)$. In this section, we assume that we are given an unidimensional wavelet filter $g_j$ satisfying Assumptions [(W-1)(W-3) in Appendix B (see also (128) and (133)). Then one can derive the wavelet estimator
\[
\hat{d}_0 = \sum_{i=0}^p w_i \log \hat{\sigma}^2_{j+i},
\]
where $w_0, \ldots, w_p$ are well chosen weights and $(\hat{\sigma}^2_j)_{i ≤ j ≤ i+p}$ denotes the multiscale scalogram obtained from $Y_1, \ldots, Y_N$,
\[
(\hat{\sigma}^2_j)_{i ≤ j ≤ i+p} = S_{n_j,j} = \frac{1}{n_j} \sum_{k=0}^{n_j-1} W_{j,k}^2,
\]
(see Appendix [C] for more details). In this setting, $(\gamma_j)$ and $(n_j)$ are specified as follows
\[
\gamma_j = 2^j \quad \text{and} \quad n_j = N2^{-j} + O(1).
\]
As usual in this setting the asymptotics are to be understood as $N → ∞$ with a well chosen diverging sequence $j = j_N$ such that
\[
\lim_{N → ∞} N2^{-j} = ∞,
\]
and thus $(n_j)$ diverge as $N → ∞$. We refer to Moulines et al. (2007, Theorem 1) for the asymptotic behavior of the mean of the scalogram
\[
E[\hat{\sigma}^2_j] = C j 2^{2d_0 j} \left( 1 + O(2^{-c_j}) \right),
\]
where $C$ is a positive constant and $\zeta$ is an exponent satisfying the conditions of Theorem 2.1. This relation follows from Theorem 2.1 provided that $M \geq d_0 - 1/2$. Choosing weights such that $\sum_i w_i = 0$ and $\sum_i i w_i = 1/(2 \log 2)$ then yields
\[
\sum_{i=0}^p w_i \log \mathbb{E} [\hat{\sigma}^2_{j+i}] = d_0 + O(2^{-\zeta j}).
\] (54)

6.2. Consistency. We now state a consistency result.

Theorem 6.1. Consider the wavelet estimation setting (49)–(52) and suppose that Assumptions A hold with $M \geq K + \delta(q_0)$. Then, as $N \to \infty$, $\hat{d}_0$ converges to $d_0$ in probability.

Proof. By (49), we have
\[
\hat{d}_0 - \sum_{i=0}^p w_i \log \mathbb{E} [\hat{\sigma}^2_{j+i}] = \sum_{i=0}^p w_i \log \left(1 + \frac{\hat{\sigma}^2_{j+i} - \mathbb{E} \left[\hat{\sigma}^2_{j+i}\right]}{\mathbb{E} \left[\hat{\sigma}^2_{j+i}\right]}\right).
\] (55)
The numerators in the last ratio are the components of $\mathbf{S}_{n_j,j}$ by (50). By Theorem 2.2 and (51), we have
\[
\mathbf{S}_{n_j,j} = O_P \left(\gamma_j 2^{d_0} n_j^{-1/2-d}\right) = O_P \left(2^{2d_0j} (N2^{-j})^{-1/2-d}\right).
\]
Hence, with (55) and (53), we get that
\[
\hat{d}_0 - \sum_{i=0}^p w_i \log \mathbb{E} [\hat{\sigma}^2_{j+i}] = O_P \left((N2^{-j})^{-1/2-d}\right).
\]
Applying (54) then yields
\[
\hat{d}_0 = d_0 + O_P \left((N2^{-j})^{-1/2-d}\right) + O(2^{-\zeta j}).
\] (56)
The result then follows from (52). \qed

Remark 6.1. We note that this consistency result applies without any knowledge of $G$ or $\beta$.

6.3. Hypothesis testing. Consider again a sample $Y_1, \ldots, Y_N$ of $Y$ and suppose now that $G$ is known and has Hermite rank $q_0$.
Denote by $\bar{d}_0$ the estimator that would be obtained instead of $\hat{d}_0$ if we had $G$ replaced by $c_{q_0} H_{q_0} / (q_0!)$. We shall apply Theorem C.1 and Theorem C.2 of Appendix C. Theorem C.1 (case $q_0 = 1$) derives from Theorem 2 of Roueff and Taqqu (2009a) and Theorem C.2 (case $q_0 \geq 2$) derives from Theorem 4.1 of Clausel et al. (2014). We obtain the following: for conveniently chosen diverging sequences $j = (j_N)$, there exists some renormalization sequence $(u_N)$ such that as $N \to \infty$,
\[
u_N(\bar{d}_0 - d_0) \overset{(d)}{\to} U(d, K, q_0)
\] (57) with
\[
u_N = \begin{cases}
(N2^{-j})^{1/2} & \text{if } q_0 = 1, \\
(N2^{-j})^{-2d} & \text{if } q_0 \geq 2,
\end{cases}
\] (58)and where $U(d, K, q_0)$ is a centered Gaussian random variable if $q_0 = 1$ and a Rosenblatt random variable if $q_0 \geq 2$. The precise distribution of $U(d, K, q_0)$ is given in Theorems C.1 and C.2. Beside the chosen wavelet, the distribution of $U$ only depends on $d, K$ and $q_0$. 


As application of the reduction principle in this setting, we use (57) to define a statistical test procedure which applies to a general \( G \). Let \( d_0^* \) be a given possible value for the true unknown memory parameter \( d_0 \) of \( Y \) and consider the hypotheses

\[
H_0 : d_0 = d_0^* \quad \text{against} \quad H_1 : d_0 \in (0, \bar{K} + 1/2) \setminus \{d_0^*\} .
\]

Here \( \bar{K} \) denotes a known maximal value for the true (possibly unknown) integration parameter \( K \). So to insure that the number \( M \) of vanishing moments satisfies \( M \geq d_0 \), it suffices to impose \( M > \bar{K} \). Since \( G \) is assumed to be known, for the given value \( d_0^* \), one can define the parameters \( d^*, K^* \) and \( \nu_c^* \) as defined as \( d, K \) and \( \nu_c \) by replacing \( d_0 \) by \( d_0^* \).

Let \( \alpha \in (0, 1) \) be a level of confidence. Define the statistical test

\[
\delta_s = \begin{cases} 
1 & \text{if } |\hat{d}_0 - d_0^*| > s_N(\alpha), \\
0 & \text{otherwise.} 
\end{cases} 
\]  

(59)

where \( s_N(\alpha) \) is the \((1 - \alpha/2)\) quantile of \( U(d^*, K^*, q_0)/u_N \).

The following theorem provides conditions for the test \( \delta_s \) to be consistent with asymptotic level of confidence \( \alpha \), namely, that its power goes to 1 and its first type error goes to \( \alpha \) as \( N \) goes to \( \infty \).

**Theorem 6.2.** Suppose that Assumptions A(i),(ii) hold with \( M > \bar{K} \) and that the unidimensional wavelet filter \( g_j \) satisfies Assumptions [W-1] [W-3]. Assume additionally that (35) holds. Let \( j = (j_N) \) be a diverging sequence such that (52) holds. Suppose moreover that, as \( N \to \infty \),

\[
N2^{-j} \ll 2^{\nu_c^*},
\]

and that there exists a positive exponent \( \zeta \) satisfying (18) and

\[
2^{-\zeta j} \ll u_N^{-1},
\]

(61)

with \( u_N \) defined as in (58). Then, if (36) is satisfied, \( \delta_s \) is a consistent test with asymptotic level of confidence \( \alpha \).

**Remark 6.2.** Observe that the different conditions that have to be simultaneously satisfied by \((j_N)\) can be reformulated as follows:

- \( \lim_{N \to \infty} j_N = \infty \) and \( \lim_{N \to \infty} N2^{-j_N} = \infty \).
- \( N2^{-j_N} \ll 2^{j_N \zeta} \) with

\[
\zeta' = \begin{cases} 
\min(\nu_c^*, 2\zeta) & \text{if } q_0 \geq 1, \\
\min(\nu_c^*, \zeta/(1 - 2d)) & \text{otherwise.} 
\end{cases}
\]

In particular, one can easily check that since \( \nu_c^* \) and \( \zeta \) are both positive so is \( \zeta' \). Hence these conditions are not incompatible.

**Proof.** See Section 8.5. \( \square \)

**Idea behind the proof of Theorem 6.2.** Condition (60) states that \( n_j \ll \gamma_j^{\nu_c^*} \) and will insure that the reduction principle holds under \( H_0 \). Condition (61) will ensure that the bias is negligible under \( H_0 \). These conditions will allow us through Relation (109) to transfer the problem to the case \( G(x) = \frac{c_0}{q_0^*} H_{q_0^*}(x) \) which was treated in Clausel et al. (2014).
7. DECOMPOSITION IN WIEtER CHAOS

As in Clausel et al. (2013) and Clausel et al. (2013), we need the expansion of the scalogram into Wiener chaos. The wavelet coefficients can be expanded in the following way:

\[
W_{j,k} = \sum_{q=1}^{\infty} \frac{c_q}{q!} W_{j,k}^{(q)},
\]

where \(W_{j,k}^{(q)}\) is a multiple integral of order \(q\). Then, using the same convention as in (25), we have

\[
W_{j,k}^2 = \sum_{q=1}^{\infty} \left( \frac{c_q}{q!} \right)^2 \left( W_{j,k}^{(q)} \right)^2 + 2 \sum_{q'=2}^{q-1} \sum_{q=1}^{q-1} \frac{c_q c_{q'}}{q'! q!} W_{j,k}^{(q')} W_{j,k}^{(q)},
\]

where the convergence of the infinite sums hold in \(L^1(\Omega)\) sense.

Each \(W_{j,k}^{(q)}\) is a multiple integral and consequently so is \(S_{n,j}\) in (24). (Basic facts about Multiple integrals and Wiener chaos are recalled in Appendix A).

In Proposition 4.2 of Clausel et al. (2013), we gave the following explicit expression of the Wiener chaos expansion of the scalogram.

**Proposition 7.1.** For all \(j\), \(\{W_{j,k}\}_{k \in \mathbb{Z}}\) is a weakly stationary sequence. Moreover, for any \(j \in \mathbb{N}\), \(S_{n,j}\) can be expanded into Wiener chaos as follows

\[
\mathfrak{S}_{n,j} = \frac{1}{n_j} \sum_{k=0}^{n_j-1} W_{j,k}^2 - \mathbb{E}[W_{j,0}^2] = \sum_{q=1}^{\infty} \left( \frac{c_q}{q!} \right)^2 \sum_{p=0}^{q-1} p! \left( \frac{q}{p} \right)^2 S_{n,j}^{(q,p)} + 2 \sum_{q'=2}^{\infty} \sum_{q=1}^{q'-1} \frac{c_q c_{q'}}{q'! q!} \sum_{p=0}^{q} p! \left( \frac{q}{p} \right) \left( \frac{q'}{p} \right) S_{n,j}^{(q,q,p)},
\]

where, for all \(q, q' \geq 1\) and \(0 \leq p \leq \min(q, q')\), \(S_{n,j}^{(q,q',p)}\) is of the form

\[
S_{n,j}^{(q,q',p)} = \hat{I}_{q+q'-2p} \left( g_{n,j}^{(q,q',p)} \right),
\]

and where the infinite sums converge in the \(L^1(\Omega)\) sense. The function \(g_{n,j}^{(q,q',p)}(\xi), \xi = (\xi_1, \ldots, \xi_{q+q'-2p}) \in \mathbb{R}^{q+q'-2p}\), in (65) is defined as follows:

\[
g_{n,j}^{(q,q',p)}(\xi) = D_{n_j}(\gamma_j(\xi_1 + \cdots + \xi_{q+q'-2p})) \times \prod_{i=1}^{q+q'-2p} \left[ \sqrt{f(\xi_i) \pi} \right]_{-\pi,\pi}^{(\xi_1,\ldots,\xi_{q+q'+2p})} \times \hat{K}_j^{(p)}(\lambda_1 + \cdots + \xi_{q+q'-2p} + \cdots + \xi_{q+q'-2p}),
\]

where \(f\) denotes the spectral density of the underlying Gaussian process \(X\) and for any integer \(n\),

\[
D_n(u) = \frac{1}{n_j} \sum_{k=0}^{n_j-1} e^{iku} = \frac{1 - e^{iu_n}}{n_j(1 - e^{iu})},
\]

denotes the normalized Dirichlet kernel, and for \(\xi_1, \xi_2 \in \mathbb{R}\), if \(p \neq 0\),

\[
\hat{K}_j^{(p)}(\xi_1, \xi_2) = \int_{(-\pi,\pi)^p} \left( \prod_{i=1}^{p} f(\lambda_i) \right) \hat{h}_j^{(K)}(\lambda_1 + \cdots + \lambda_p + \xi_1) \hat{h}_j^{(K)}(\lambda_1 + \cdots + \lambda_p - \xi_2) \, d^p \lambda,
\]
and, if \( p = 0 \),
\[
\tilde{\kappa}_j^{(p)}(\xi_1,\xi_2) = \tilde{h}_j^{(K)}(\xi_1)\tilde{h}_j^{(K)}(\xi_2).
\] (69)

The random summand \( S^{(q,q',p)}_{n_{j,j}} \) is expressed in (65) as a Wiener–Itô integral of order \( q + q' - 2p \) and \( q + q' - 2p \) will be called the order of \( S^{(q,q',p)}_{n_{j,j}} \).

The limits involved in Theorem 5.1 are those given by the term \( S^{(q_0,q_0,q_0-1)}_{n_{j,j}} \) as proved in Propositions 5.3 and 5.4 of Clausel et al. (2013). A sufficient condition to get the reduction principle is that the other terms are negligible with respect to this term. Theorem 3.2 is then a direct consequence of the following main result:

**Theorem 7.2.** Suppose that Assumptions A hold with \( M \geq K + \delta(q_0) \), where \( \delta(\cdot) \) is defined in (12) and that (35) holds. Define the centered multivariate scalogram \( \overline{S}_{n,j} \) related to \( Y \) by (22). Suppose that \((\gamma_j)\) and \((n_j)\) are any diverging sequences of integers. Then Condition (36) implies, as \( j \to \infty \),
\[
\|\overline{S}_{n,j} - S^{(q_0,q_0,q_0-1)}_{n_{j,j}}\|_2 \ll \|S^{(q_0,q_0,q_0-1)}_{n_{j,j}}\|_2.
\] (70)

**Proof.** Theorem 7.2 is proved in Section 8.4.

**Idea behind the proof of Theorem 7.2.** One uses the expansion (64). The norms of the relevant terms are bounded in Proposition 7.3. We then deduce bounds for the difference \( \|\overline{S}_{n,j} - S^{(q_0,q_0,q_0-1)}_{n_{j,j}}\|_2 \) in Proposition 7.4. The main task in the proof of Theorem 7.2 is to show that these bounds are negligible compared to the leading term \( \|S^{(q_0,q_0,q_0-1)}_{n_{j,j}}\|_2 \) whose asymptotic behavior is also given in Proposition 7.4.

Our results are based on \( L^2(\Omega) \) upper bounds of the terms \( \|S^{(q,q',p)}_{n_{j,j}}\|_2 \) established in Proposition 5.1 of Clausel et al. (2013). To recall this result, we introduce some notations.

For any \( s \in \mathbb{Z}_+ \) and \( d \in (0,1/2) \), set
\[
\Lambda_s(a) = \prod_{i=1}^{s} (a_i!)^{-2d}, \quad \forall a = (a_1, \cdots, a_s) \in \mathbb{N}^s.
\] (71)

For any \( q, q', p \geq 0 \), define \( \alpha, \beta \) and \( \beta' \) as follows:
\[
\alpha(q,q',p) = \begin{cases} 
\min(1 - \delta_+(q - p) - \delta_+(q' - p), 1/2) & \text{if } p \neq 0, \\
1/2 & \text{if } p = 0,
\end{cases}
\] (72)
\[
\beta(q,p) = \max(\delta_+(p) + \delta_+(q - p) - 1/2, 0),
\] (73)
\[
\beta'(q,q',p) = \max(2\delta_+(p) + \delta_+(q - p) + \delta_+(q' - p) - 1, -1/2).
\] (74)

Notice that for any \( q \geq 0 \), \( \beta(q,0) = \delta_+(q) \) and that, by definition of \( \beta, \beta' \), we have, for all \( 0 \leq p \leq q \leq q' \), we have
\[
\beta'(q,q',p) \leq \beta(q,p) + \beta(q',p).
\] (75)

Define the function \( \varepsilon \) on \( \mathbb{Z}_+ \) as
\[
\varepsilon(p) = \begin{cases} 
0 & \text{if for any } s \in \{1, \cdots, p\}, s(1-2d) \neq 1, \\
1 & \text{if for some } s \in \{1, \cdots, p\}, s(1-2d) = 1.
\end{cases}
\] (76)

We first recall Proposition 5.1 of Clausel et al. (2013) where Part (i) corresponds to \( p \geq 1 \) and Part (ii) to \( p = 0 \).
Proposition 7.3. Suppose that Assumptions A hold.

(i) There exists $C > 0$ such that for all $n, \gamma_j \geq 2$ and $1 \leq q \leq q'$ and $1 \leq p \leq \min(q, q' - 1)$,

$$
\|S_{n,j}^{(q,q',p)}\|_2 \leq C^{q+q' \over 2} \Lambda_2(q-p, p)^{1/2} \Lambda_2(q'-p, p)^{1/2} \gamma_j^{2K} \times \left[ n_j^{-\alpha(q,q',p)} \gamma_j^{\beta'(q,q',p)} + n_j^{-1/2} \gamma_j^{\beta(q,p)+\beta(q',p)} \right] \tag{77}
$$

(ii) Assume that $M \geq K + \max(\delta_+(q), \delta_+(q'))$. Then there exists some $C > 0$ such that for all $n, \gamma_j \geq 2$ and $1 \leq q \leq q'$,

$$
\|S_{n,j}^{(q,q',0)}\|_2 \leq C^{q+q' \over 2} \Lambda_1(q)^{1/2} \Lambda_1(q')^{1/2} n_j^{-1/2} \gamma_j^{2K+\delta_+(q)+\delta_+(q')} (\log \gamma_j)^{\varepsilon(q')} \tag{78}
$$

Note that under Condition (35) we have $\varepsilon(p) = 0$ for all $p \geq 1$ in (77) and (78). Thus the logarithmic terms vanish in (77) and (78). Moreover, if $p = 0$ then $\Lambda_2(q,0) = \Lambda_1(q)$, $\alpha(q,q',0) = 1/2$, $\beta(q,0) = \delta_+(q)$ and $\beta'(q,q',0) = \delta_+(q) + \delta_+(q')$. Therefore, if Condition (35) holds, the bounds (77) and (78) imply the following common bound

$$
\|S_{n,j}^{(q,q',p)}\|_2 \leq C^{q+q' \over 2} \Lambda_2(q-p, p)^{1/2} \Lambda_2(q'-p, p)^{1/2} \gamma_j^{2K} \times \left[ n_j^{-\alpha(q,q',p)} \gamma_j^{\beta'(q,q',p)} + n_j^{-1/2} \gamma_j^{\beta(q,p)+\beta(q',p)} \right] \tag{79}
$$

Consider now the decomposition

$$
S_{n,j} = S_{n,j}^{(q_0,q_0,q_0-1)} + \left( S_{n,j} - S_{n,j}^{(q_0,q_0,q_0-1)} \right) .
$$

The following result provides the sharp rate of the first term and a bound on the second one, relying on Wiener chaos decomposition (83).

Proposition 7.4. Assume that Assumptions (A) hold with $M \geq K + \delta_+(q_0)$ and suppose that Condition (77) holds. Let $(n_j)$ and $(\gamma_j)$ be any diverging sequences. Then, there exists a positive constant $C$ such that, for all $j \geq 1$,

$$
\left\| S_{n,j} - S_{n,j}^{(q_0,q_0,q_0-1)} \right\|_2 \leq C \gamma_j^{2K} \sup_{(q,q',p) \in \mathcal{A}_0} \left[ n_j^{-\alpha(q,q',p)} \gamma_j^{\beta'(q,q',p)} + n_j^{-1/2} \gamma_j^{\beta(q,p)+\beta(q',p)} \right] , \tag{80}
$$

where we denote

$$
\mathcal{A}_0 = \{(q, q', p) : 1 \leq q \leq q', 0 \leq p \leq \min(q, q' - 1), c_q \times c_{q'} \neq 0\} \setminus \{(q_0, q_0, q_0 - 1)\} . \tag{81}
$$

Moreover, the two following assertions hold:

(i) If $q_0 = 1$, as $j \to \infty$,

$$
\|S_{n,j}^{(q_0,q_0,q_0-1)}\|_2 = \|S_{n,j}^{(1,1,0)}\|_2 \sim C n_j^{-1/2} \gamma_j^{2(d+K)} , \tag{82}
$$

where $C$ is a positive constant.

(ii) If $q_0 \geq 2$, as $j \to \infty$,

$$
\|S_{n,j}^{(q_0,q_0,q_0-1)}\|_2 \sim C n_j^{-1/2+2d} \gamma_j^{2(\delta(q_0)+K)} , \tag{83}
$$

where $C$ is a positive constant.
Proof. By Proposition 7.1 and 8.1, applying the Minkowski inequality, we have
\[ \left\| \mathbf{S}_{n,j} - \mathbf{S}_{n,j}^{(q_0,q_0,q_0^{-1})} \right\|_2 \leq 2 \sum_{(q,q',p) \in A_0} \left| \frac{c_q}{q!} \frac{c_{q'}}{q'!} p! \left( \frac{q}{p} \right) \left( \frac{q'}{p} \right) \right| \mathbf{S}_{n,j}^{(q,q',p)} \right\|_2. \]

The bound (79) implies that
\[ \sum_{(q,q',p) \in A_0} \left| \frac{c_q}{q!} \frac{c_{q'}}{q'!} p! \left( \frac{q}{p} \right) \left( \frac{q'}{p} \right) \right| \mathbf{S}_{n,j}^{(q,q',p)} \right\|_2 \leq \left( \sum_{(q,q',p) \in A_0} \left| \frac{c_q}{q!} \frac{c_{q'}}{q'!} p! \left( \frac{q}{p} \right) \left( \frac{q'}{p} \right) \right| C^{q+q'} \Lambda_2 (q - p, p)^{1/2} \Lambda_2 (q' - p, p)^{1/2} \right) \times \gamma_j^{2K} \sup_{(q,q',p) \in A_0} \left[ n_j^{-\alpha(q,q',p)} \gamma_j^{\beta(q,q',p)} + n_j^{-1/2} \gamma_j^{\beta(q,p) + \beta(q',p)} \right]. \]

By Lemma 8.6 of Clausel et al. (2013), the last two displays yield (80).

We now prove (82) and (83). First consider the case where \(q_0 = 1\). This asymptotic equivalence (82) is related to the convergence (31) and follows from its proof, see e.g. Moulines et al. (2007). Since \(q_0 = 1\), we have \(c_1 \neq 0\). Moreover in Condition (W-3) on the wavelet filters recalled in Appendix B, \(\tilde{h}_{\ell,\infty}\) are functions that are non-identically zero and which are continuous as locally uniform limits of continuous functions. Therefore \(\sum \Gamma_{\ell,\ell}^2 > 0\) and we get (82).

Now consider the case where \(q_0 \geq 2\). The bound (83) is then related to Theorem 3.2(b), where the weak convergence is stated and follows from its proof, see Clausel et al. (2014).

8. Proofs

8.1. Proof of Theorem 2.1. The generalized spectral density \(f_{G,K}\) of \(Y\) is related to the spectral density \(f_G\) of \(G(X)\) by (5). By definition of \(d_0\), the result shall then follow if we prove the existence of a bounded function \(f_G^*\) such that
\[ f_G^*(\lambda) = |1 - e^{-i\lambda} - 2\delta(q_0)| f_G^*(\lambda), \] (84)
and satisfying all the properties stated in Theorem 2.1.

We now prove (83). To this end, we consider the following decomposition of \(G(X)\) as the sum of two uncorrelated processes,
\[ G(X) = G_1(X) + G_2(X) = \sum_{1 \leq q < 1/(1 - 2d)} \frac{c_q}{q!} H_q(X) + \sum_{q \geq 1/(1 - 2d)} \frac{c_q}{q!} H_q(X). \]

The proof of Proposition 6.2 in Clausel et al. (2012) shows that \(G_2(X)\) admits a bounded spectral density \(f_{G_2}\). We first consider the case where \(G_1(X)\) reduces to the term \(c_{q_0} H_{q_0}/q_0!\). Since the two processes \(H_{q_0}(X)\) and \(G_2(X)\) are uncorrelated, one has
\[ f_G(\lambda) = \frac{c_{q_0}^2}{q_0!} f_{H_{q_0}}(\lambda) + f_{G_2}(\lambda). \]

We can then set
\[ f_G^*(\lambda) = \frac{c_{q_0}^2}{q_0!} f_{H_{q_0}}(\lambda) + |1 - e^{-i\lambda} - 2\delta(q_0)| f_{G_2}(\lambda). \]
Let us check \( f^*_G \) has the properties stated in the theorem. Relation (84) follows from the definition of \( f^*_G \) and \( f^*_{H_{q_0}} \). To prove the other properties stated in Theorem 2.1, we distinguish the two cases \( q_0 = 1 \) and \( q_0 \geq 2 \). If \( q_0 = 1 \), \( f_{H_{q_0}} = f \), \( f^*_{H_{q_0}} = f^* \) and then \( \zeta \leq \beta \), one has

\[
|f^*_{H_q}(\lambda) - f^*_{H_q}(0)| \leq C|\lambda|^{\zeta},
\]

for some \( C > 0 \). If \( q_0 \geq 2 \), Lemma 9.1 yields that there exists a bounded function \( f^*_{H_{q_0}} \) such that

\[
f_{H_q}(\lambda) = |1 - e^{-i\lambda}|^{2\delta(q)} f^*_{H_q}(\lambda)
\]

Moreover for any \( \zeta \in (0, 2\delta(q)) \), such that \( \zeta \leq \beta \), one has

\[
|f^*_{H_q}(\lambda) - f^*_{H_q}(0)| \leq C|\lambda|^{\zeta},
\]

for some \( C > 0 \). In any case, the boundedness of \( f_{G_2} \) and the properties of \( f^*_{H_{q_0}} \) (equation (55) if \( q_0 = 1 \) or (86), (87) if \( q_0 \geq 2 \)) then imply that (19) holds in the case \( G_1 = c_{q_0} H_{q_0}/q_0! \), that is if \( \delta_+(q_1) = 0 \).

We now deal with the case where \( H_{q_1} \) has also long memory, namely \( \delta_+(q_1) > 0 \). Since the terms \( H_q(X) \) for \( q < 1/(1 - 2d) \) are all pairwise uncorrelated, the spectral density of long-range dependent part \( G_1(X) \) reads as follows

\[
f_{G_1}(\lambda) = \sum_{1 \leq q < 1/(1 - 2d)} \frac{c^2_q}{q!} f_{H_q}(\lambda).
\]

We now apply Equation (111) of Lemma 9.1 successively to each \( q < 1/(1 - 2d) \). Hence

\[
f_{G_1}(\lambda) = \left|1 - e^{-i\lambda}|^{2\delta(q_0)} \left[ \sum_{1 \leq q < 1/(1 - 2d)} \frac{c^2_q}{q!} |1 - e^{-i\lambda}|^{2\delta(q_0)} f^*_{H_q}(\lambda) \right] \right|.
\]

Since \( f_G = f_{G_1} + f_{G_2} \), we then get (84) with

\[
f^*_G(\lambda) = \left[ \sum_{1 \leq q < 1/(1 - 2d)} \frac{c^2_q}{q!} |1 - e^{-i\lambda}|^{2\delta(q_0)} f^*_{H_q}(\lambda) \right] + \left|1 - e^{-i\lambda}|^{2\delta(q_0)} f_{G_2}(\lambda) \right|.
\]

Since \( |1 - e^{-i\lambda}| = 0 \) for \( \lambda = 0 \), we have \( f^*_G(0) = c^2_{q_0} f^*_{H_{q_0}}(0)/q_0! \). We now prove that under Condition (18) on \( \zeta \), we get (19). Indeed,

\[
|f^*_G(\lambda) - f^*_G(0)| \leq \frac{c^2_{q_0}}{q_0!} |f^*_{H_{q_0}}(\lambda) - f^*_{H_{q_0}}(0)| + \left[ \sum_{1 \leq q < 1/(1 - 2d)} \frac{c^2_q}{q!} |1 - e^{-i\lambda}|^{2\delta(q_0)} f^*_{H_q}(\lambda) \right] + |1 - e^{-i\lambda}|^{2\delta(q_0)} f_{G_2}(\lambda).
\]

Using the boundedness of \( f^*_{H_q} \) for any \( q \geq q_1 \), we deduce that for some \( C > 0 \) and any \( q \geq q_1 \),

\[
|1 - e^{-i\lambda}|^{2\delta(q_0)} f^*_{H_q}(\lambda) \leq C|\lambda|^{2\delta(q_0) - 2\delta(q_1)},
\]

whereas by Lemma 9.1 applied with \( q = q_0 \), we deduce that for any \( \zeta \in (0, 2\delta(q_0)) \) such that \( \zeta \leq \beta \), one has

\[
|f^*_{H_{q_0}}(\lambda) - f^*_{H_{q_0}}(0)| \leq L|\lambda|^{\zeta}.
\]

We now combine (88) and (89) and deduce that for any \( \zeta \in (0, 2\delta(q_0)) \) such that \( \zeta \leq \min(\beta, 2\delta(q_0) - 2\delta(q_1)) \), one has

\[
|f^*_G(\lambda) - f^*_G(0)| \leq L'|\lambda|^{\zeta},
\]
for some $L' > 0$.

8.2. Proof of Theorem 2.2. The bound (28) follows the same lines as the proof of Proposition 7.3. It is a consequence of Proposition 7.1, Proposition 7.3, Lemma 8.6 of Clausel et al. (2013) and of the following bounds:

$$\alpha(q, q', p) \geq 1/2 - d$$ and equality implies $q' = q + 1$ and $p = q$,

$$\beta(q, p) \leq \delta(q_0)$$ and equality implies $q = q_0$,

$$\beta'(q, q', p) \leq 2\delta(q_0)$$ and equality implies $q = q' = q_0$.

The two first bounds follow from Lemma 8.3 in Clausel et al. (2013), and the last one from (75). The equality cases are used to get rid of the logarithmic corrections appearing in (77) and (78) since $q' = q + 1$ and $p = q$ imply $\varepsilon(q + q' - 2p) = \varepsilon(1) = 0$ and $q = q' = q_0$ implies $\varepsilon(q') = \varepsilon(q_0) = 0$. This concludes the proof.

8.3. Proof of Proposition 4.1. We want to show we always have $\nu_c > 0$. By definition of $\delta$ and $\delta_+$ in (12), we have $\delta(q) \leq \delta(1) = d$ for all $q \geq 1$, and since $d > 0$, $\delta_+(q) \leq d$. With $d < 1/2$, this implies that $d + 1/2 - \delta_+(q_{t_0}) \geq 1/2 - d > 0$ and thus the third line of the definition of $\nu_c$ is positive. For the same reason, $1 - 2\delta_+(q_{t_1} - 1) \geq 1 - 2d$ and the fourth line of the definition of $\nu_c$ is positive. In addition, for any $r \geq 0$, $2d + 1/2 - 2\delta_+(q_{t_1}) - \delta(r+1) \geq 1/2 - d$ and $\delta(r+1) < 1/2$ so that, for any $r \in \mathbb{R}$,

$$\frac{2d + 1/2 - 2\delta_+(q_{t_1}) - \delta(r+1)}{\delta(r+1)} \geq 1 - 2d > 0,$$

which ensures that the quantities inside the min are uniformly lower-bounded by a positive value. Finally, for the last line, we separate the cases $\delta_+(q_{t_0}) = 0$ and $\delta_+(q_{t_0}) = \delta(q_{t_0})$. In the first case, we have $4(\delta(q_0) - \delta_+(q_{t_0})) = 4\delta(q_0) = 2 - 2q_0(1 - 2d)$ and so

$$\frac{4(\delta(q_0) - \delta_+(q_{t_0}))}{1 - 2d} = 2(1/(1 - 2d) - q_0) > 0,$$

as a consequence of (16). In the second case, we have $4(\delta(q_0) - \delta_+(q_{t_0})) \geq 4(\delta(q_0) - \delta(q_{t_0})) = 2(q_{t_0} - q_0)(1 - 2d)$ and so

$$\frac{4(\delta(q_0) - \delta_+(q_{t_0}))}{1 - 2d} \geq 2(q_{t_0} - q_0) \geq 0,$$

which is non-negative by definition of $q_{t_0}$. Hence the last line defining $\nu_c$ is at least one, hence is positive, which concludes the proof.

8.4. Proof of Theorem 7.2. By Proposition 7.4, it is sufficient to show that the right-hand side of (80) is negligible with respect to the right-hand side of (82) if $q_0 = 1$ or to the right-hand side of (83) if $q_0 \geq 2$, that is, respectively,

$$\lim_{j \to \infty} n_j^{1/2} \gamma_j^{-2d} \sup_{(q, q', p) \in A_0} [n_j^{-\alpha(q, q', p)} \gamma_j^{\beta(q, q', p)} + n_j^{-1/2} \gamma_j^{\beta(q, q', p)} + \gamma_j^{\beta(q, q', p)}] = 0,$$  

$$\lim_{j \to \infty} n_j^{-2d} \gamma_j^{-2\delta(q_0)} \sup_{(q, q', p) \in A_0} [n_j^{-\alpha(q, q', p)} \gamma_j^{\beta(q, q', p)} + n_j^{-1/2} \gamma_j^{\beta(q, q', p)} + \gamma_j^{\beta(q, q', p)}] = 0.$$

We now distinguish the two cases $q_0 = 1$, $q_0 \geq 2$.  


8.4.1. **Proof of Theorem 7.2 in the case \( q_0 = 1 \).** In this case, we need to show that Condition (36) implies (91).

By Lemma 8.3 (4) in Clausel et al. (2013), we have, for all \( 0 \leq \alpha < q, \beta(q,p) + \beta(q',p) \leq \delta_+(q) + \delta_+(q') \). We may thus write

\[
\sup_{(q,q',p) \in A_0} \gamma_j \leq \sup_{(q,q',p) \in A_0} \gamma_j \leq \sup_{(q,q',p) \in A_0} \{ \delta_+(q) + \delta_+(q') : 1 \leq q \leq q', (q,q') \neq (1,1) \},
\]

since for \( q_0 = 1 \), the triplet \((q_0, q_0, q_0 - 1) = (1,1,0)\) is excluded from \( A_0 \). Using Lemma 9.2, we obtain, as \( j \to \infty \),

\[
\sup_{(q,q',p) \in A_0} n_j^{-1/2} \gamma_j = o\left( n_j^{-1/2} \gamma_j^2 \right). \tag{93}
\]

Inserting this in (91), we only need to show that (36) implies

\[
\lim_{j \to \infty} n_j^{1/2} \gamma_j^{-2d} \sup_{(q,q',p) \in A_0} n_j^{-\alpha(q,q',p)} \gamma_j^{\beta(q,q',p)} = 0. \tag{94}
\]

Observe that, by definition, \( \alpha(q,q',p) \leq 1/2 \). We shall therefore partition \( A_0 \) into \( A_0 = A_1 \cup A_2 \), where

\[
A_1 = \{(q,q',p) \in A_0 : \alpha(q,q',p) = 1/2 \}
\]

\[
A_2 = \{(q,q',p) \in A_0 : \alpha(q,q',p) < 1/2 \}.
\]

Since \( \alpha(q,q',p) = 1/2 \) for \( (q,q',p) \in A_1 \), we get with (93) that

\[
\sup_{(q,q',p) \in A_1} n_j^{-\alpha(q,q',p)} \gamma_j^{\beta(q,q',p)} \leq \sup_{(q,q',p) \in A_0} n_j^{-1/2} \gamma_j^{\beta(q,q',p) + \beta(q,q',p)} = o\left( n_j^{-1/2} \gamma_j^2 \right),
\]

as \( j \to \infty \) by (93).

If \( A_2 = \emptyset \) we conclude that (94) holds. By Lemma 9.3, we note that \( A_2 = \emptyset \) if and only if \( d \leq 1/4 \) and \( I_0 \) defined by (38) is an empty set. Hence, from now on, we assume that \( A_2 \neq \emptyset \), that is, either \( d \leq 1/4 \) and \( I_0 \neq \emptyset \), or \( d > 1/4 \). It only remains to show that, under these conditions, (36) implies

\[
\lim_{j \to \infty} n_j^{1/2} \gamma_j^{-2d} \sup_{(q,q',p) \in A_2} n_j^{-\alpha(q,q',p)} \gamma_j^{\beta(q,q',p)} = 0. \tag{95}
\]

To compute the sup, we first optimize on \( p \), then on \( q' \), and finally on \( q \).

**Optimization on \( p \).** By Lemma 9.3 if \( (q,q',p) \in A_2 \) for a given \( (q,q') \), then \( \alpha(q,q',p) \) is minimal and \( \beta(q,q',p) \) is maximal for the largest possible \( p \), which corresponds to \( p = q - 1 \) if \( q' = q \) and to \( p = q \) if \( q' > q \). For such a \( p \), we have, if \( q = q' \),

\[
\alpha(q,q',p) = \alpha(q,q,q-1) = \min(1 - 2d, 1/2),
\]

and if \( q' > q \),

\[
\alpha(q,q',p) = \alpha(q,q,q-1) = 1/2 - \delta_+(q'-q).
\]

Since being in \( A_2 \) implies \( \alpha(q,q',p) < 1/2 \), we must have \( 1 - 2d < 1/2 \) (that is \( d > 1/4 \)) if \( q = q' \) and \( \delta(q'-q) > 0 \) if \( q' > q \). To separate the cases \( q = q' \) and \( q \neq q' \), we define

\[
A_{2,1} = \begin{cases} 
\emptyset & \text{if } d \leq 1/4, \\
\{(q,q,q-1) : q \geq 2, c_q \neq 0\} & \text{if } d > 1/4.
\end{cases}
\]

and

\[
A_{2,2} = \{(q,q,q) : q' > q \geq 1, c_q c_{q'} \neq 0, \delta(q'-q) > 0\}.
\]
Note that in $A_{2,1}$ we set $q \geq 2$ to avoid $(q, q, q - 1) = (1, 1, 0)$. Recall that the indices of the non-zero coefficients $c_q$ are labeled as $q_\ell$, see (37). Then

$$\{ (q, q, q - 1) : q \geq 2, c_q \neq 0 \} = \{ (q_\ell, q_\ell, q_\ell - 1) : \ell \in \mathcal{L}, \ell \geq 1 \},$$

and, similarly,

$$A_{2,2} = \{ (q_\ell, q_\ell', q_\ell) : \ell, \ell' \in \mathcal{L}, 0 \leq \ell < \ell', \delta(q_\ell' - q_\ell) > 0 \}.$$

Defining

$$A_j := \sup_{(\ell, \ell')} n_j^{-1/2+\delta(q_\ell' - q_\ell)\gamma_j(q_\ell, q_\ell', q_\ell)},$$

(96)

where the $\sup_{\ell, \ell'}$ is taken over $(\ell, \ell') \in \mathcal{L}^2$ such that $\ell < \ell'$ and $\delta(q_\ell' - q_\ell) > 0$, and

$$B_j := \sup_{\ell} \gamma_j^{\beta(q_\ell, q_\ell' - 1)},$$

(97)

where the $\sup_{\ell}$ is taken over all $\ell \in \mathcal{L}$ such that $\ell \geq 1$, we thus obtain the two following assertions.

- If $d \leq 1/4$, the $\sup$ over $A_2$ can be restricted to $A_{2,2}$. This gives

$$\sup_{(q, q', q') \in A_2} n_j^{-\alpha(q, q', q')} \gamma_j(q, q', q) = A_j,$$

(98)

- If $d > 1/4$, the $\sup$ over $A_2$ has to be performed over $A_{2,1}$ and $A_{2,2}$. This gives

$$\sup_{(q, q', q') \in A_2} n_j^{-\alpha(q, q', q')} \gamma_j(q, q', q) = \max \left( n_j^{-1+2d} B_j, A_j \right).$$

(99)

**Optimization on $q'$.** We only need to consider $A_j$ since $B_j$ corresponds to $q' = q$. For $A_j$, optimizing on $q'$ means optimizing on $\ell'$ in the sup of (98). We know from Lemma 9.3 that, for each $\ell$, $\alpha(q_\ell, q_\ell, q_\ell')$ is non-decreasing and $\beta(q_\ell, q_\ell', q_\ell)$ is non-increasing as $\ell'$ increases, hence the $\sup_{\ell, \ell'}$ is achieved when $\ell' = \ell + 1$ and thus $\alpha(q_\ell, q_\ell, q_\ell) < 1/2$ implies

$$A_j = \begin{cases} 
\sup_{\ell \in J_d} n_j^{-1/2+\delta(q_\ell+1 - q_\ell)\gamma_j(q_\ell, q_\ell+1, q_\ell)} & \text{if } J_d \neq \emptyset, \\
0 & \text{otherwise},
\end{cases}$$

(100)

where $J_d$ is defined in (14). When $J_d = \emptyset$, the sup in (96) is taken over the empty set. We use the convention $\sup_{\emptyset}(\ldots) = 0$.

**Optimization on $q$.** We deal separately with the cases

(a) $d \leq 1/4$.
(b) $d > 1/4$.

The case (a) is the simplest since in (98), $B_j$ does not appear. Recall also that we have $I_0 \neq \emptyset$ in this case since we assumed $A_2 \neq \emptyset$. The optimization on $q$ here amounts to optimize $A_j$ on $\ell$ in (100) in the case $J_d \neq \emptyset$. Observe that when $d \leq 1/4$, $\delta(r) = 0$ for all $r \geq 2$, see (12). Thus the condition $\delta(q_{\ell+1} - q_{\ell}) > 0$ on $\ell \in J_d$ is equivalent to $q_{\ell+1} = q_{\ell} + 1$, in which case $\delta(q_{\ell+1} - q_{\ell}) = \delta(1) = d > 0$ and $J_d = I_0$. Hence,

$$A_j = \sup_{\ell \in I_0} n_j^{-1/2+d\delta(q_{\ell+1}, q_{\ell})} = \sup_{\ell \in I_0} n_j^{-1/2+d\delta_q(q_\ell) + d-1/2},$$

where $\delta_q$ is taken over all $\ell, q, q'$.
where we used that $\beta'(q_\ell, q_\ell - 1, q_\ell) = \max(2\delta_+(q_\ell) + d - 1/2, -1/2) = 2\delta_+(q_\ell) + d - 1/2$, see (74). This sup is achieved for the smallest $\ell$ since $\delta_+$ is non-increasing. Recall that the smallest $\ell$ in $I_0$ is denoted by $\ell_0$ in (39), thus,

$$A_j = n_j^{-1/2 + d} \gamma_j^{2\delta_+(q_\ell) + d - 1/2}.$$  

Now, we note that in case [a] with $q_0 = 1$, $\nu_c$ in Definition 4.1 takes value

$$\nu_c = \frac{d + 1/2 - 2\delta_+(q_\ell)}{d}.$$  

Hence Condition (36) implies

$$n_j^{1/2} \gamma_j^{-2d} A_j = n_j^{\delta_+(q_\ell) - d - 1/2} = o(1).$$  

With (98), we obtain (95) and case (a) is complete.

We now turn to the case (b), that is, we assume now that $d > 1/4$ and show that (95) holds under Condition (36). Optimizing $B_j$ on $q$ amounts to optimizing the sup in (97) on $\ell \in L$ with $\ell \geq 1$. Note that $\beta'(q_\ell, q_\ell - 1) = \max(2\delta_+(q_\ell - 1) + 2d - 1, -1/2) = 2\delta_+(q_\ell - 1) + 2d - 1$ which is non-increasing as $\ell$ increases. Hence the sup in (97) is achieved for $\ell = 1$ and thus

$$B_j = \gamma_j^{2\delta_+(q_\ell - 1) + 2d - 1}. \tag{101}$$

Note that in this case $\nu_c$ in Definition 4.1 takes value

$$\nu_c = \begin{cases} \frac{1 - 2\delta_+(q_\ell - 1)}{2d - 1/2} & \text{if } J_d = \emptyset, \\
\min \left( \frac{1 - 2\delta_+(q_\ell - 1)}{2d - 1/2}, \min_{r \in R} \frac{2d + 1/2 - 2\delta_+(q_\ell - 1) - \delta(r + 1)}{\delta(r + 1)} \right) & \text{if } J_d \neq \emptyset. \end{cases} \tag{102}$$

In both cases, we have $\nu_c \leq (1 - 2\delta_+(q_\ell - 1))/(2d - 1/2)$, and thus Condition (36) implies, as $j \to \infty$,

$$\gamma_j^{2d - 1/2 + 2d} B_j = n_j^{-1/2 + 2d} \gamma_j^{2\delta_+(q_\ell - 1) - 1} = o(1).$$

If $J_d = \emptyset$ so that $A_j = 0$ in (100), we thus obtain with (99) that (36) implies (95). Similarly, if $J_d \neq \emptyset$, which we now assume, it only remains to prove that (36) implies

$$\lim_{j \to \infty} n_j^{1/2} \gamma_j^{-2d} A_j = 0. \tag{103}$$

Using (100) and that $\beta'(q_\ell, q_\ell + 1, q_\ell) = \max(2\delta_+(q_\ell) + 1/2 + \delta(q_\ell + 1 - q_\ell) - 1, 1/2) = 2\delta_+(q_\ell) + \delta(q_\ell + 1 - q_\ell) - 1/2$, we have

$$A_j = \sup_{\ell \in I_d} n_j^{-1/2 + \delta(q_\ell + 1 - q_\ell)} \gamma_j^{2\delta_+(q_\ell) + \delta(q_\ell + 1 - q_\ell) - 1/2}. \tag{104}$$

Optimizing on $q$ here means optimizing this sup on $\ell \in J_d$. To do so, we partition $J_d$ as in (45) and, by the definition of $I_r$ in (40), we have, for all $\ell \in I_r$,

$$n_j^{-1/2 + \delta(q_\ell + 1 - q_\ell)} \gamma_j^{2\delta_+(q_\ell) + \delta(q_\ell + 1 - q_\ell) - 1/2} = n_j^{-1/2 + \delta(r + 1)} \gamma_j^{2\delta_+(q_\ell) + \delta(r + 1) - 1/2}.$$  

Since $\delta$ is non-increasing, we get with Definition (41) that, for all $r \in R$,

$$\sup_{\ell \in I_r} n_j^{-1/2 + \delta(q_\ell + 1 - q_\ell)} \gamma_j^{2\delta_+(q_\ell) + \delta(q_\ell + 1 - q_\ell) - 1/2} = n_j^{-1/2 + \delta(r + 1)} \gamma_j^{2\delta_+(q_\ell) + \delta(r + 1) - 1/2}.$$  

Hence, by (104) and (45), we get that

$$n_j^{1/2} \gamma_j^{-2d} A_j = \max_{r \in R} n_j^{\delta(r + 1)} \gamma_j^{2\delta_+(q_\ell) + \delta(r + 1) - 1/2 - 2d}.$$
Hence we obtain that (106) is valid for $i$ and $\beta$. Condition (36) implies (107). Observe that, for any $q$, since $\beta(q, p) + \beta(q', p) \leq 2\delta_+ (q_0) = 2\delta(q_0)$, we obtain that

$$\lim_{j \to \infty} n_j^{1-2d} \gamma_j^{-2\delta(q_0)} \sup_{(q, q', p) \in \mathcal{A}_0} n_j^{-1/2} \beta(q, p) + \beta(q', p) = 0.$$  

This corresponds to the second term between brackets in (92) and we thus only need to prove that (36) implies

$$\lim_{j \to \infty} n_j^{1-2d} \gamma_j^{-2\delta(q_0)} \sup_{(q, q', p) \in \mathcal{A}_0} n_j^{-\alpha(q, q', p)} \beta(q, q', p) = 0. \quad (105)$$

Let us partition $\mathcal{A}_0$ into $\mathcal{A}_0 = \bigcup_{i=1}^{5} \mathcal{A}_i$, where

- $\mathcal{A}_1 = \{(q, q', p) \in \mathcal{A}_0, q = q' = q_0\}$,
- $\mathcal{A}_2 = \{(q, q, p) \in \mathcal{A}_0, q = q' > q_0\}$,
- $\mathcal{A}_3 = \{(q, q', p) \in \mathcal{A}_0, q' \geq q + 2\}$,
- $\mathcal{A}_4 = \{(q, q', p) \in \mathcal{A}_0, q' = q + 1, p \leq q - 1\}$,
- $\mathcal{A}_5 = \{(q, q', p) \in \mathcal{A}_0, q = p, q' = q + 1\}$.

We shall prove that for $i = 1, 2, 3, 4$,

$$\lim_{j \to \infty} n_j^{1-2d} \gamma_j^{-2\delta(q_0)} \sup_{(q, q', p) \in \mathcal{A}_i} n_j^{-\alpha(q, q', p)} \beta(q, p) + \beta(q', p) = 0, \quad (106)$$

and that, when $I_0$ defined as in (38) is not empty, (36) implies

$$\lim_{j \to \infty} n_j^{1-2d} \gamma_j^{-2\delta(q_0)} \sup_{\ell \in I_0} n_j^{-\alpha(q, q, +1, q_0)} \beta(q, q, +1, q_0) = 0. \quad (107)$$

Since $\beta(q, q', p) \leq \beta(q, p) + \beta(q', p)$ and $\mathcal{A}_5 = \{(q, q, +1, q) : \ell \in I_0\}$, we indeed have that (105) and (107) imply (105) and the proof will be concluded.

The limit (106) can be deduced for $i = 1, \ldots, 4$ from Lemma 8.3 of Clausel et al. (2013).

More precisely this lemma implies the following facts (recall that $d > 1/4$):

1. For all $p = 0, \ldots, q_0 - 2$, we have $\alpha(q_0, q_0, p) > 1 - 2d$ and $2\beta(q_0, p) \leq 2\delta(q_0)$, which implies (106) for $i = 1$ since $(q_0, q_0, q_0 - 1)$ is excluded from $\mathcal{A}_0$.
2. For all $q \geq q_0 + 1$ and $p = 0, \ldots, q - 1$, we have $\alpha(q, q, p) > 1 - 2d$ and $2\beta(q, p) \leq 2\delta_+ (q_0 + 1) < 2\delta(q_0)$, which implies (106) for $i = 2$.
3. For $q \geq q_0, q' \geq q + 2$ and $p = 0, \ldots, q$, we have $\alpha(q, q', p) \geq 1 - 2d$ and $\beta(q, p) + \beta(q', p) \leq \delta_+ (q_0 + 1) + \delta_+ (q_0 + 2) < 2\delta(q_0)$, which implies (106) for $i = 3$.
4. For $q \geq q_0$ and $p = 0, \ldots, q - 1$, we have $\alpha(q, q + 1, p) \geq \min(3/2(1 - 2d), 1/2) > 1 - 2d$ and $\beta(q, p) + \beta(q + 1, p) \leq \delta_+ (q_0 + 1) + \delta(q_0) < 2\delta(q_0)$, which implies (106) for $i = 4$.

Hence we obtain that (106) is valid for $i = 1, \ldots, 4$. If $I_0$ is empty, the proof is concluded. We now assume that $I_0$ is not empty, so that $I_0$ is finite, and it only remains to show that Condition (36) implies (107). Observe that, for any $q \geq q_0$, we have $\alpha(q, q + 1, q) = 1/2 - d$ and $\beta(q, q + 1, q) = 2\delta_+ (q) + d - 1/2$ is non-increasing as $q$ increases. Hence over $\ell \in I_0$,
\[ \alpha(q_\ell, q_\ell + 1, q_\ell) \] is constant and \( \beta'(q_\ell, q_\ell + 1, q_\ell) \) is maximal at \( \ell = \ell_0 \), where it takes value \( 2\delta_+(q_{\ell_0}) + d - 1/2 \). We conclude that

\[ n_j^{-2\delta_+(q_{\ell_0})} \sup_{\ell \in I_0} n_j^{-\alpha(q_\ell, q_\ell + 1, q_\ell)} \beta'(q_\ell, q_\ell + 1, q_\ell) = n_j^{1/2 - d - 1/2 - 2\delta(q_{\ell_0}) - \delta_+(q_{\ell_0})} . \]

Note that in this case \( \nu_c \) in Definition \ref{def:nu_c} takes value

\[ \nu_c = 1 + \frac{4(\delta(q_0) - \delta_+(q_{\ell_0}))}{1 - 2d} . \]

Thus Condition \ref{cond:nu} implies \ref{eq:nu_c} and the proof is finished.

8.5. **Proof of Theorem 6.2**. The fact that the test \( \delta \) is consistent follows directly from the consistency statement in Theorem 6.1 and the fact that \( (u_N) \) is diverging.

To show that the test \( \delta \) has asymptotic confidence level \( \alpha \), it suffices to show that when \( d_0 = d_0^* \) (null hypothesis), we have

\[ u_N(d_0 - d_0) \xrightarrow{(L)} U . \]  \hspace{1cm} (108)

We first observe that under the conditions on \( j = (j_N) \) of the theorem, the convergence involving \( d_0 \) holds, see Clausel et al. (2014).

The computations of Section 5 in Clausel et al. (2014) allows us to specify \ref{eq:S} as

\[ \hat{d}_0 - d_0 = L(2^{-2\delta_0} \mathcal{S}_{n,j}) + o_P \left( 2^{-2\delta_0} \mathcal{S}_{n,j} \right) + O(2^{-\zeta_j}) , \]

where \( L \) is the linear form

\[ L(z_1, \cdots, z_p) = \sum_{i=1}^p w_i 2^{-2\delta_0 i} z_i , \]

where the weights \( (w_i) \) have been defined in Section 6.1. The same linearization holds for \( \tilde{d}_0 - d_0 \) with \( \mathcal{S}_{n,j} \) replaced by \( \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \), so by subtracting, we get

\[ \hat{d}_0 - d_0 = \tilde{d}_0 - d_0 + 2^{-2\delta_0 j} \left[ O_P \left( \| \mathcal{S}_{n,j} - \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \right) \right] + o_P \left( \| \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \right) + O(2^{-\zeta_j}) . \]  \hspace{1cm} (109)

Using \ref{eq:gamma}, which corresponds to \ref{cond:nu} under \( H_0 \), we can apply Theorem 7.2 so that

\[ \mathcal{S}_{n,j} - \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) = o_P \left( \| \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \right) . \]

With \ref{eq:gamma}, we get

\[ \hat{d}_0 - d_0 = \tilde{d}_0 - d_0 + o_P \left( 2^{-2\delta_0 j} \| \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \right) + O(2^{-\zeta_j}) . \]

Since \( u_N(\tilde{d}_0 - d_0) \) converges in distribution, it remains to check that \( u_N \| \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \) is \( O(1) \) and \( u_N 2^{-\zeta_j} = o(1) \). By the definition of \( u_N \) in \ref{eq:un} and since \( \gamma_j = 2^j \), \( d_0 = K + \delta(q_0) \) and \( \delta(1) = d \), the asymptotic equivalences \ref{eq:asymptotics} and \ref{eq:asymptotics2} in Proposition 7.4 can be written as

\[ \| \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \sim C u_N^{-1} 2^{2\delta_0 j} . \]

The bound \( u_n \| \mathcal{S}_{n,j}(q_0, q_0, q_0 - 1) \| \) is \( O(1) \) follows under \( H_0 \). Finally the bound \( u_N 2^{-\zeta_j} = o(1) \) follows from the bias negligibility condition \ref{cond:beta}. Hence we get \ref{eq:nu_c}, which concludes the proof.
9. Technical lemmas

The next lemma give an explicit expression of the spectral density of $H_q(X)$ for $q < 1/(1 - 2d)$ and is a refined version of Lemma 4.1 in [Clausel et al. (2012)]. It is used in the proof of Theorem 2.1.

**Lemma 9.1.** Let $q$ be a positive integer greater than 2. The spectral density of $\{H_q(X_t)\}_{t \in \mathbb{Z}}$ is
\[
 f_{H_q}(\lambda) := q!(f \ast \cdots \ast f),
\]
where $f$ denotes the spectral density of $X = \{X_t\}_{t \in \mathbb{Z}}$. Moreover if in addition $q < 1/(1 - 2d)$ the function $f'_{H_q}$ is bounded on $\lambda \in (-\pi, \pi)$ and for any $\zeta \in (0, 2\delta(q))$ such that $\zeta \leq \beta$, where $\beta$ has been defined in (2), one has
\[
 |f'_{H_q}(\lambda) - f'_{H_q}(0)| \leq L|\lambda|^\zeta,
\]
for some $L > 0$.

**Proof.** The explicit expression (110) of $f_{H_q}$ has already been given in Lemma 4.1 in [Clausel et al. (2012)]. Moreover in the same lemma, we also already showed that $f'_{H_q}$ defined by (111) is a bounded function. We then only need to prove that (112) holds for some $L > 0$. We prove the result by induction on $q$.

Assume first that $q = 2$. By assumption on $f^*$ and definition of $\beta$, we know that for some $C > 0$ and any $\zeta \leq \beta$
\[
 |f^*(\lambda) - f^*(0)| \leq C|\lambda|^\zeta.
\]
Since $f_{H_2} = 2f \ast f$, we then apply the second part of Lemma 8.2 of [Clausel et al. (2012)], with $\beta_1 = \beta_2 = 2d$, $g_1^* = g_2^* = f^*$ (using the notations of that lemma). We see that Condition (66) of Lemma 8.2 of [Clausel et al. (2012)] is satisfied provided that $\zeta \leq \beta$ and $\zeta < \beta_1 + \beta_2 - 1 = 2d + 2d - 1 = 2\delta(2)$ (which are necessary conditions of the lemma). Hence for some $L > 0$, one has
\[
 |f'_{H_2}(\lambda) - f'_{H_2}(0)| \leq L|\lambda|^\zeta.
\]
If we now assume that $q > 2$, we can also apply the second part of Lemma 8.2 of [Clausel et al. (2012)], with $\beta_1 = 2\delta(q - 1)$, $\beta_2 = 2d$, $g_1^* = f'_{H_{q-1}}$ and $g_2^* = f^*$ which allows us to proceed by induction.

Lemmas 9.2 to 9.4 are used in the proof of Theorem 7.2.

**Lemma 9.2.** Let $d^+$ be the exponent defined in (12). One has
\[
 \sup \{d^+(q) + d^+(q') : 1 \leq q \leq q', (q, q') \neq (1, 1)\} < 2d.
\]

**Proof.** For any $(q, q')$ in the considered set, one has $q \geq 1$ and $q' \geq 2$. Since $d_+$ is non-increasing, we get $d^+(q) + d^+(q') \leq d^+(1) + d^+(2) = d + (2d - 1/2)_+ < 2d$ since $d < 1/2$.

Lemmas 9.2 follows.

**Lemma 9.3.** Let $\alpha(q, q', p)$ and $\beta'(q, q', p)$ be the exponents defined in (12) and (14) respectively, for $0 \leq p \leq q \leq q'$. Then the following facts hold:

(i) $\alpha(q, q', p)$ is non-decreasing as $q$ or $q'$ increases and is non-increasing as $p$ increases.
(ii) $\beta'(q, q', p)$ is non-increasing as $q$ or $q'$ increases.
The following assertions hold:

(i) For any \( q \geq 1 \), \( \alpha(q, q + 1, q) = 1/2 - d < 1/2 \).

(ii) If \( d \leq 1/4 \), then for all \( 1 \leq q \leq q' \) and \( 0 \leq p \leq \min(q, q' - 1) \) such that \( q' \neq q + 1 \), we have \( \alpha(q, q', p) = 1/2 \).

(iii) If \( d > 1/4 \), then for all \( q \geq 2 \), \( \alpha(q, q, q - 1) = 1 - 2d < 1/2 \).

Proof. Assertion (i) follows by applying (72), since \( \delta_+ (0) = 1/2 \) and \( \delta_+ (1) = d \).

Suppose that \( d \leq 1/4 \). If \( p = 0 \), \( \alpha(q, q', p) = 1/2 \) for any \( q, q' \) by (72). Let now \( p \geq 1 \). Let \( (q, q') \) be such that \( 1 \leq q \leq q' \), \( 0 \leq p \leq \min(q, q' - 1) \) and \( q' \neq q + 1 \). Then either \( q = q' \geq p + 1 \) (first case) or \( q' \geq q + 2 \) and \( q \geq p \) (second case). Then by Lemma 9.3(i), we have in the first case

\[
\alpha(q, q, p) \geq \alpha(p + 1, p + 1, p) = \min(1 - 2d, 1/2) = 1/2,
\]

since \( d \leq 1/4 \). In the second case, Lemma 9.3(ii) implies

\[
\alpha(q, q', p) \geq \alpha(p + 2, p + 2, p) = \min(1/2 - \delta_+ (2), 1/2) = 1/2,
\]

since \( d \leq 1/4 \) implies \( \delta_+ (2) = 0 \). This proves Assertion (ii).

To obtain Assertion (iii), we remark that

\[
\alpha(q, q, q - 1) = \min(1 - 2d, 1/2) = 1 - 2d < 1/2,
\]

since \( d > 1/4 \). \( \square \)

Lemma 9.5. Consider a sequence \( \{q_{\ell}, \ell \in \mathcal{L}\} \) with \( \mathcal{L} \) a set of consecutive integers starting at 0. Let \( \nu_c(d) \) be as in Definition 4.1 for all \( d \in (1/2(1 - 1/q_0), 1/2) \), so that (16) holds. Then the following assertions hold:

(i) If \( q_0 = 1 \), \( \nu_c(d) \) is non-increasing as \( d \) increases.

(ii) If \( q_0 \geq 2 \), \( \nu_c(d) \) is non-decreasing as \( d \) increases.

Proof. We first consider the case \( q_0 \geq 2 \). In this case, either \( I_0 = \emptyset \) and \( \nu_c(d) = \infty \), or \( I_0 \neq \emptyset \) and \( \nu_c \) is a continuous function taking values

\[
\nu_c(d) = \begin{cases} 
1 + \frac{4(d(q_0) - \delta(q_{\ell_0}))}{1 - 2d} = 1 + 2(q_{\ell_0} - q_0) & \text{if } \delta(q_{\ell_0}) > 0, \\
1 + \frac{4\delta(q_0)}{1 - 2d} = 1 - 2q_0 + 2/(1 - 2d) & \text{otherwise.}
\end{cases}
\]

Hence we obtain (ii).
We now consider the case \( q_0 = 1 \). In this case, with the convention \( a/0 = \infty \) for \( a > 0 \) the following formula can be applied in all cases:

\[
\nu_c(d) = \min \left( \frac{1 - 2\delta_+(q_1 - 1)}{\delta_+(2)}, \frac{2d + 1/2 - 2\delta_+(q_e) - \delta(r + 1)}{\delta_+(r + 1)} \right) : r \in \mathcal{R}
\]

This comes from the fact that if \( d \leq 1/4 \), we have \( \delta_+(2) = 0 \) and \( \mathcal{R} \subset \{0\} \) with equality if and only if \( I_0 \neq \emptyset \). Let us denote

\[
\tilde{\mathcal{R}} = \{1 + q_{\ell + 1} - q_\ell : \ell \in \mathcal{L}\},
\]

so that \( \mathcal{R} = \tilde{\mathcal{R}} \cap \{r : \delta(r + 1) > 0\} \). Since \( 2d + 1/2 - 2\delta_+(q_e) - \delta(r + 1) = 2(d - \delta_+(q_e)) + (1/2 - \delta(r + 1)) \geq 0 \) we get using the same convention as above that

\[
\nu_c(d) = \min \left( \frac{1 - 2\delta_+(q_1 - 1)}{\delta_+(2)}, \frac{2d + 1/2 - 2\delta_+(q_e) - \delta(r + 1)}{\delta_+(r + 1)} \right) : r \in \tilde{\mathcal{R}}
\]

where now the set \( \tilde{\mathcal{R}} \) does not depend on \( d \). To prove (3) we thus only need to show the following two assertions (setting \( q = q_1 - 1 \) and then \( p = r + 1 \) and \( q = q_e \)).

(a) For any given positive integer \( q \), \( (1 - 2\delta_+(q))/\delta_+(2) \) is non-increasing as \( d \) increases,

(b) For any given positive integers \( p \) and \( q \), \( \mu(d) := (2d + 1/2 - 2\delta_+(q) - \delta(p))/\delta_+(p) \) is non-increasing as \( d \) increases.

Assertion [\( \text{a} \)] follows from the fact that \( \delta(q) \) is increasing with \( d \) for any given \( q \geq 1 \). Finally, we need to prove Assertion [\( \text{b} \)]. Take some integers \( p, q \geq 1 \) and denote \( \mu(d) \) as in [\( \text{b} \)]. If \( \delta_+(p) = 0 \), which is equivalent to \( d \leq 1/2(1 - 1/p) \), \( \mu(d) = \infty \). Now \( \mu(d) \) is continuous over \( d > 1/2(1 - 1/p) \) and takes value

\[
\mu(d) = \min \left( \frac{1/2 + 2d}{dp + (p - 1)/2}, \frac{1/2 + (q - 1)(1 - 2d)}{dp + (p - 1)/2} \right)
\]

Since the two arguments in the min are decreasing functions of \( d \) over \( d > 1/2(1 - 1/p) \), we conclude that [\( \text{b} \)] holds. The proof of the lemma is achieved. \( \square \)

**APPENDIX A. INTEGRAL REPRESENTATIONS**

It is convenient to use an integral representation in the spectral domain to represent the random processes (see for example Major (1981); Nualart (2006)). The stationary Gaussian process \( \{X_k, k \in \mathbb{Z}\} \) with spectral density \( \tilde{X} \) can be written as

\[
X_\ell = \int_{-\pi}^{\pi} e^{i\lambda \ell} f^{1/2}(\lambda) \tilde{W}(\lambda) d\lambda = \int_{-\pi}^{\pi} e^{i\lambda \ell} f^{1/2}(\lambda) \tilde{W}(\lambda) d\lambda, \quad \ell \in \mathbb{N}.
\]

This is a special case of

\[
\tilde{I}(g) = \int_{\mathbb{R}} g(x) \tilde{W}(x) dx
\]

where \( \tilde{W}(\cdot) \) is a complex-valued Gaussian random measure satisfying, for any Borel sets \( A \) and \( B \) in \( \mathbb{R} \), \( E(\tilde{W}(A)) = 0 \), \( E(\tilde{W}(A)\overline{\tilde{W}(B)}) = |A \cap B| \) and

\[
\tilde{W}(A) = \overline{\tilde{W}(-A)}.
\]

The integral \( \tilde{I}(g) \) is defined for any function \( g \in L^2(\mathbb{R}) \) and one has the isometry

\[
E(|\tilde{I}(g)|^2) = \int_{\mathbb{R}} |g(x)|^2 dx.
\]
The integral \( \hat{I}(g) \), moreover, is real–valued if

\[
g(x) = \overline{g(-x)}.
\]

We shall also consider multiple Itô–Wiener integrals

\[
\hat{I}_q(g) = \int_{\mathbb{R}^q} g(\lambda_1, \cdots, \lambda_q) \hat{dW}(\lambda_1) \cdots \hat{dW}(\lambda_q)
\]

where the double prime indicates that one does not integrate on hyperdiagonals \( \lambda_i = \pm \lambda_j, i \neq j \). The integrals \( \hat{I}_q(g) \) are handy because we will be able to expand our non–linear functions \( G(X_k) \) introduced in Section [1] in multiple integrals of this type.

These multiples integrals are defined for \( g \in \mathcal{L}^2(\mathbb{R}^q, \mathbb{C}) \), the space of complex valued functions defined on \( \mathbb{R}^q \) satisfying

\[
g(-x_1, \cdots, -x_q) = \overline{g(x_1, \cdots, x_q)} \text{ for } (x_1, \cdots, x_q) \in \mathbb{R}^q, \quad (117)
\]

\[
\|g\|_{L^2}^2 := \int_{\mathbb{R}^q} |g(x_1, \cdots, x_q)|^2 \, dx_1 \cdots dx_q < \infty. \quad (118)
\]

Hermite polynomials are related to multiple integrals as follows : if \( X = \int_{\mathbb{R}} g(x) \hat{dW}(x) \) with \( \mathsf{E}(X^2) = \int_{\mathbb{R}} |g(x)|^2 \, dx = 1 \) and \( g(x) = \overline{g(-x)} \) so that \( X \) has unit variance and is real–valued, then

\[
H_q(X) = \hat{I}_q(g\tilde{\otimes}q) = \int_{\mathbb{R}^q} g(x_1) \cdots g(x_q) \hat{dW}(x_1) \cdots \hat{dW}(x_q). \quad (119)
\]

**APPENDIX B. THE WAVELET FILTERS**

The sequence \( \{Y_t\}_{t \in \mathbb{Z}} \) can be formally expressed as

\[
Y_t = \Delta^{-K} G(X_t), \quad t \in \mathbb{Z}.
\]

The study of the asymptotic behavior of the scalogram of \( \{Y_t\}_{t \in \mathbb{Z}} \) at different scales involve multidimensional wavelet coefficients of \( \{G(X_t)\}_{t \in \mathbb{Z}} \) and of \( \{Y_t\}_{t \in \mathbb{Z}} \). To obtain them, one applies a multidimensional linear filter \( h_j(\tau), \tau \in \mathbb{Z} = (h_{j,\ell}(\tau)) \), at each scale index \( j \geq 0 \). We shall characterize below the multidimensional filters \( h_j(\tau) \) by their discrete Fourier transform :

\[
\hat{h}_j(\lambda) = \sum_{\tau \in \mathbb{Z}} h_j(\tau) e^{-i\lambda \tau}, \quad \lambda \in [-\pi, \pi], \quad h_j(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \hat{h}_j(\lambda)e^{i\lambda \tau} \, d\lambda, \quad \tau \in \mathbb{Z}. \quad (120)
\]

The resulting wavelet coefficients \( W_{j,k} \), where \( j \) is the scale index and \( k \) the location are defined as

\[
W_{j,k} = \sum_{\ell \in \mathbb{Z}} h_j(\gamma_j k - \ell) Y_t = \sum_{\ell \in \mathbb{Z}} h_j(\gamma_j k - \ell) \Delta^{-K} G(X_t), \quad j \geq 0, \quad k \in \mathbb{Z}, \quad (121)
\]

where \( \gamma_j \uparrow \infty \) as \( j \uparrow \infty \) is a sequence of non–negative scale factors applied at scale index \( j \), for example \( \gamma_j = 2^j \). We do not assume that the wavelet coefficients are orthogonal nor that they are generated by a multiresolution analysis. Our assumption on the filters \( h_j = (h_{j,\ell}) \) are as follows :

(W-1) **Finite support**: For each \( \ell \) and \( j \), \( \{h_{j,\ell}(\tau)\}_{\tau \in \mathbb{Z}} \) has finite support. Further there exists some \( A > 0 \) such that for any \( j \) and any \( \ell \) one has

\[
\text{supp}(h_{j,\ell}) \subset \gamma_j[-A, A]. \quad (122)
\]
**Reduction Principle 31**

(W-2) **Uniform smoothness:** There exists $M \geq K$, $\alpha > 1$ and $C > 0$ such that for all $j \geq 0$ and $\lambda \in [-\pi, \pi]$,  

$$|\hat{h}_j(\lambda)| \leq \frac{C\gamma_j^{1/2}|\gamma_j\lambda|^M}{(1 + \gamma_j|\lambda|)^{\alpha + M}}. \quad (123)$$

By $2\pi$-periodicity of $\hat{h}_j$ this inequality can be extended to $\lambda \in \mathbb{R}$ as

$$|\hat{h}_j(\lambda)| \leq C\frac{\gamma_j^{1/2}|\gamma_j\{\lambda}\}|^M}{(1 + \gamma_j|\{\lambda}\|)^{\alpha + M}}. \quad (124)$$

where $\{\lambda\}$ denotes the element of $(-\pi, \pi]$ such that $\lambda - \{\lambda\} \in 2\pi\mathbb{Z}$.

(W-3) **Asymptotic behavior:** There exists a sequence of phase functions $\Phi_j : \mathbb{R} \to (-\pi, \pi]$ and some non identically zero function $\hat{h}_\infty$ such that  

$$\lim_{j \to +\infty} (\gamma_j^{-1/2}\hat{h}_j(\gamma_j^{-1}\lambda)) = \hat{h}_\infty(\lambda), \quad (125)$$

locally uniformly on $\lambda \in \mathbb{R}$.

In [W-3] *locally uniformly* means that for all compact $K \subset \mathbb{R}$,  

$$\sup_{\lambda \in K} \left| \gamma_j^{-1/2}\hat{h}_j(\gamma_j^{-1}\lambda)e^{i\Phi_j(\lambda)} - \hat{h}_\infty(\lambda) \right| \to 0.$$  

It implies in particular that $\hat{h}_\infty$ is continuous over $\mathbb{R}$.

A more convenient way to express the wavelet coefficients $W_{j,k}$ than in (121) is to incorporate the linear filter $\Delta^{-K}$ into the filter $h_j$ and denote the resulting filter $h_j^{(K)}$. Then  

$$W_{j,k} = \sum_{t \in \mathbb{Z}} h_j^{(K)}(\gamma_jk - t)G(X_t), \quad (126)$$

where  

$$\hat{h}_j^{(K)}(\lambda) = (1 - e^{-i\lambda})^{-K}\hat{h}_j(\lambda) \quad (127)$$

is the discrete Fourier transform of $h_j^{(K)}$, see Clausel et al. (2013) for more details.

**Appendix C. The multiscale wavelet inference setting**

We state here two theorems that are used in Section 6 to derive statistical properties of the estimator of the memory parameter $d_0$. This parameter is obtained from univariate multiscale wavelet filters $g_j$. Since, Theorem 3.2 applies to multivariate filters $h_j$ which define the multivariate scalogram $S_{n,j}$, we explain in this appendix the connection between these two perspectives.

We first give some details about the definition of the estimator of the memory parameter. We use dyadic scales here, as in the standard wavelet analysis described in Moulines et al. (2007), where the univariate wavelet coefficients are defined as  

$$W_{j,k} = \sum_{t \in \mathbb{Z}} g_j(2^j k - t)Y_t, \quad (128)$$

which corresponds to (20) with $\gamma_j = 2^j$ and with $(g_j)$ denoting a sequence of filters that satisfies (W-1) (W-3) with $m = 1$. In the case of a multiresolution analysis, $g_j$ can be deduced from the associated mirror filters.
The number \( n_j \) of wavelet coefficients available at scale \( j \), is related both to the number \( N \) of observations \( Y_1, \ldots, Y_N \) of the time series \( Y \) and to the length \( T \) of the support of the wavelet \( \psi \). More precisely, one has

\[
n_j = \lfloor 2^{-j}(N - T + 1) - T + 1 \rfloor = 2^{-j}N + 0(1),
\]

where \( \lfloor x \rfloor \) denotes the integer part of \( x \) for any real \( x \). Details about the above facts can be found in Moulines et al. (2007); Roueff and Taqqu (2009a).

The univariate scalogram is an empirical measure of the distribution of “energy of the signal” along scales, based on the \( N \) observations \( Y_1, \ldots, Y_N \). It is defined as

\[
\hat{\sigma}_j^2 = \frac{1}{n_j} \sum_{k=0}^{n_j-1} W_{j,k}^2, \quad j \geq 0,
\]

and is identical to \( S_{n,j} \) defined in (21). The wavelet spectrum is defined as

\[
\sigma_j^2 = \mathbb{E}[\hat{\sigma}_j^2] = \mathbb{E}[W_{j,k}^2] \quad \text{for all } k,
\]

where the last equality holds for \( M \geq K \) since in this case \( \{W_{j,k}, k \in \mathbb{Z}\} \) is weakly stationary.

To define our wavelet estimator of the memory parameter \( d_0 \), we are given some positive weights \( w_0, \ldots, w_p \) such that

\[
\sum_{i=0}^{p} w_i = 0 \quad \text{and} \quad \sum_{i=0}^{p} iw_i = \frac{1}{2 \log(2)}.
\]

We then set

\[
\hat{d}_0 = \sum_{i=0}^{p} w_i \log(\hat{\sigma}_{j+i}).
\]

To derive statistical properties of this estimator, we apply Theorem 3.2 using a sequence of multivariate filters \( (h_j)_{j \geq 0} \) related to the family of univariate filters \( g_j \) in a way indicated below.

We first give an example and consider the case \( p = 1 \). To investigate the asymptotic properties of \( \hat{d}_0 \), we then have to study the joint behavior of \( W_{j-u,k} \) for \( u = 0, 1 \). Recall that \( j - 1 \) is a finer scale than \( j \). Following the framework of Roueff and Taqqu (2009a), we consider the multivariate coefficients \( \mathbf{W}_{j,k} = (W_{j,k}, W_{j-1,2k}, W_{j-1,2k+1}) \), since, in addition to the wavelet coefficients \( W_{j,k} \) at scale \( j \), there are twice as many wavelet coefficients at scale \( j - 1 \), the additional coefficients being \( W_{j-1,2k}, W_{j-1,2k+1} \). These coefficients can be viewed in this case as the output of a three-dimensional filter \( h_j \) defined as \( h_j(\tau) = (g_j(\tau), g_{j-1}(\tau), g_{j-1}(\tau + 2^{j-1})) \). These three entries correspond to \( (u, v) \) below equal to \( (0, 0) \), \( (1, 0) \) and \( (1, 1) \), respectively, in the general case below.

In the general case, each \( h_j \) is defined as follows. For all, \( j \geq 0 \), \( u \in \{0, \ldots, j\} \) and \( v \in \{0, \ldots, 2^u - 1\} \), let \( \ell = 2^u + v \) and define a filter \( h_{\ell,j} \) by

\[
h_{\ell,j}(t) = g_{j-u}(t + 2^{j-u}v), \quad t \in \mathbb{Z}.
\]

Applying this definition and (128) with \( \gamma_j = 2^j \), we get

\[
W_{j-u,2^uk+v} = \sum_{t \in \mathbb{Z}} h_{\ell,j}(2^j k - t)Y_t.
\]

These coefficients are stored in a vector \( \mathbf{W}_{j,k} = [W_{\ell,j,k}]_{\ell} \), say of length \( m = 2^p - 1 \),

\[
W_{\ell,j,k} = W_{j-u,2^uk+v}, \quad \ell = 2^u + v = 1, 2, \ldots, m,
\]
which corresponds to the multivariate wavelet coefficient (23) with \( h_j(t) \) having components \( h_{\ell,j}(t), \ell = 1, 2, \ldots, m \) defined by (133). This way of proceeding allows us to express the vector \( \tilde{\sigma}_{j-u}^2 - \sigma_{j-u}^2 \) as a linear function of the vector \( \mathbb{S}_{n,j} \) defined by (22), up to a negligible term. We can then deduce, as in Section 6 the asymptotic behavior of \( \hat{d}_0 \) of the multivariate scalogram \( \mathbb{S}_{n,j} \) using (122).

We now indicate the asymptotic behavior of the univariate multiscale scalogram in the case \( G = H_{q_0} \) since it will be needed in Section 6. We state the results separately for \( q_0 = 1 \) and for \( q_0 \geq 2 \).

We first consider the case \( q_0 = 1 \):

**Theorem C.1.** Suppose \( G = H_{q_0} \) with \( q_0 = 1 \) and that Assumptions A(i),(ii) in Section 2 hold. Set \( \gamma_j = 2^j \) and let \( \{(g_j)_{j \geq 0}, q_\infty\} \) be a sequence of univariate filters satisfying \( (W-1) \) \( (W-3) \) with \( m = 1 \) and \( M \geq d + K \). Then, as \( j \to \infty \),

\[
\sigma_j^2 \sim f^*(0) L_1(\hat{g}_\infty)^2 2^{2j(d+K)},
\]

where \( L_1 \) has been defined in (34). Let now \( j = j(N) \) be an increasing sequence such that \( j \to \infty \) and \( N 2^{-j} \to \infty \). Define \( n_j, \tilde{\sigma}_j^2 \) and \( \sigma_j^2 \) as in (129), (130) and (131), respectively. Then, as \( N \to \infty \),

\[
\left\{ n_j^{1/2} \left( \frac{\tilde{\sigma}_j^2}{\sigma_j^2} - 1 \right) \right\}_{u \geq 0} \overset{f.d.}{\to} \left\{ Q^{(d)}_{j u} \right\}_{u \geq 0},
\]

where \( Q^{(d)} \) denotes a centered Gaussian process with covariance function

\[
\text{Cov}(Q^{(d)}_{j u}, Q^{(d)}_{j u'}) = 4\pi 2^{2(d+K)u'-u-\max(u,u')} \frac{L_1(\hat{g}_\infty)^2}{L_1(\hat{g}_\infty)^2} \int_{-\pi}^{\pi} |D_{\infty,u-u'}(\lambda)|^2 d\lambda,
\]

with for all \( m \in \mathbb{Z} \) and \( \lambda \in (-\pi, \pi) \),

\[
D_{\infty,m}(\lambda) = \sum_{\ell \in \mathbb{Z}} |\lambda + 2\pi\ell|^{-2(d+K)} e_m(\lambda + 2\pi\ell) \hat{g}_\infty(\lambda + 2\pi\ell) \hat{g}_\infty(2^{-m}(\lambda + 2\pi\ell)),
\]

and

\[
e_m(\xi) = 2^{-m/2}[e^{-i2^{-m}\xi}, v = 0, \ldots, 2^m - 1]^T.
\]

**Proof.** We first observe that the proof of formula (4.5) in Theorem 4.1 of Clausel et al. (2014) remains valid in the case \( q_0 = 1 \). This yields (135).

We now prove the convergence (136). To do so we adapt the corresponding proof of Theorem 4.1 of Clausel et al. (2014) done for \( q_0 \geq 2 \). From Clausel et al. (2014) (see equality (9.5)), we have

\[
\tilde{\sigma}_{j-u}^2 - \sigma_{j-u}^2 = \frac{n_j}{n_{j-u}} \sum_{v=0}^{2^{n_j-1}} \mathbb{S}_{n,j}(2^u + v) + O_P(\sigma_{j-u}^2/n_{j-u}), \quad u = 0, \ldots, p - 1,
\]

where we denoted the entries of the multivariate scalogram \( \mathbb{S}_{n,j} \) in (22) as \( [\mathbb{S}_{n,j}(\ell)]_{\ell=1,\ldots,m} \). In addition, we also proved in Section 9 of Clausel et al. (2014) that the multivariate filters \( h_j(t) \) involved in the definition of the multivariate wavelet coefficients, defined by (133), satisfy the assumptions of Theorem 3.2 of Clausel et al. (2014). We can then apply Theorem 3.2 (a) of Clausel et al. (2014) which provides the asymptotic behavior of the multivariate scalogram \( \mathbb{S}_{n,j} \). Using the equality (9.6) of Clausel et al. (2014) relating \( \hat{h}_{t,\infty} \) and \( \hat{g}_\infty \) as,

\[
\hat{h}_{t,\infty}(\lambda) = 2^{-u/2} \hat{g}_\infty(2^{-u}\lambda)e^{i2^{-u}\xi},
\]
we then deduce that as \( j \to \infty \),
\[
\left\{ n_j^{1/2}2^{-2(j-u)(d+K)} \overline{S}_{n_j,j}(2^u + v) \right\} \xrightarrow{\mathcal{L}} N(0, \Gamma),
\]
where (we denote \( \lambda_p = \lambda + 2p\pi \)),
\[
\tilde{\Gamma}_{(u,v),(u',v')} = 2^{2(u+u')(d+K)} \Gamma_{2^u+v,2^{u'}+v}
\]
\[
= 4(f^*(0))^2 2^{2(u+u')(d+K-\frac{1}{2})} \int_{-\pi}^{\pi} \left| \lambda_p \right|^{-2(K+d)} \overline{g}_{\infty}(2^{-u} \lambda_p) \overline{g}_{\infty}(2^{-u'} \lambda_p) e^{i(2^{-u}v-2^{-u'}v')} \lambda_p \right|^2 d\lambda,
\]
and \((u,v)\) (resp \((u',v')\)) take values \( u = 0, \ldots, p-1\) (resp \( u' = 0, \ldots, p-1\)) and \( v = 0, \ldots, 2^u-1\) (resp \( v' = 0, \ldots, 2^{u'}-1\)). We showed in Clausel et al. (2014), Relation (9.4), that as \( j \to \infty \), \( n_j/n_{j-u} \sim 2^{-u}. \) Using also (135), which implies that \( \sigma_{j-u}^2 \sim f^*(0) L_1(\overline{g}_{\infty}) 2^{2(j-u)(d+K)} \) as \( j \to \infty \), and following the proof of Theorem 4.1 of Clausel et al. (2014), we get
\[
\left\{ n_j^{1/2} \frac{1}{\sigma_{j-u}^2} n_{j-u}^{2^{-u}-1} \sum_{v=0}^{2^u-1} \overline{S}_{n_j,j}(2^u + v) \right\} \xrightarrow{\mathcal{L}} N(0, \Gamma),
\]
with
\[
\mathcal{T}_{u,u'} \quad (138)
\]
\[
= \frac{2^{-u-u'}}{(f^*(0))^2 L_1(\overline{g}_{\infty})^2} \sum_{v=0}^{2^u-1} \sum_{v'=0}^{2^{u'}-1} \tilde{\Gamma}_{(u,v),(u',v')}
\]
\[
= \frac{2^{2(u+u')(d+K-\frac{1}{2})}}{(f^*(0))^2 L_1(\overline{g}_{\infty})^2} \sum_{v=0}^{2^u-1} \sum_{v'=0}^{2^{u'}-1} \Gamma_{2^u+v,2^{u'}+v}
\]
\[
= \frac{4\pi 2^{2(u+u')(d+K-1)}}{L_1(\overline{g}_{\infty})^2} \int_{-\pi}^{\pi} \left| \lambda_p \right|^{-2(K+d)} \overline{g}_{\infty}(2^{-u} \lambda_p) \overline{g}_{\infty}(2^{-u'} \lambda_p) e^{i(2^{-u}v-2^{-u'}v')} \lambda_p \right|^2 d\lambda, \quad (139)
\]
and where \( u, u' = 0, \ldots, p-1. \) Thereafter, we follow the same lines that in the proof of Roueff and Taqqu (2009a, Theorem 2). Assume for example that \( u' \geq u. \) We have to estimate
\[
\sum_{v=0}^{2^u-1} \sum_{v'=0}^{2^{u'}-1} \left| \lambda_p \right|^{-2(K+d)} \overline{g}_{\infty}(2^{-u} \lambda_p) \overline{g}_{\infty}(2^{-u'} \lambda_p) e^{i(2^{-u}v-2^{-u'}v')} \lambda_p \right|^2,
\]
which reads \( \sum_{v'=0}^{2^{u'}-1} G_{u,u',v'}(\lambda) \) with
\[
G_{u,u',v'}(\lambda) = \sum_{v=0}^{2^u-1} \left| e^{i(2^{-u}v-2^{-u'}v')} \lambda_p g_{u,u'}(2^{-u} \lambda_p) \right|^2,
\]
where \( g_{u,u'}(\xi) = \left| 2^u \xi \right|^{-2(K+d)} \overline{g}_{\infty}(\xi) \overline{g}_{\infty}(2^{u'} \xi). \) We now observe that \( G_{u,u',v'} \) is a \( 2\pi \)-periodic function and write \( p = 2^u q + r \) with \( r \in \{0, \ldots, 2^u-1\}. \) Hence \( (\lambda_p = \lambda_r + 2^u q \times 2\pi \) and \( e^{2\pi i v}, \)
Using (138), the definition of $G_{u,u',v'}(\lambda)$ is
\[
G_{u,u',v'}(\lambda) = \sum_{v=0}^{2^u-1} \sum_{r=0}^{2^u-1} e^{i(2^{-u}v-2^{-u'}v')q} \sum_{q \in \mathbb{Z}} e^{-i2^{-u}u'q} g_{u,u'}(2^{-u} \lambda_r + 2\pi q) \left| e^{i2^{-u}u'q} \right|^2,
\]
with
\[
h_{u,u',v'}(\xi) = \sum_{q \in \mathbb{Z}} e^{-i2^{-u}u'q(\xi+2\pi q)} g_{u,u'}(\xi).
\]
Hence
\[
G_{u,u',v'}(\lambda) = \sum_{v=0}^{2^n-1} \sum_{r=0}^{2^n-1} \sum_{r'=0}^{2^n-1} e^{i2^{-u}u'2\pi(\xi+2\pi q)} g_{u,u',v'}(2^{-u} \lambda_r + 2\pi q).
\]
Observe that if $r \neq r'$
\[
\sum_{v=0}^{2^n-1} e^{i2^{-u}u'2\pi(\xi+2\pi q)} = 0,
\]
whereas in the case $r = r'$ this sum equals $2^u$. Hence
\[
G_{u,u',v'}(\lambda) = 2^u \sum_{r=0}^{2^n-1} |h_{u,u',v'}(2^{-u} \lambda_r)|^2.
\]
As in the proof of [Roueff and Taqqu, 2009a, Theorem 2], we apply Lemma 1 of [Roueff and Taqqu, 2009b] with $g = |h_{u,u',v'}|^2$, $\gamma = 2^u$ and get
\[
\int_{-\pi}^{\pi} G_{u,u',v'}(\lambda) d\lambda = 2^u \int_{-\pi}^{\pi} \left( \sum_{r=0}^{2^n-1} |h_{u,u',v'}(2^{-u} \lambda_r)|^2 \right) d\lambda = 2^{2u} \int_{-\pi}^{\pi} |h_{u,u',v'}(\lambda)|^2 d\lambda.
\]
We then deduce that
\[
\sum_{v'=0}^{2^{u'}-1} \int_{-\pi}^{\pi} G_{u,u',v'}(\lambda) d\lambda = 2^{2u} \int_{-\pi}^{\pi} \left( \sum_{v'=0}^{2^{u'}-1} |h_{u,u',v'}(\lambda)|^2 \right) d\lambda.
\]
Using (138), the definition of $G_{u,u',v'}$ and the last display, we deduce that
\[
\Gamma_{u,u'} = \frac{4\pi 2^{2(u+u')(d+K-1)}}{L_1(\overline{g})^{2}} \left( 2^{2u} \int_{-\pi}^{\pi} \sum_{v'=0}^{2^{u'}-1} |h_{u,u',v'}(\lambda)|^2 \right) = 4\pi 2^{2(u+u')(d+K-1)} \sum_{v'=0}^{2^{u'}-1} \int_{-\pi}^{\pi} \sum_{q \in \mathbb{Z}} |\lambda_q|^{-2(d+K)} e^{-i2^{-u}u'q} g_{u,u'}(\lambda_q) g_{u,u'}(2^{-u} \lambda_q) d\lambda.
\]
\[
\Gamma_{u,u'} = \frac{4\pi 2^{2(u+u')(d+K-2u')}}{L_1(\overline{g})^{2}} \sum_{v'=0}^{2^{u'}-1} \int_{-\pi}^{\pi} \sum_{q \in \mathbb{Z}} |\lambda_q|^{-2(d+K)} e^{-i2^{-u}u'q} g_{u,u'}(\lambda_q) g_{u,u'}(2^{-u} \lambda_q) d\lambda.
\]
For \( v' \in \{0, \ldots, 2^u - 1\} \), we write \( v' = v + k2^{u'-u} \) with \( v \in \{0, \ldots, 2^{u'-u} - 1\} \) and \( k \in \{0, \ldots, 2^u - 1\} \) and transform the sum in \( v' \) into a sum over \( v \) and \( k \). We obtain

\[
\Gamma_{u,u'} = \frac{4\pi 2(2^u-u)(d+K)-2v'}{L_1(\tilde{g}_\infty)^2} \sum_{v=0}^{2^u-u-1} \sum_{k=0}^{2^{u'-u}-1} \int_{-\pi}^{\pi} \left| \sum_{q \in \mathbb{Z}} \lambda_q^{-2(d+K)} e^{-i2^u-v'\lambda_q} \tilde{g}_\infty (\lambda_q) \tilde{g}_\infty (2-(u-u')\lambda_q) \right|^2 d\lambda.
\]

Since \( e^{-i2^u-v'\lambda_q} = e^{-i2^u-v\lambda_q} e^{-ik\lambda} \) and \( \sum_{k=0}^{2^u-u-1} |e^{-ik\lambda}|^2 = 2^u \), one has

\[
\Gamma_{u,u'} = \frac{4\pi 2(2^u-u)(d+K)-2v'}{L_1(\tilde{g}_\infty)^2} \sum_{v=0}^{2^u-u-1} \int_{-\pi}^{\pi} \left| \sum_{q \in \mathbb{Z}} \lambda_q^{-2(d+K)} e^{-i2^u-v\lambda_q} \tilde{g}_\infty (\lambda_q) \tilde{g}_\infty (2-(u-u')\lambda_q) \right|^2 d\lambda.
\]

Define now for any \( m \in \mathbb{Z} \), the vector

\[
e_m(\xi) = 2^{-m/2} |e^{i2^{-m}v\xi}|, v = 0, \ldots, 2^m - 1\]

We then recover (137) which concludes the proof. \( \square \)

The case \( q_0 \geq 2 \) has been considered in (Clausel et al., 2014, Theorem 4.1). We recall it here.

**Theorem C.2.** Suppose \( G = H_{q_0}, q_0 \geq 2 \) and that Assumptions \( A(i),(ii) \) hold with \( q_0 \geq 2 \). Set \( \gamma_j = 2^j \) and let \( \{(g_j)\}_{j \geq 0}, g_\infty \) be a sequence of univariate filters satisfying (W-1)–(W-3) with \( m = 1 \) and \( M \geq \delta(q_0) + K \). Then, as \( j \to \infty \),

\[
\sigma_j^2 \sim q_0 ! (f^*(0))^{\nu_0} L_{q_0}(\tilde{g}_\infty) 2^{2j(\delta(q_0)+K)},
\]

where \( L_{q_0} \) has been defined in (134) for any \( p \geq 1 \). Let now \( j = j(N) \) be an increasing sequence such that \( j \to \infty \) and \( 2^{N-1} \to \infty \). Define \( n_j, \sigma_j^2 \) and \( \sigma_j^2 \) as in (129), (130) and (131), respectively. Then, as \( N \to \infty \),

\[
\left\{ n_j^{1-2d} \left( \frac{\sigma_j^2}{\sigma_j}\right)^{-1} \right\}_{u \geq 0} \sim \left\{ 2^{2d-1} u L_{q_0-1}(\tilde{g}_\infty) q_0 ! L_{q_0}(\tilde{g}_\infty) Z_d(1) \right\}_{u \geq 0}.
\]
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