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LARGE DEVIATIONS FOR THE SQUARED RADIAL ORNSTEIN-UHLENBECK PROCESS

MARIE DU ROY DE CHAUMARAY

Abstract. We establish large deviation principles for the couple of the maximum likelihood estimators of dimensional and drift coefficients in the generalised squared radial Ornstein-Uhlenbeck process. We focus our attention to the most tractable situation where the dimensional parameter $a > 2$ and the drift parameter $b < 0$. In contrast to the previous literature, we state large deviation principles when both dimensional and drift coefficient are estimated simultaneously.

1. Introduction

The generalized squared radial Ornstein-Uhlenbeck process, also known as the Cox-Ingersoll-Ross process, is the strong solution of the stochastic differential equation

$$dX_t = (a + bX_t)dt + 2\sqrt{X_t}dB_t$$

where the initial state $X_0 = x \geq 0$, the dimensional parameter $a > 0$, the drift coefficient $b \in \mathbb{R}$ and $(B_t)$ is a standard Brownian motion. The behaviour of the process has been widely investigated and depends on the values of both coefficient $a$ and $b$. We shall restrict ourself to the most tractable situation where $a > 2$ and $b < 0$. In this case, the process is ergodic and never reaches zero.

We estimate parameters $a$ and $b$ at the same time using a trajectory of the process over the interval $[0, T]$. The maximum likelihood estimators (MLE) of $a$ and $b$ are given by:

$$\hat{a}_T = \frac{\int_0^T X_t dt \int_0^T \frac{1}{X_t} dX_t - TX_T}{\int_0^T X_t dt \int_0^T \frac{1}{X_t} dt - T^2}$$

and

$$\hat{b}_T = \frac{X_T \int_0^T \frac{1}{X_t} dt - T \int_0^T \frac{1}{X_t} dX_t}{\int_0^T X_t dt \int_0^T \frac{1}{X_t} dt - T^2}.$$ 

Overbeck [13] has shown that $\hat{a}_T$ and $\hat{b}_T$ both converge almost surely to $a$ and $b$. In addition, he has proven that

$$\sqrt{T} \left( \frac{\hat{a}_T - a}{\hat{b}_T - b} \right) \xrightarrow{d} N(0, 4C^{-1})$$

where $C = \left( \begin{array}{cc} \frac{a}{2} & 1 \\ 1 & \frac{b}{2} \end{array} \right)$.

Moderate deviation results for $\hat{a}_T$ and $\hat{b}_T$ are achieved in [7]. In addition, Zani [14] established large deviation principles (LDP) for the MLE of $a$ assuming $b$ known and, conversely, for the MLE of $b$ assuming $a$ known. Our goal is to extend her results to the case where both parameters are estimated simultaneously. Our method is also different and we explain how we have simplified her approach at the beginning of Section 2.2 and Section 4, using a new strategy introduced by Bercu and Richou in [3] for the study of the Ornstein-Uhlenbeck process with shift.

The paper is organised as follows. Section 2 is devoted to an LDP for the couple $(\hat{a}_T, \hat{b}_T)$, which is obtained via LDPs for two other couples of estimators constructed...
on the MLE. Before we prove those results, which is respectively the aim of Sections 5 and 6, we investigate in Section 3 LDPs for some useful functionals of the process and compute in Section 4 the normalized cumulant generating function of a given quadruplet, which is a keystone for every LDP we establish in this paper. Technical proofs are postponed to Appendix A to E.

2. Main results

We start by rewriting the estimators \( \hat{a}_T \) and \( \hat{b}_T \) in such a way that they are much easier to handle. We need to suppose the starting point \( x > 0 \) to apply the well-known Itô’s formula to \( \log X_T \). We obtain that

\[
\int_0^T \frac{1}{X_t} \, dX_t = \log X_T - \log x + 2 \int_0^T \frac{1}{X_t} \, dt
\]

which leads to

\[
\hat{a}_T = \frac{S_T (2 \Sigma_T + L_T) - \frac{X_T}{T}}{V_T} \quad \text{and} \quad \hat{b}_T = \frac{\left( \frac{X_T}{T} - 2 \right) \Sigma_T - L_T}{V_T}
\]

where the denominator \( V_T = S_T \Sigma_T - 1 \) with

\[
S_T = \frac{1}{T} \int_0^T X_t \, dt \quad \text{and} \quad \Sigma_T = \frac{1}{T} \int_0^T \frac{1}{X_t} \, dt,
\]

and

\[
L_T = \frac{\log X_T - \log x}{T}.
\]

For the remaining of the paper, we suppose the starting point \( x \) equal to 1. This assumption does not change the large deviation results because both estimators, with and without \( \log x \), are exponentially equivalent so that they share the same LDP. We first consider couples of simplified estimators constructed from \((\hat{a}_T, \hat{b}_T)\) using the fact that \( L_T \) and \( X_T/T \) both tend to zero almost surely for \( T \) going to infinity. This will be useful for the study of the MLE \((\hat{a}_T, \hat{b}_T)\).

2.1. Simplified estimators. A first strategy to propose simplified estimators of \( a \) and \( b \) is to remove the logarithmic term \( L_T \) in the expression of \( \hat{a}_T \) and \( \hat{b}_T \) given by (2.2). This way, we obtain a new couple \((\tilde{a}_T, \tilde{b}_T)\) defined by

\[
\tilde{a}_T = \frac{2 S_T \Sigma_T - \frac{X_T}{T}}{V_T} \quad \text{and} \quad \tilde{b}_T = \frac{\left( \frac{X_T}{T} - 2 \right) \Sigma_T}{V_T}.
\]

It is clear that \( \tilde{a}_T \) and \( \tilde{b}_T \) converge almost surely to \( a \) and \( b \). Moreover, we also have the same asymptotic normality

\[
\sqrt{T} \left( \frac{\hat{a}_T - a}{\hat{b}_T - b} \right) \overset{\mathcal{D}}{\to} \mathcal{N}(0, 4C^{-1}).
\]

The proof of this result can be found in appendix E. We also state an LDP for the couple \((\tilde{a}_T, \tilde{b}_T)\) assuming both parameters \( a \) and \( b \) unknown.
Theorem 2.1. The couple \((\tilde{a}_T, \tilde{b}_T)\) satisfies an LDP with good rate function

\[ J_{a,b}(\alpha, \beta) = \begin{cases} 
\frac{(a - 2)^2\beta}{8(2 - \alpha)} \left(1 + \frac{(2 - \alpha)b}{\beta(a - 2)}\right)^2 + 2\beta - b & \text{if } \alpha > 2, \beta \leq \frac{b}{3} < 0 \\
\frac{(a - 2)^2\beta}{8(2 - \alpha)} \left(1 + \frac{(2 - \alpha)b}{\beta(a - 2)}\right)^2 - \frac{\beta}{4} \left(1 - \frac{b}{\beta}\right)^2 & \text{if } \alpha > 2, \beta \leq \frac{b}{3}, \\
-b & \text{if } (\alpha, \beta) = (2, 0), \\
+\infty & \text{otherwise.}
\end{cases} \]

Proof. The proofs of this theorem and the two following corollaries are postponed to Section 5. □

We give the shape of this rate function in Figure 1 below in the particular case \((a, b) = (4, -1)\) and over \([3, 5] \times [-4, -0.5]\). One can notice that the rate function reaches zero at point \((4, -1)\).

![Figure 1. Rate function for the couple of simplified estimators \((\tilde{a}_T, \tilde{b}_T)\)](image)

LDPs for each estimator \(\tilde{a}_T\) and \(\tilde{b}_T\) immediately follow from contraction principle [5].

Corollary 2.1. The sequence \((\tilde{a}_T)\) satisfies an LDP with good rate function

\[ J_a(\alpha) = \begin{cases} 
\frac{b}{4} \left(a - 6 - \sqrt{(a - 2)^2 + 16(2 - \alpha)}\right) & \text{if } \alpha \leq \ell_a, \\
\frac{b}{4} \left(a - \sqrt{\alpha \left(\frac{(a - 2)^2}{\alpha - 2} + 2\right)}\right) & \text{if } \alpha \geq \ell_a,
\end{cases} \]

with \(\ell_a = \frac{10}{9} + \frac{1}{9} \sqrt{64 + 9(a - 2)^2}\).

Corollary 2.2. The sequence \((\tilde{b}_T)\) satisfies an LDP with good rate function

\[ J_b(\beta) = \begin{cases} 
-\frac{\beta}{4} \left(1 - \frac{b}{\beta}\right)^2 & \text{if } \beta \leq \frac{b}{3}, \\
2\beta - b & \text{if } \beta \geq \frac{b}{3}.
\end{cases} \]
Remark 2.1. This rate function is quite similar to the one obtained by Zani [14] for the MLE of \( b \) assuming \( a \) known. They only differ from a multiplicative factor.

Figure 3 displays rate functions for both estimators in the particular case where \((a, b) = (4, -1)\).

A second strategy to propose simplified estimators of \( a \) and \( b \) is to remove the term \( X_{T}/T \) in the expression of \( \tilde{a}_{T} \) and \( \tilde{b}_{T} \) given by (2.2). Then, we obtain a new couple \((\tilde{a}_{T}, \tilde{b}_{T})\) defined by

\[
(2.4) \quad \tilde{a}_{T} = \frac{S_{T}(2 \Sigma_{T} + L_{T})}{V_{T}} \quad \text{and} \quad \tilde{b}_{T} = \frac{-2 \Sigma_{T} - L_{T}}{V_{T}}.
\]

As previously, \( \tilde{a}_{T} \) and \( \tilde{b}_{T} \) converge almost surely to \( a \) and \( b \), and

\[
\sqrt{T} \left( \frac{\tilde{a}_{T} - a}{\tilde{b}_{T} - b} \right) \overset{a.s.}{\sim} N(0, 4C^{-1}).
\]

The proof of this result is given in appendix E. We also establish an LDP for the couple \((\tilde{a}_{T}, \tilde{b}_{T})\), and deduce as corollaries LDPs for both estimators, assuming \( a \) and \( b \) unknown.

**Theorem 2.2.** The couple \((\tilde{a}_{T}, \tilde{b}_{T})\) satisfies an LDP with good rate function

\[
K_{a,b}(\alpha, \beta) = \begin{cases} 
\frac{a}{4} (b - \beta) - \frac{\alpha}{8\beta} (b^2 - \beta^2) - \frac{\beta}{\alpha} \left( \sqrt{2} + \sqrt{C_{\alpha}} \right)^{2} & \text{if } \beta < 0, 0 < \alpha < \alpha_{a} \\
\frac{a}{4} (b - \beta) - \frac{\alpha}{8\beta} (b^2 - \beta^2) - \frac{\beta (a - \alpha)^2}{8 (\alpha - 2)} & \text{if } \beta < 0, \alpha \geq \alpha_{a} \\
-bC_{a} & \text{if } (\alpha, \beta) = (0, 0), \\
+\infty & \text{otherwise},
\end{cases}
\]

where \( C_{a} = \frac{1}{8} (a - \alpha)^2 + 2 - \alpha, \; C_{a} = \frac{1}{4} (4 - a + \sqrt{a^2 + 16}) \) and 

\[
\alpha_{a} = -\frac{2}{3} \left(\frac{a}{2} - 2 - \sqrt{a^2 - 2a + 4}\right).
\]

One can observe that the rate functions \( J_{a,b} \) and \( K_{a,b} \) are equal over some domain of \( \mathbb{R}^2 \). It is possible to see it on Figure 2 below which is quite similar to the previous one and displays the rate function \( K_{a,b} \) in the particular case where \((a, b) = (4, -1)\).

**Corollary 2.3.** The sequence \((\tilde{a}_{T})\) satisfies an LDP with good rate function

\[
K_{a}(\alpha) = \begin{cases} 
-bC_{a} & \text{if } \alpha = 0, \\
K_{a,b}(\alpha, \beta_{b}) & \text{if } \alpha < \alpha_{a}, \alpha \neq 0, \\
\frac{b}{4} \left( a - \sqrt{\alpha \left( \frac{(a - 2)^2}{\alpha - 2} + 2 \right)} \right) & \text{if } \alpha \geq \alpha_{a}
\end{cases}
\]

with \( \beta_{b} = b\lambda \left( 16\sqrt{2}\sqrt{C_{a}} + a^2 - 8\lambda + 32 \right)^{-1/2} \) and \( \alpha_{a}, C_{a} \) and \( C_{a} \) are defined in Theorem 2.2.

**Corollary 2.4.** The sequence \((\tilde{b}_{T})\) satisfies an LDP with good rate function

\[
K_{b}(\beta) = \inf \left\{ K_{a,b}(\alpha, \beta) / \alpha \in \mathbb{R} \right\},
\]

In particular, \( K_{b}(0) = -bC_{a} \) with the notations of the Theorem 2.2.

Figure 3 displays the rate functions for both estimators in the particular case where \((a, b) = (4, -1)\).
Figure 2. Rate function for the couple of simplified estimators $(\hat{a}_T, \hat{b}_T)$.

2.2. Large deviation results for the MLE. The next theorem gives a large deviation principle for the MLE $(\hat{a}_T, \hat{b}_T)$ of the couple $(a, b)$. In contrast with the previous literature, we consider both parameters unknown and estimate them simultaneously. We also simplified the approach of the previous literature as our proofs only rely on the Gärtner-Ellis theorem and do not need, for example, accurate time-depending changes of probability.

**Theorem 2.3.** The couple $(\hat{a}_T, \hat{b}_T)$ satisfies an LDP with good rate function $I_{a,b}$ given over $\mathbb{R}^2$ by

$$I_{a,b}(\alpha, \beta) = \min \left( J_{a,b}(\alpha, \beta), K_{a,b}(\alpha, \beta) \right).$$

**Corollary 2.5.** The sequence $(\hat{a}_T)$ satisfies an LDP with good rate function

$$I_a(\alpha) = \min \left( J_a(\alpha), K_a(\alpha) \right).$$

**Corollary 2.6.** The sequence $(\hat{b}_T)$ satisfies an LDP with good rate function

$$I_b(\beta) = \min \left( J_b(\beta), K_b(\beta) \right).$$

Figure 3. Rate functions for dimensional and drift parameters.
3. Some results about the process

The aim of this section is to establish LDPs for $S_T$, $\Sigma_T$ and $V_T$, which will be useful for the proof of the main theorem.

**Lemma 3.1.** The couple $(S_T, \Sigma_T)$ satisfies an LDP with good rate function

$$I(x, y) = \begin{cases} 
\frac{y}{2(xy - 1)} + \frac{b^2}{8} x + \frac{(a - 2)^2}{8} y + \frac{ab}{4} & \text{if } x > 0, y > 0 \text{ and } xy - 1 > 0 \\
+\infty & \text{otherwise.}
\end{cases}$$

*Proof.* See appendix A. □

The following result can be proven either directly with the same method or using the previous lemma together with the contraction principle [5].

**Theorem 3.1.** The sequence $(S_T)$ satisfies an LDP with good rate function

$$I(x) = \begin{cases} 
\frac{(a + bx)^2}{8x} & \text{if } x > 0 \\
+\infty & \text{if } x \leq 0.
\end{cases}$$

In addition, the sequence $(\Sigma_T)$ satisfies an LDP with good rate function

$$J(x) = \begin{cases} 
\frac{(a - 2x + b)^2}{8x} & \text{if } x > 0 \\
+\infty & \text{if } x \leq 0.
\end{cases}$$

It is now easy to establish a LDP for $V_T$. We recall that $V_T = h(S_T, \Sigma_T)$ where $h$ is the function defined on $\mathbb{R}^2$ by $h(x, y) = xy - 1$.

**Theorem 3.2.** The sequence $(V_T)$ verifies an LDP with good rate function

$$K(x) = \begin{cases} 
-\frac{b}{4} \sqrt{(x + 1) \left( (a - 2)^2 + \frac{4}{x} \right)} + \frac{ab}{4} & \text{if } x > 0 \\
+\infty & \text{if } x \leq 0.
\end{cases}$$

*Proof.* It follows immediately from Lemma 3.1 together with the contraction principle [5]. It only remains to explicitly evaluate the rate function $K$ given, for all real $z$, by

$$K(z) = \inf_{\{(x, y)|xy = z - 1\}} I(x, y)$$

where $I$ is defined in Lemma 3.1. □

4. Cumulant generating function for the quadruplet

To establish LDPs for the estimators by the same method as above for $V_T$, we need the normalized cumulant generating function of the quadruplet $(X_T/T, S_T, \Sigma_T, L_T)$. However, we can show that this does not lead to a steep function (see [5] for the definition). Thus the Gärtner-Ellis theorem cannot be applied directly. In contrast with the previous literature, we will not search another method to obtain large deviation results. Our idea to overcome this difficulty is to consider instead the quadruplet $(\sqrt{X_T/T}, S_T, \Sigma_T, L_T)$, where

$$L_T = \frac{-\log X_T}{T} 1_{X_T < 1} + \frac{\log X_T}{T} 1_{X_T \geq 1}.$$
Lemma 4.1. Let $\Lambda_T(\lambda, \mu, \nu, \gamma)$ be the normalized cumulant generating function of the quadruplet $\left(\sqrt{X_T/T}, S_T, \Sigma_T, L_T\right)$. Denote by $\Lambda$ the pointwise limit of $\Lambda_T$ as $T$ tends to $+\infty$. For all $\lambda, \gamma \in \mathbb{R}$, $\mu < \frac{\nu^2}{8}$ and $\nu < \frac{(a-2)^2}{8}$,

$$
\Lambda(\lambda, \mu, \nu, \gamma) = \begin{cases} 
-\frac{d}{2}(1+f) - \frac{ab}{4} + \frac{\lambda^2}{d-b} & \text{if } \lambda > 0 \text{ and } \gamma \geq 0 \\
-\frac{d}{2}(1+f) - \frac{ab}{4} + \frac{\gamma^2}{2f + a + 2} & \text{if } \lambda \leq 0 \text{ and } \gamma < 0, \lambda > 0 \text{ and } \frac{\gamma^2}{\lambda^2} < \frac{2f + a + 2}{d-b}, \\
-\frac{d}{2}(1+f) - \frac{ab}{4} & \text{if } \lambda < 0, \lambda > 0 \text{ and } \frac{\gamma^2}{\lambda^2} \geq \frac{2f + a + 2}{d-b},
\end{cases}
$$

where $d = \sqrt{b^2 - 8\mu}$ and $f = \frac{1}{2}\sqrt{(a - 2)^2 - 8\nu}$.

Remark 4.1. The function $\Lambda$ is steep. Indeed, $\Lambda$ is differentiable over its domain $\mathcal{D}_\Lambda = \mathbb{R}^4 \times [-\infty, \frac{\nu^2}{8}] \times [-\infty, \frac{(a-2)^2}{8}] \times \mathbb{R}^4$ and its gradient is given by

$$
(4.2) \quad \nabla \Lambda = \begin{pmatrix} \frac{2\lambda}{d} I_{\Delta_1} \\ \frac{2(1+f)}{d} + \frac{\lambda^2}{d(d-b)^2} I_{\Delta_1} \\ \frac{d}{2f} + \frac{1}{f(2f + a + 2)^2} I_{\Delta_2} \\ \frac{2\gamma}{2f + a + 2} I_{\Delta_2} \end{pmatrix},
$$

where $\Delta_1 = \left\{(\lambda, \mu, \nu, \gamma) \in \mathcal{D}_\Lambda / \lambda > 0 \text{ and } \gamma \geq 0 \text{ or } \gamma < 0, \lambda > 0 \text{ and } \frac{\gamma^2}{\lambda^2} < \frac{2f + a + 2}{d-b}\right\}$ and $\Delta_2 = \left\{(\lambda, \mu, \nu, \gamma) \in \mathcal{D}_\Lambda / \lambda \leq 0 \text{ and } \gamma < 0 \text{ or } \gamma < 0, \lambda > 0 \text{ and } \frac{\gamma^2}{\lambda^2} \geq \frac{2f + a + 2}{d-b}\right\}$.

Using that $\lim_{\mu \to \frac{\nu^2}{8}} d = 0$ and $\lim_{\nu \to \frac{1}{8}(a-2)^2} f = 0$, we easily obtain that the norm of (4.2) goes to infinity for any sequence in the interior of $\mathcal{D}_\Lambda$ converging to a boundary point.

Proof. We want to find the limit as $T \to +\infty$ of

$$
\Lambda_T(\lambda, \mu, \nu, \gamma) = \frac{1}{T} \log \left( \mathbb{E} \left[ \exp \left( \lambda \sqrt{T} \mathcal{H}_T + \gamma T \mathcal{L}_T + \mu \int_0^T X_t \, dt + \nu \int_0^T \frac{1}{X_t} \, dt \right) \right] \right) .
$$

It follows from Theorem 5.10 in [4] (with a misprint pointed out in [2]) that

$$
(4.3) \quad \Lambda_T(\lambda, \mu, \nu, \gamma) = \frac{1}{T} \log \left( \int_0^\infty e^{\lambda \sqrt{T} y + \gamma T l_T(y)} p(T, x, y) \, dy \right)
$$

where $l(T, y) = -\sqrt{-\frac{\log y}{T}} 1_{y < 1} + \frac{\log y}{4 \sinh (dT/2)} 1_{y \geq 1}$ and

$$
p(T, x, y) = \frac{d (x/y)^{\frac{a-2}{4}}}{4 \sinh (dT/2) I_f \left( \frac{d \sqrt{xy}}{2 \sinh (dT/2)} \right)} \times \exp \left( -\frac{1}{4} (abT + d(x + y) \coth (dT/2) + b(x - y)) \right)
$$

with $d = \sqrt{b^2 - 8\mu}$ and $f = \frac{1}{2}\sqrt{(a - 2)^2 - 8\nu}$, $I_f$ being the modified Bessel function of the first kind. We take out of the integral all the terms that do not depend
on $y$. This leads to

$$
\Lambda_T(\lambda, \mu, \nu, \gamma) = \frac{1}{T} \left( \log \mathcal{J}_T + \log \left( \frac{d\sqrt{x}}{4 \sinh(dt/2)} \right) \right)
- \frac{1}{4} (abT + dx \coth dt/2 + a \log(x) + bx)$$

where

$$
(4.5) \quad \mathcal{J}_T = \int_0^\infty e^{\lambda \sqrt{xy} + \gamma T(T,y) - \frac{2}{4} (d\coth dt/2 - b) y} \frac{1}{2} I_f \left( \frac{d\sqrt{xy}}{2 \sinh(dt/2)} \right) dy.
$$

However, as soon as $T$ tends to infinity, $\coth dt/2$ goes to 1, which implies that

$$
(4.6) \quad \lim_{T \to +\infty} \frac{1}{4T} (abT + dx \coth dt/2 + a \log(x) + bx) = - \frac{ab}{4}.
$$

On the other hand,

$$
\frac{1}{T} \log \left( \sinh \frac{dt}{2} \right) = \frac{1}{T} \frac{dt}{2} + \frac{1}{T} \log \left( \frac{1 - e^{-dt}}{2} \right)
$$

which clearly leads to

$$
(4.7) \quad \lim_{T \to +\infty} \frac{1}{T} \log \left( \frac{d\sqrt{x}}{4 \sinh(dt/2)} \right) = - \frac{d}{2}.
$$

We have to establish the asymptotic behaviour of $\frac{1}{T} \log \mathcal{J}_T$. We split $\mathcal{J}_T$ into two terms: $\mathcal{J}_T = H_T + K_T$ where

$$
(4.8) \quad H_T = \int_0^1 e^{\lambda \sqrt{xy} - \gamma \sqrt{T} \log y - \alpha T y} \frac{1}{2} I_f (\beta T \sqrt{y}) \, dy
$$

and

$$
(4.9) \quad K_T = \int_1^\infty e^{\lambda \sqrt{xy} - \alpha T y} \frac{1}{2} I_f (\beta T \sqrt{y}) \, dy
$$

with

$$
(4.10) \quad \alpha_T = \frac{d \coth dt/2 - b}{4} \quad \text{and} \quad \beta_T = \frac{d \sqrt{x}}{2 \sinh(dt/2)}.
$$

We need the four following lemmas, whose proofs are postponed to Appendix B.

**Lemma 4.2.** For all $\gamma < 0$ and $\lambda \in \mathbb{R}$, one can find the following bounds for $H_T$ as $T$ goes to infinity.

$$
H_T \leq \frac{2^{1-f}}{\Gamma(f+1)} \sqrt{\pi} g^{-3/2} |\gamma| \sqrt{T} e^{\lambda + \alpha_T T + \beta_T \sqrt{T}} \beta_T^f \exp \left( \frac{\gamma^2 T}{4g} \right)
$$

and

$$
H_T \geq \frac{2^{1-f}}{\Gamma(f+1)} \sqrt{\pi} g^{-3/2} |\gamma| \sqrt{T} e^{-\lambda - \alpha_T T} \beta_T^f \exp \left( \frac{\gamma^2 T}{4g} \right),
$$

where $g = \frac{2f+3}{4} f$.

**Lemma 4.3.** For all $\gamma \geq 0$ and $\lambda \in \mathbb{R}$,

$$
H_T \leq \frac{(\beta_T)^f}{\Gamma(f+1) 2f} \exp \left( |\lambda| \sqrt{T} + \beta_T \right)
$$

and

$$
H_T \geq \frac{(\beta_T)^f e_T}{2f \Gamma(1+f)} \exp \left( -\gamma \sqrt{T} \sqrt{\log T} - g \log T \right),
$$

where $e_T = e^{-\alpha_T} \left( \varepsilon + e^{-|\lambda|} \left( 1 - \frac{\gamma \sqrt{T}}{2g \sqrt{\log T + \gamma \sqrt{T}}} \right) \right)$ and $\varepsilon = \exp \left( \lambda 1_{\lambda \geq 0} + \lambda \sqrt{T} 1_{\lambda < 0} \right)$.
Lemma 4.4. For all $\lambda \leq 0$ and $\gamma \in \mathbb{R}$ and $T$ tending to infinity, $K_T = O\left((\beta_T)^f\right)$.
Moreover if $\gamma \geq 0$,
\[
K_T \geq 2^{1-f} (\beta_T)^f \frac{e^{-\alpha T}}{\Gamma(1+f)} \left(1 + \frac{1}{2\alpha T} \exp\left(\frac{\lambda\sqrt{T}}{2}\right)\right).
\]

Lemma 4.5. For all $\lambda > 0$ and $\gamma \in \mathbb{R}$,
\[
K_T \leq 2^{2-f-\sqrt{2\pi}} (\beta_T)^f \left(\beta_T + \lambda\sqrt{T}\right)^{2\gamma + 2g - 1} \exp\left(\frac{(\lambda\sqrt{T} + \beta_T)^2}{4\alpha T}\right)
\]
and
\[
K_T \geq 2^{1-f} \left(\frac{\pi}{d-b}\right)^2 (\beta_T)^f m_{\gamma,T} \exp\left(\frac{\lambda^2 T}{4\alpha T}\right),
\]
where $m_{\gamma,T} = \min\left\{\left(\frac{\lambda\sqrt{T}}{\alpha T}\right)^{2(\gamma+g-1)} ; \frac{2\lambda T}{\alpha T}\right\}$.

It is clear with those lemmas that the asymptotic behaviour of $J_T$ depends on the sign of $\lambda$ and $\gamma$:

- For all $\lambda > 0$ and $\gamma \geq 0$: we directly deduce from Lemmas 4.5 and 4.3 that, for $T$ large enough,
\[
H_T + K_T \leq 2^{2-f-\sqrt{2\pi}} (\beta_T)^f \left(\beta_T + \lambda\sqrt{T}\right)^{2\gamma + 2g - 1} \left(e^{(\lambda\sqrt{T} + \beta_T)^2} + e^{\lambda\sqrt{T} + \beta_T}\right)
\]
and thus
\[
\lim_{T \to \infty} \frac{1}{T} \log J_T \leq f \lim_{T \to \infty} \frac{1}{T} \log \beta_T + \lim_{T \to \infty} \frac{1}{T} \exp\left(\frac{(\lambda\sqrt{T} + \beta_T)^2}{4\alpha T}\right) = -f \frac{d}{2} + \frac{\lambda^2}{d-b}.
\]

We show alike by using the lower bounds of Lemmas 4.5 and 4.3 that
\[
\lim_{T \to \infty} \frac{1}{T} \log J_T \geq -f \frac{d}{2} + \frac{\lambda^2}{d-b}
\]
and we finally obtain
\[
\lim_{T \to \infty} \frac{1}{T} \log J_T = -f \frac{d}{2} + \frac{\lambda^2}{d-b}.
\]

- For all $\lambda \leq 0$ and $\gamma < 0$: With Lemma 4.4, we know that $K_T = O\left((\beta_T)^f\right)$.
Thus, $H_T + K_T = H_T + O\left((\beta_T)^f\right)$. Lemma 4.2 gives bounds for $H_T$, which lead to
\[
\lim_{T \to \infty} \frac{1}{T} \log J_T \leq \lim_{T \to \infty} \frac{1}{T} \log \left((\beta_T)^f h_{T,\lambda\gamma} \exp\left(\frac{\gamma^2 T}{4g}\right)\right) + \lim_{T \to \infty} \frac{1}{T} \log \left(1 + C h_{T,\lambda\gamma}^{-\frac{\gamma^2 T}{4g}}\right)
\]
where $C$ is some positive constant and
\[
h_{T,\lambda\gamma} = \frac{2^{1-f}}{\Gamma(f+1)} \sqrt{\frac{\pi g}{4}} \gamma^{-3/2} \exp\left(\frac{\gamma^2 T}{4g}\right) e^{\lambda T + \beta T}.\]
Using the fact that $h_{T,\lambda\gamma}^{-\frac{\gamma^2 T}{4g}}$ tends to zero as $T$ goes to infinity, we obtain
\[
\lim_{T \to \infty} \frac{1}{T} \log J_T \leq -f \frac{d}{2} + \frac{\gamma^2}{4g}.
\]
We obtain the same lower bound by using the lower bound in Lemma 4.2.
• For all $\lambda \leq 0$ and $\gamma \geq 0$: Lemma 4.3 gives $H_T = O \left( (\beta_T)^f \exp \left( |\lambda| \sqrt{T} \right) \right)$ and by Lemma 4.4, we know that $K_T = O \left( (\beta_T)^f \right)$. Consequently,

$$
\lim_{T \to \infty} \frac{1}{T} \log J_T \leq f \lim_{T \to \infty} \frac{1}{T} \log \beta_T = - f \frac{d}{2}.
$$

And the lower bounds given in Lemmas 4.3 and 4.4 lead to

$$
\lim_{T \to \infty} \frac{1}{T} \log J_T \geq f \lim_{T \to \infty} \frac{1}{T} \log \beta_T = - f \frac{d}{2}.
$$

• For all $\lambda > 0$ and $\gamma < 0$: using Lemmas 4.5 and 4.2, we show that

\[
H_T + K_T \leq C \left( \beta_T \right)^f \left( h_{T,\lambda} \exp \left( \frac{\gamma^2 T}{4g} \right) + (\beta_T + \lambda \sqrt{T})^{2\gamma + 2g - 1} \exp \left( \frac{(\lambda \sqrt{T} + \beta_T)^2}{4\alpha T} \right) \right)
\]

where $h_{T,\lambda} = \sqrt{T} e^{\lambda |\alpha T/2 + \beta T/\sqrt{T}}$ and $C$ is some positive constant. Thus

\[
\lim_{T \to \infty} \frac{1}{T} \log J_T \leq \lim_{T \to \infty} \frac{1}{T} \log \left( (\beta_T)^f e^{T \times \max \left( \frac{\gamma^2}{4g}, \frac{\lambda^2}{d - b} \right)} \right) = - f \frac{d}{2} + \max \left( \frac{\gamma^2}{4g}, \frac{\lambda^2}{d - b} \right).
\]

We also show that

\[
H_T + K_T \geq C \left( \beta_T \right)^f \left( h_{T,\lambda} \exp \left( \frac{\gamma^2 T}{4g} \right) + m_{\gamma,\lambda,T} \exp \left( \frac{\lambda^2 T}{4\alpha T} \right) \right)
\]

where $C$ is still some positive constant and $h_{T,\lambda} = \sqrt{T} e^{-|\lambda| \alpha T/2}$. It leads to

$$
\lim_{T \to \infty} \frac{1}{T} \log J_T \geq - f \frac{d}{2} + \max \left( \frac{\gamma^2}{4g}, \frac{\lambda^2}{d - b} \right).
$$

\[\square\]

5. Proofs of the LDPs for the Couples of Simplified Estimators

5.1. Proof of Theorem 2.1. We will now establish an LDP for the first couple of simplified estimators. We notice that $(\tilde{a}_T, \tilde{b}_T) = f(\sqrt{X_T/T}, S_T, \Sigma_T)$ where $f$ is the function defined on $\{ (x, y, z) \in \mathbb{R}^3 | yz \neq 1 \}$ by

\[
f(x, y, z) = \left( \frac{2yz - x^2}{yz - 1}, \frac{(x^2 - 2)z}{yz - 1} \right).
\]

Thus, we first compute an LDP for the triplet $\left( \sqrt{X_T/T}, S_T, \Sigma_T \right)$ and then apply the contraction principle to the obtained rate function.

Lemma 5.1. The sequence $\left\{ \left( \sqrt{X_T/T}, S_T, \Sigma_T \right) \right\}$ satisfies an LDP with good rate function:

\[
I(x, y, z) = \begin{cases} 
\frac{ab}{4} + \frac{b^2}{8} y + \frac{(a - 2)^2}{8} z - \frac{b}{4} x^2 + \frac{(x^2 + 2)^2 z}{8(yz - 1)} & \text{if } x \geq 0, y, z, yz - 1 > 0 \\
+\infty & \text{otherwise}.
\end{cases}
\]

Proof. See appendix C. \[\square\]
We apply the contraction principle to the rate function $I$ of Lemma 5.1. We obtain that $(\hat{a}_T, \hat{b}_T)$ satisfies an LDP with good rate function $J_{a,b}$ given by

\begin{equation}
J_{a,b}(\alpha, \beta) = \inf_{p_T} \left\{ \frac{ab}{4} + \frac{b^2}{8} y + \frac{(a-2)^2}{8} z - \frac{b}{4} x^2 + \frac{(x^2+2)^2}{8(yz-1)} \middle| f(x, y, z) = (\alpha, \beta) \right\}
\end{equation}

which reduces to

\begin{equation}
J_{a,b}(\alpha, \beta) = \inf_{p_T} \left\{ \frac{ab}{4} + \frac{b^2}{8} y + \frac{(a-2)^2}{8} z - \frac{b}{4} x^2 + \frac{(x^2+2)^2}{8(yz-1)} \middle| f(x, y, z) = (\alpha, \beta) \right\}
\end{equation}

where $D_I = \{(x, y, z) \in \mathbb{R}^3 | x \geq 0, y > 0, z > 0, yz - 1 > 0\}$ and the infimum over the empty set is equal to the infinity. If $(\alpha, \beta) = (2, 0)$, as $z > 0$ on $D_I$, the only condition to satisfy $f(x, y, z) = (2, 0)$ is $x^2 = 2$. Therefore

\begin{equation}
J_{a,b}(2, 0) = \inf_{y > 0, z > 0, yz - 1 > 0} \left\{ \frac{ab}{4} + \frac{b^2}{8} y + \frac{(a-2)^2}{8} z - \frac{b}{4} x^2 + \frac{2z}{2} \right\}.
\end{equation}

We look for critical points. We find that the derivative equals zero for $z = -\frac{b}{a-2}$ and $y = -\frac{a^2}{b}$, which, replaced into (5.2), leads to

\begin{equation}
J_{a,b}(2, 0) = -b.
\end{equation}

It is easy to see that $J_{a,b}(\alpha, \beta) = +\infty$ when $\alpha = 2$ and $\beta \neq 0$ and when $\beta = 0$ and $\alpha \neq 2$ since we take the infimum over the empty set.

Otherwise, as $f(x, y, z) = (\alpha, \beta)$, we have

\[ z = \frac{\beta}{2-\alpha}, \quad yz - 1 = \frac{\beta y + \alpha - 2}{2-\alpha} \quad \text{and} \quad x^2 = \beta y + \alpha. \]

This gives us some conditions on the parameters. First of all, $z > 0$ implies $\frac{\beta}{2-\alpha} > 0$ and $yz > 1$ implies $y > \frac{1}{z} = \frac{2-a}{b}$. Thus, if $\frac{\beta}{2-\alpha} < 0$ then $J_{a,b}(\alpha, \beta) = +\infty$, otherwise

\begin{equation}
J_{a,b}(\alpha, \beta) = \inf_{D_y} \left\{ \frac{ab}{4} + \frac{(a-2)^2}{8} \frac{\beta}{2-\alpha} - \frac{b}{4} \alpha + \left( b^2 - 2b\beta \right) \frac{y}{8} + \beta \frac{(\beta y + \alpha + 2)^2}{8} \right\}
\end{equation}

where $D_y = \{ y > \frac{2-a}{b} | \beta y + \alpha \geq 0 \}$. We set on $D_y$.

\begin{equation}
g(y) := \frac{ab}{4} + \frac{(a-2)^2}{8} \frac{\beta}{2-\alpha} - \frac{b}{4} \alpha + \left( b^2 - 2b\beta \right) \frac{y}{8} + \beta \frac{(\beta y + \alpha + 2)^2}{8} \frac{\alpha y + \alpha - 2}{\beta}.
\end{equation}

- **First case:** $\beta < 0$. If $\alpha > 2$ then $\frac{\beta}{2-\alpha} < 0$ and $J_{a,b}(\alpha, \beta) = +\infty$.

We now suppose $\alpha > 2$. As $\beta < 0$, the condition $\beta y + \alpha \geq 0$ implies $y \leq -\frac{\alpha}{\beta}$, which is in the domain. Therefore,

\[ J_{a,b}(\alpha, \beta) = \inf_{\frac{2-a}{b} < y \leq -\frac{\alpha}{\beta}} g(y). \]

The derivative $g'(y)$ vanishes at $\frac{2-a}{b} - \frac{4}{b-\beta}$ if $\beta \neq b$ and at $\frac{2-a}{b}$ if $\beta = b$. Depending on the value of $\beta$, the function $g$ will or not vanish on the domain. So the infimum will sometimes be at the boundary of the domain. It is the case when $\beta \leq b$, but $g$ tends to infinity when $y$ tends to $\frac{2-a}{b}$, so necessarily

\[ J_{a,b}(\alpha, \beta) = g \left( \frac{-\alpha}{\beta} \right) = \frac{(a-2)^2 \beta}{8(2-\alpha)} \left( 1 + \frac{(2-\alpha)b}{\beta(a-2)} \right)^2 - \frac{b}{4} \left( 1 - \frac{b}{\beta} \right)^2. \]

For $\beta > b$, the condition $\frac{2-a}{b} - \frac{4}{b-\beta} > \frac{2-a}{b}$ is always satisfied and $\frac{2-a}{b} - \frac{4}{b-\beta} \leq \frac{-\alpha}{\beta}$ if and only if $\beta \geq \frac{2}{b}$. Consequently, if $b < \beta \leq \frac{2}{b}$, the derivative does not vanish on
Proof of Corollary 2.2. The calculations are really straightforward. We deduce from theorem 2.1 LDPs for both estimators. We begin with the domain and we find the same value of \( \frac{2-\alpha}{\beta} \). Inside the domain, we get

\[
J_{a,b}(\alpha, \beta) = g \left( \frac{2-\alpha}{\beta} - \frac{4}{b-\beta} \right) = \frac{(a-2)^2 \beta}{8(2-\alpha)} \left( 1 + \frac{(2-\alpha)b}{\beta(a-2)} \right)^2 + 2\beta - b.
\]

- **Second case:** \( \beta > 0 \). Still for the same reasons, if \( \alpha > 2 \), \( J_{a,b}(\alpha, \beta) = +\infty \). We now suppose \( \alpha < 2 \). As \( \beta > 0 \) the condition \( \beta y + \alpha \geq 0 \) becomes \( y \geq \frac{\alpha - 2}{\beta} \) which is smaller than \( \frac{2-\alpha}{\beta} \). Consequently,

\[
J_{a,b}(\alpha, \beta) = \inf_{\beta > 0} g(y).
\]

The derivative is equal to zero for \( y = \frac{2-\alpha}{\beta} - \frac{4}{b-\beta} \) which is always greater than \( \frac{2-\alpha}{\beta} \) so inside the domain. We get

\[
J_{a,b}(\alpha, \beta) = g \left( \frac{2-\alpha}{\beta} - \frac{4}{b-\beta} \right) = \frac{(a-2)^2 \beta}{8(2-\alpha)} \left( 1 + \frac{(2-\alpha)b}{\beta(a-2)} \right)^2 + 2\beta - b.
\]

\[\square\]

5.2. **Proofs of Corollaries 2.2 and 2.1.** Using the contraction principle again, we deduce from theorem 2.1 LDPs for both estimators. We begin with \( \hat{b}_T \) because the calculations are really straightforward.

**Proof of Corollary 2.2.** From the contraction principle, we know that

\[
J_b(\beta) = \inf_{\alpha \in \mathbb{R}} J_{a,b}(\alpha, \beta).
\]

We have directly that \( J_b(0) = J_{a,b}(2,0) = -b \) and that, for \( \beta \neq 0 \),

\[
J_b(\beta) = J_{a,b}(2 + \beta \frac{a-2}{b}, \beta) = \frac{(2-\alpha)b}{\sqrt{(a-2)^2 + 16(2-\alpha)}}.
\]

This leads to the result noticing that it is continuous at point zero. \[\square\]

**Proof of Corollary 2.1.** With the contraction principle again, we have

\[
J_a(\alpha) = \inf_{\beta \in \mathbb{R}} J_{a,b}(\alpha, \beta).
\]

- **First case:** \( \alpha = 2 \). We easily show that \( J_a(2) = J_{a,b}(2,0) = -b \).
- **Second case:** \( \alpha < 2 \).

\[
J_a(\alpha) = \inf_{\beta > 0} \left\{ \frac{(a-2)^2 \beta}{8(2-\alpha)} \left( 1 + \frac{(2-\alpha)b}{\beta(a-2)} \right)^2 + 2\beta - b \right\}.
\]

We investigate critical points \( \beta_0 \). We get \( \beta_0 = \frac{(2-\alpha)b}{\sqrt{(a-2)^2 + 16(2-\alpha)}} \) which leads to

\[
J_a(\alpha) = J_{a,b}(\alpha, \beta_0) = \frac{b}{4} \left( a - 6 - \sqrt{(a-2)^2 + 16(2-\alpha)} \right).
\]

- **Third case:** \( \alpha > 2 \). \( J_{a,b}(\alpha, \beta) = \min(I_1, I_2) \) where

\[
I_1 = \inf_{\beta \in \mathbb{R}} \left\{ \frac{(a-2)^2 \beta}{8(2-\alpha)} \left( 1 + \frac{(2-\alpha)b}{\beta(a-2)} \right)^2 - \frac{\beta}{4} \left( 1 - \frac{b}{\beta} \right)^2 \right\}
\]

and

\[
I_2 = \inf_{\beta \in \mathbb{R}} \left\{ \frac{(a-2)^2 \beta}{8(2-\alpha)} \left( 1 + \frac{(2-\alpha)b}{\beta(a-2)} \right)^2 + 2\beta - b \right\}.
\]
For $I_2$, with the calculations of the second case, we already know that the derivative equals zero for $\beta_0$ verifying

$$\beta_0^2 = \frac{(2 - \alpha)^2 b^2}{(a - 2)^2 + 16 (2 - \alpha)}.$$ 

This is well defined if and only if $(a - 2)^2 + 16 (2 - \alpha) > 0$. And, $\beta_0$ is in the domain if and only if $\beta_0 < 0$ and $\beta_0^2 \leq \frac{b^2}{9}$. All those conditions are fulfilled if and only if $9(2 - \alpha)^2 \leq (a - 2)^2 + 16(2 - \alpha)$. As $\alpha > 2$, we obtain the condition

$$\alpha < \ell_a := \frac{10}{9} + \frac{1}{9}\sqrt{64 + 9(a - 2)^2}$$

and $\beta_0 = -\frac{(2 - \alpha) b}{\sqrt{(a - 2)^2 + 16 (2 - \alpha)}}$. Thus, for $2 < \alpha < \ell_a$

$$I_2 = J_{a,b}(\alpha, \beta_0) = \frac{b}{4} \left( a - 6 - \sqrt{(a - 2)^2 + 16(2 - \alpha)} \right).$$

Otherwise, for $\alpha \geq \ell_a$, the derivative never vanishes on the domain and the minimum is reached at one of the boundaries. When $\beta$ goes to zero, the function goes to infinity. Consequently,

$$I_2 = J_{a,b}(\alpha, \beta) = \frac{b}{4} \left( \frac{(a - 2) + 3(2 - \alpha))^2}{8(2 - \alpha)} - 1 \right).$$

For $I_1$, the idea is similar. The derivative equals zero for $\beta_1$ satisfying

$$\beta_1^2 = \frac{\alpha b^2 (\alpha - 2)}{(a - 2)^2 + 2 (\alpha - 2)}.$$ 

This time the domain is $\{ \beta < \frac{b}{3} \}$. So $\beta_1$ is inside the domain if $\beta_1 < 0$ and $\beta_1^2 \geq \frac{b^2}{9}$. It leads us to

$$\beta_1 = b \sqrt{\frac{\alpha (\alpha - 2)}{(a - 2)^2 + 2 (\alpha - 2)}}$$

with the condition $9\alpha(\alpha - 2) > (a - 2)^2 + 2(\alpha - 2)$ on $\alpha$ which gives the same limit value $\ell_a$. We get

$$I_1 = \begin{cases} J_{a,b}(\alpha, \frac{b}{3}) = \frac{b}{3} \left( \frac{(a - 2) + 3(2 - \alpha))^2}{8(2 - \alpha)} - 1 \right) & \text{if } 2 < \alpha < \ell_a \\ J_{a,b}(\alpha, \beta_1) = \frac{b}{4} \left( a - \sqrt{\alpha \left( \frac{(a - 2)^2}{\alpha - 2} + 2 \right)} \right) & \text{if } \alpha \geq \ell_a. \end{cases}$$

We now come back to $J_{a,b}(\alpha, \beta)$. Combining (5.7), (5.8) and (5.9), we obtain

$$J_{a,b}(\alpha, \beta) = \min(I_1, I_2) = \begin{cases} \min \{ J_{a,b}(\alpha, \beta_0), J_{a,b}(\alpha, \frac{b}{3}) \} & \text{if } 2 < \alpha \leq \ell_a \\ \min \{ J_{a,b}(\alpha, \beta_1), J_{a,b}(\alpha, \frac{b}{3}) \} & \text{if } \alpha > \ell_a, \end{cases}$$

and it is easy to deduce that

$$J_{a,b}(\alpha, \beta) = \begin{cases} J_{a,b}(\alpha, \beta_0) & \text{if } 2 < \alpha \leq \ell_a \\ J_{a,b}(\alpha, \beta_1) & \text{if } \alpha > \ell_a. \end{cases}$$

This leads to the conclusion, noticing that it is continuous at the point $\alpha = 2$. □
5.3. **Proof of Theorem 2.2.** We consider the second couple of simplified estimators defined by

\[
\tilde{a}_T = \frac{S_T (2 \Sigma^T + L_T)}{V_T} \quad \text{and} \quad \tilde{b}_T = \frac{-2 \Sigma^T - L_T}{V_T}.
\]

We notice that \((\tilde{a}_T, \tilde{b}_T) = h(S_T, \Sigma^T, \mathcal{L}_T)\), where \(h\) is the function defined on \(\{(y, z, t) \in \mathbb{R}^3 \mid yz - 1 \neq 0\}\) by

\[
h(y, z, t) = \frac{y (2z - t^2 \mathbf{1}_{t \leq 0} + \mathbf{1}_{t > 0})}{yz - 1}, \quad \frac{t^2 \mathbf{1}_{t \leq 0} - \mathbf{1}_{t > 0} - 2z}{yz - 1}.
\]

Once again, we start by computing an LDP for the triplet \((S_T, \Sigma^T, \mathcal{L}_T)\) and then we deduce an LDP for the couple of estimators applying the contraction principle to the obtained rate function.

**Lemma 5.2.** The sequence \(\{(S_T, \Sigma^T, \mathcal{L}_T)\}\) satisfies an LDP with good rate function

\[
\tilde{I}(y, z, t) = \begin{cases} 
\frac{ab}{4} + \frac{b^2}{8} y + \frac{(a - 2)^2}{8} z + \frac{a}{4} t^2 + \frac{4z(yt^2 + 1) + t^4 y}{8(yz - 1)} & \text{if } t \leq 0, y > 0, z > 0 \\
+\infty & \text{and } yz - 1 > 0, \\
\end{cases}
\]

and \((y, z, t)\) is equal to infinity. The condition \(x, y, z, t\) is fulfilled, we derive from Lemma 5.2 that

\[
\beta y = \frac{\beta}{2} \quad \text{and} \quad t^2 = (2 - \alpha)z - \beta.
\]

It gives us some additional conditions on the parameters. First of all, we notice that for \(\alpha\) or \(\beta\) equal to zero, \(D_{a,\beta}\) is not empty if and only if the other one is also zero. Thus, \(K_{a,b}(\alpha, \beta) = +\infty\) over \(\{0\} \times \mathbb{R}_+^+\) and \(\mathbb{R}_+^+ \times \{0\}\). If \(\alpha = \beta = 0, \ t^2 = 2z\). We replace it into the infimum and look for critical points. We obtain \(z_0 = \frac{-b}{\sqrt{a^2 + 16}}\) and \(y_0 = \frac{4 + \sqrt{a^2 + 16}}{b}\). This leads to

\[
K_{a,b}(0, 0) = -\frac{b}{4} (4 - a + 4a + 16).
\]

Moreover, for \(\beta \neq 0\), as \(y = -\frac{b}{\beta}\), \(D_{a,\beta}\) is empty as soon as \(\alpha\) and \(\beta\) have the same sign. So \(K_{a,b}(\alpha, \beta) = +\infty\) over \(\mathbb{R}_+^+ \times \mathbb{R}_+^+\) and \(\mathbb{R}_+^+ \times \mathbb{R}_-^+\). Besides, both expressions will give us boundaries for \(z\) depending on the sign of \(\alpha, \ \beta\) and \(2 - \alpha, \ \beta\), because \(t^2\) must must be positive and \(z\) must be greater than \(\frac{1}{y}\). Assuming that all conditions are fulfilled, we derive from Lemma 5.2 that

\[
\tilde{I} \left( -\frac{\alpha}{\beta}, z, \sqrt{(2 - \alpha)z - \beta} \right) = A_{a,\beta} + C_{\alpha,\beta} - \frac{2\beta z}{\alpha z + \beta}.
\]
where \( C_\alpha \) and \( A_{\alpha,\beta} \) do not depend on \( z \), and are defined by

\[
C_\alpha = \frac{1}{8} (a - \alpha)^2 + 2 - \alpha \quad \text{and} \quad A_{\alpha,\beta} = -\frac{\alpha b^2}{\beta} + \frac{ab}{4} - \frac{a\beta}{4} + \frac{\alpha\beta}{8}.
\]

Thus,

\[
K_{a,b}(\alpha, \beta) = \inf_{D_z} \left\{ A_{\alpha,\beta} + C_\alpha z - \frac{2\beta z}{\alpha z + \beta} \right\}
\]

where \( D_z = \{ z > 0 | z > -\frac{\beta}{\alpha} \text{ and } (2 - \alpha)z - \beta \geq 0 \} \).

- **First case:** \( \alpha < 0 \). We have already shown that \( K_{a,b}(\alpha, \beta) = +\infty \) if \( \beta < 0 \). For \( \beta > 0 \), \( 0 < \frac{\beta}{2 - \alpha} \leq \frac{\beta}{\alpha} \) so \( D_z = \{ z > -\frac{\beta}{\alpha} \} \). We look for critical points of \( A_{\alpha,\beta} + C_\alpha z - \frac{2\beta z}{\alpha z + \beta} \) over this domain. We find that critical points \( z_0 \) satisfy

\[
(\alpha z_0 + \beta)^2 = \frac{2\beta^2}{C_\alpha}
\]

We notice that for \( \alpha \) negative \( C_\alpha \) is always positive. So the only critical point that remains in the domain is \( z_0 = -\frac{\beta}{\alpha} \left( 1 + \sqrt{\frac{2}{C_\alpha}} \right) \). As the function tends to infinity on the boundaries of \( D_z \), it actually reaches the infimum we were looking for at this critical point \( z_0 \). Replacing it into (5.12), we find

\[
K_{a,b}(\alpha, \beta) = A_{\alpha,\beta} + C_\alpha z_0 - \frac{2\beta z_0}{\alpha z_0 + \beta} = \frac{a}{4} (b - \beta) - \frac{\alpha}{8\beta} (b^2 - \beta^2) - \frac{\beta}{\alpha} \left( \sqrt{2} + \sqrt{C_\alpha} \right)^2.
\]

- **Second case:** \( 0 < \alpha \leq 2 \). For \( \beta > 0 \), \( K_{a,b}(\alpha, \beta) = +\infty \). For \( \beta < 0 \), the condition \( (2 - \alpha)z - \beta \geq 0 \) is always verified. Thus \( D_z = \{ z > -\frac{\beta}{\alpha} \} \). We do exactly the same than in the first case and find the same critical point and the infimum given by formula (5.13).

- **Third case:** \( \alpha > 2 \). The case \( \beta > 0 \) has already been seen. We consider \( \beta < 0 \). We investigate the critical points of \( A_{\alpha,\beta} + C_\alpha z - \frac{2\beta z}{\alpha z + \beta} \) over the domain \( D_z \), given in this case by \( D_z = \{ -\frac{\beta}{\alpha} < z \leq \frac{\beta}{2 - \alpha} \} \). We need to distinguish cases depending on the sign of \( C_\alpha \).

If \( \alpha < a + 4 - 2\sqrt{a} \) (which is greater than 2 because \( a > 2 \)), \( C_\alpha \) is positive and we find the same critical points than in the first case. The condition \( z > -\frac{\beta}{\alpha} \) is still only verified by

\[
z_0 = -\frac{\beta}{\alpha} \left( 1 + \sqrt{\frac{2}{C_\alpha}} \right).
\]

But, the condition \( z_0 \leq \frac{\beta}{2 - \alpha} \) is not satisfied for all \( \alpha \) in \([2, a + 4 - 2\sqrt{a}]\). Indeed,

\[
z_0 > \frac{\beta}{2 - \alpha} \quad \text{if and only if} \quad \frac{2}{C_\alpha} (\alpha - 2)^2 > 4
\]

which leads to the following condition on \( \alpha \):

\[
3\alpha^2 + 2(a - 4)\alpha - (a^2 + 8) > 0.
\]
One of the roots is negative. The other one is inside \([2, a + 4 - 2\sqrt{a}]\):

\[
\alpha_a = -\frac{2}{3} \left( \frac{a}{2} - 2 - \sqrt{a^2 - 2a + 4} \right).
\]

Thus, for \(\alpha \leq \alpha_a\), the infimum is reached at \(z_0\) and is given by (5.13), while for \(\alpha > \alpha_a\), \(z_0\) is not inside the domain \(D_z\) so the derivative does not vanish and the infimum is reached at one of the boundaries. We notice that for \(z\) tending to \(-\frac{\beta}{\alpha}\), \(A_{\alpha, \beta} + C_\alpha z - \frac{2b}{\alpha + \beta}\) tends to the infinity. Thus, the infimum is reached at the other boundary of the domain: \(z_0 = \frac{\beta}{2 - \alpha}\). Replacing it into (5.12), we obtain

\[
K_{a, b}(\alpha, \beta) = \frac{a}{4} (b - \beta) - \frac{\alpha}{8\beta} (b^2 - \beta^2) - \frac{\beta (a - \alpha)^2}{8(\alpha - 2)}.
\]

If \(\alpha \in [a + 4 - 2\sqrt{a}; a + 4 + 2\sqrt{a}]\), then \(C_\alpha\) is null or negative so the derivative cannot vanish and \(K_{a, b}\) is given by (5.16).

If \(\alpha > a + 4 + 2\sqrt{a}\), then \(C_\alpha\) is positive but as \(\alpha > \alpha_a\) the critical point \(z_0\) is greater than \(\frac{\beta}{2 - \alpha}\) so outside the domain \(D_z\). The infimum is reached at the boundary \(\frac{\beta}{2 - \alpha}\) of the domain and is still given by (5.16).

\[
5.4. \text{Proofs of Corollaries 2.3 and 2.4.}
\]

**Proof of Corollary 2.4.** The result is a direct application of the contraction principle to the rate function \(K_{a, b}\) of Theorem 2.2. We did not obtain an explicit expression of the infimum. \(\square\)

**Proof of Corollary 2.3.** With the contraction principle again, we know that the \((\bar{a}_T)\) satisfies an LDP with good rate function

\[
K_a(\alpha) = \inf_{\beta \in \mathbb{R}} K_{a, b}(\alpha, \beta).
\]

- **First case:** \(\alpha = 0\). We easily show that \(K_a(0) = K_{a, b}(0, 0) = -bC_\alpha\).
- **Second case:** \(\alpha < 0\). We rewrite

\[
K_a(\alpha) = \inf_{\beta > 0} \left\{ A_{\alpha, \beta} - \frac{\beta}{\alpha} \left( \sqrt{2} + \sqrt{C_\alpha} \right)^2 \right\}.
\]

The critical points \(\beta_0^2\) satisfy

\[
\beta_0^2 = \frac{\alpha^2b^2}{16\sqrt{2}\sqrt{C_\alpha} + a^2 - 8\alpha + 32},
\]

which is clearly well defined for all \(\alpha < 0\). Using the fact that \(\alpha < 0\) and \(b < 0\) and as \(\beta_0\) must be positive, we obtain

\[
\beta_0 = b\alpha \left( 16\sqrt{2}\sqrt{C_\alpha} + a^2 - 8\alpha + 32 \right)^{-1/2}
\]

and

\[
K_a(\alpha) = K_{a, b}(\alpha, \beta_0).
\]

- **Third case:** \(0 < \alpha \leq \alpha_a\). This time

\[
K_a(\alpha) = \inf_{\beta < 0} \left\{ A_{\alpha, \beta} - \frac{\beta}{\alpha} \left( \sqrt{2} + \sqrt{C_\alpha} \right)^2 \right\}.
\]
The critical points $\beta_0$ are still given by (5.17). It is well defined for all $\alpha < \alpha_a$. Namely, $16\sqrt{2C_a} \alpha^2 - 8\alpha + 32$ is a decreasing function on $\alpha$ over this domain and is positive at the point $\alpha_a$. Indeed, we know from (5.14) and (5.15) that $\alpha_a > 2$ satisfies $(\alpha_a - 2)^2 = 2C_{\alpha_a}$, which leads to $16\sqrt{2C_{\alpha_a}} + a^2 - 8\alpha_a + 32 = 8\alpha_a + a^2 > 0$.

This time $\alpha > 0$ and $\beta_0$ must be negative but we obtain anyway the same critical point $\beta_0$ given by (5.18) and the infimum $K_a$ by (5.19).

- Fourth case: $\alpha \geq \alpha_a$. This time

$$K_a(\alpha) = \inf_{\beta < 0} \left\{ \frac{(a - 2)^2\beta}{8(2 - \alpha)} \left( 1 + \frac{(2 - \alpha)b}{\beta(a - 2)} \right)^2 - \frac{\beta}{4} \left( 1 - \frac{b}{\beta} \right)^2 \right\}.$$  

Using the results of the third case of the proof of Corollary 2.1, we obtain the same critical point and the same infimum.

\[\square\]

6. Proof of Theorem 2.3

6.1. Existence of an LDP.

Lemma 6.1. The quadruplet $(\sqrt{X_T/T}, S_T, \Sigma_T, \mathcal{L}_T)$ satisfies an LDP with good rate function $\Lambda^*$ given by

$$\Lambda^*(x, y, z, t) = +\infty \text{ for } x < 0, t > 0, y \leq 0, z \leq 0 \text{ or } yz - 1 \leq 0.$$  

and, otherwise,

$$\Lambda^*(x, y, z, t) = \sup_{D_{d,f}} h(d, f)$$  

where $D_{d,f} = \{d > 0, f > 0\}$ and, with $\varphi(f) = 2f + a + 2$,

$$h(d, f) = \frac{1}{4} \left( t\sqrt{\varphi(f)} - x\sqrt{d - b} \right)^2 + y \frac{b^2 - d^2}{8} + \frac{(a - 2)^2 - 4f^2}{8} z + \frac{d}{2} (1 + f) + \frac{ab}{4}.$$  

Proof. Using Gärtner-Ellis theorem, we have to compute the Fenchel-Legendre transform $\Lambda^*$ of the cumulant generating function $\Lambda$ defined in Theorem 4.1:

$$\Lambda^*(x, y, z, t) = \sup_{D} \{ x\lambda + y\mu + z\nu + t\gamma - \Lambda(x, y, z, t) \}$$  

where $D = \{ \lambda \in \mathbb{R}, \gamma \in \mathbb{R}, \mu < \frac{b^2}{8}, \nu < \frac{(a - 2)^2}{8} \}$. We show with the same arguments than for the other LDP proofs that

$$\Lambda^*(x, y, z, t) = +\infty \text{ for } x < 0, t > 0, y \leq 0, z \leq 0 \text{ or } yz - 1 \leq 0.$$  

Besides, for $x \geq 0$, the part involving $\lambda$ in the function we want to optimize is always negative for $\lambda \leq 0$ and sometimes positive for $\lambda > 0$. Thus the supremum is necessarily reached for some $\lambda > 0$. With the same argument for $t \leq 0$, we show that we only have to consider $\gamma < 0$. Replacing $\mu$ and $\nu$ by their expression in $d$ and $f$, the domain $D$ over which we optimize reduces to $D = \{ \lambda > 0, \gamma < 0, d > 0, f > 0 \}$.

Replacing $\Lambda$ by its value leads to

$$\Lambda^*(x, y, z, t) = \max(S_1, S_2),$$  

where

$$S_1 = \sup_{D \cap \{ \frac{\alpha - 2}{\beta} \leq \frac{b}{\beta} \}} \left\{ x\lambda + y \frac{b^2 - d^2}{8} + \frac{z}{8} \frac{(a - 2)^2 - 4f^2}{8} + t\gamma + \frac{d}{2} (1 + f) + \frac{ab}{4} - \frac{\lambda^2}{d - b} \right\}.$$  

and

$$S_2 = \frac{1}{2} \left( t\sqrt{\varphi(f)} - x\sqrt{d - b} \right)^2 + y \frac{b^2 - d^2}{8} + \frac{(a - 2)^2 - 4f^2}{8} z + \frac{d}{2} (1 + f) + \frac{ab}{4}.$$
and
\[
S_2 = \sup_{D \cap \left\{ \frac{x^2}{4} \geq \frac{\varphi(f)}{d-b} \right\}} \left\{ x\lambda + \frac{b^2 - d^2}{8} + z \frac{(a - 2)^2 - 4f^2}{8} + t\gamma + \frac{d}{2}(1 + f) + \frac{ab}{4} - \gamma^2 \right\}.
\]

We first consider \( S_1 \). The domain over which we take the supremum is given by
\[
\mathcal{D} \cap \left\{ \frac{\varphi(f)}{d-b} \leq \frac{\varphi(f)}{d-b} \right\} = \left\{ \lambda < 0, d > 0, f > 0, 0 > \gamma \geq -\sqrt{\frac{\varphi(f)}{d-b}} \right\}.
\]

Over this domain, as \( t \leq 0, 0 \leq t\gamma \leq -t\sqrt{\frac{\varphi(f)}{d-b}} \), so that the supremum of \( t\gamma \) is equal to \(-t\lambda\sqrt{\frac{\varphi(f)}{d-b}}\). Thus, if we set \( \mathcal{D}_1 = \{ \lambda < 0, d > 0, f > 0 \} \),
\[
S_1 = \sup_{\mathcal{D}_1} \left\{ x\lambda + \frac{b^2 - d^2}{8} + z \frac{(a - 2)^2 - 4f^2}{8} - t\lambda\sqrt{\frac{\varphi(f)}{d-b}} + \frac{d}{2}(1 + f) + \frac{ab}{4} - \gamma^2 \right\}.
\]

The supremum over \( \lambda \) is easy to compute. Indeed, the function is concave on \( \lambda \) and the critical point is given by
\[
\lambda = \frac{d-b}{2} \left( x - t\sqrt{\frac{\varphi(f)}{d-b}} \right).
\]

Finally, with \( \mathcal{D}_{d,f} = \{ d > 0, f > 0 \} \), we obtain
\[
S_1 = \sup_{\mathcal{D}_{d,f}} \left\{ \frac{1}{4} \left( t\sqrt{\varphi(f)} - x\sqrt{d-b} \right)^2 + y \frac{b^2 - d^2}{8} + z \frac{(a - 2)^2 - 4f^2}{8} + \frac{d}{2}(1 + f) + \frac{ab}{4} \right\}.
\]

We do the same thing with \( S_2 \), computing first the supremum over \( \lambda \) and then over \( \gamma \). We obtain \( S_1 = S_2 \), so that
\[
\Lambda^*(x, y, z, t) = S_1 = \sup_{\mathcal{D}_{d,f}} h(d, f)
\]

where
\[
h(d, f) = \frac{1}{4} \left( t\sqrt{\varphi(f)} - x\sqrt{d-b} \right)^2 + y \frac{b^2 - d^2}{8} + z \frac{(a - 2)^2 - 4f^2}{8} + \frac{d}{2}(1 + f) + \frac{ab}{4}.
\]

**Remark 6.1.** This supremum is not explicitly computable but, as the function \( h \) is concave, it is reached for some \((d^*, f^*)\) and this gives the rate function of the LDP satisfied by the quadruplet \((\sqrt{\lambda_1}/I, \lambda_1, \lambda_2, \lambda_3)\).

**Lemma 6.2.** The couple \((\hat{\lambda}_1, \hat{\lambda}_2)\) satisfies an LDP with good rate function \( I_{a,b} \) given over \( \mathbb{R}^2 \) by

\[
I_{a,b}(\alpha, \beta) = \begin{cases} 
K_{a,b}(0, 0) & \text{if } (\alpha, \beta) = (0, 0), \\
J_{a,b}(2, 0) & \text{if } (\alpha, \beta) = (2, 0), \\
\inf_{\mathcal{D}_{x,t}} \sup_{\mathcal{D}_{d,f}} H(x, t, d, f) & \text{if } (\alpha, \beta) \in \mathcal{D}_1 \cup \mathcal{D}_2 \cup \mathcal{D}_3, \\
+\infty & \text{otherwise}. 
\end{cases}
\]

where \( \mathcal{D}_1 = \mathbb{R}^- \times \mathbb{R}^+, \mathcal{D}_2 = [0, 2] \times \mathbb{R}, \mathcal{D}_3 = [2, +\infty] \times \mathbb{R}_+, \mathcal{D}_{d,f} = \{ d > 0, f > 0 \} \), and
\[
\mathcal{D}_{x,t} = \left\{ x \geq 0, t \leq 0 \left| \frac{x^2 - \alpha t^2 + \beta}{\beta} \right| > 1 \right\}.
\]
and
\[
H(x, t, d, f) = \frac{1}{4} \left( t\sqrt{2f + a + 2 - x\sqrt{d - b}} \right)^2 + \frac{b^2 - d^2 \alpha}{8} \frac{\beta}{2 - \alpha} + \frac{(a - 2)^2 - 4f^2}{8} \frac{\beta}{2 - \alpha} + \frac{d}{2} (1 + f) + \frac{ab}{4}.
\]

Proof. As \((\hat{a}_T, \hat{b}_T) = g(\sqrt{X_T/T}, S_T, \Sigma_T, L_T)\) where \(g\) is the function defined on \(\{(x, y, z, t) \in \mathbb{R}^4 \mid yz - 1 \neq 0\}\) by
\[
g(x, y, z, t) = \left( \frac{y(2z - t^2\mathbb{1}_{t \leq 0} + t(1t > 0)) - x^2}{yz - 1}, \frac{t^2\mathbb{1}_{t \leq 0} - t(1t > 0) + (x^2 - 2z)^2}{yz - 1} \right),
\]
the contraction principle and Lemma 6.1 give us that the couple \((\hat{a}_T, \hat{b}_T)\) satisfies an LDP with good rate function \(I_{a,b}\) given by
\[
(6.6) \quad I_{a,b}(\alpha, \beta) = \inf \{ \Lambda^*(x, y, z, t) \mid g(x, y, z, t) = (\alpha, \beta) \}.
\]
We can reduce the domain over which we look for the infimum using (6.1). The condition \(g(x, y, z, t) = (\alpha, \beta)\) gives us a link between \(x\) and \(y\) and one between \(t\) and \(z\):
\[
(6.7) \quad \beta y = x^2 - \alpha \quad \text{and} \quad (2 - \alpha) z = t^2 + \beta.
\]
We first notice that if \(\alpha \leq 0\) and \(\beta < 0\) then \(y\) is negative and for all \(x, z, t\), \(\Lambda^*(x, y, z, t) = +\infty\) such as \(I_{a,b}(\alpha, \beta)\). Similarly, if \(\beta > 0\) and \(\alpha > 2\), \(z\) is negative and \(\Lambda^*(x, y, z, t) = +\infty\) for all \(x, y, t\), then \(I_{a,b}(\alpha, \beta) = +\infty\). If \(\beta = 0\) and \(\alpha < 0\), the first condition in (6.7) leads to \(x^2\) negative and if \(\alpha = 2\) and \(\beta > 0\) the second condition gives \(t^2\) negative. So, in both cases, we get \(I_{a,b}(\alpha, \beta) = +\infty\). We now focus on the values of \(\alpha\) and \(\beta\) for which \(I_{a,b}\) is not clearly infinite. We first consider the two remaining limit cases: \((0, 0)\) and \((2, 0)\). If \(\alpha = \beta = 0\) then the first condition of (6.7) gives \(x^2 = \alpha = 0\) so that
\[
(6.8) \quad I_{a,b}(0, 0) = K_{a,b}(0, 0).
\]
Similarly, if \(\alpha = 2\) and \(\beta = 0\), the second condition implies that \(t^2 = (2 - \alpha)z = 0\) and consequently
\[
(6.9) \quad I_{a,b}(2, 0) = J_{a,b}(2, 0).
\]
For all remaining values of \((\alpha, \beta)\), we define the function
\[
(6.10) \quad H(x, t, d, f) = \frac{1}{4} \left( t\sqrt{2f + a + 2 - x\sqrt{d - b}} \right)^2 + \frac{b^2 - d^2 \alpha}{8} \frac{\beta}{2 - \alpha} + \frac{(a - 2)^2 - 4f^2}{8} \frac{\beta}{2 - \alpha} + \frac{d}{2} (1 + f) + \frac{ab}{4}
\]
and obtain the announced result:
\[
(6.11) \quad I_{a,b}(\alpha, \beta) = \inf_{D_{x,t}} \sup_{D_{d,f}} H(x, t, d, f),
\]
where \(D_{x,t} = \left\{ x \geq 0, t \leq 0 \mid \frac{x^2 - \alpha}{\beta} \frac{t^2 + \beta}{2 - \alpha} > 1 \right\}\) and \(D_{d,f} = \{d > 0, f > 0\}\).

We were not able to compute \(I_{a,b}\) directly. It is the aim of the next subsection.
6.2. Evaluating the rate function $I_{a,b}$. We want to show that

\[
I_{a,b}(\alpha, \beta) = \min (J_{a,b}(\alpha, \beta), K_{a,b}(\alpha, \beta))
\]

where $J_{a,b}$ and $K_{a,b}$ are the rate functions for the two couples of simplified estimators (see Theorems 2.1 and 2.2) and $I_{a,b}$ is given by Lemma 6.2 We notice that

\[
K_{a,b}(\alpha, \beta) = \inf \sup_{t \in [0]} H(0, t, d, f) \quad \text{and} \quad J_{a,b}(\alpha, \beta) = \inf \sup_{x \geq 0} H(x, 0, d, f).
\]

Thus it easily follows that

\[
I_{a,b}(\alpha, \beta) \leq \min (J_{a,b}(\alpha, \beta), K_{a,b}(\alpha, \beta)).
\]

So, we just have to show the other inequality.

We name $\hat{\theta}_T = (\hat{a}_T, \hat{b}_T)$ and $\bar{\theta}_T = (\bar{a}_T, \bar{b}_T) 1_{X_T \geq 1} + (\bar{a}_T, \bar{b}_T) 1_{X_T < 1}$.

**Lemma 6.3.** The estimators $\bar{\theta}_T$ and $\hat{\theta}_T$ are exponentially equivalent, which means that for all $\varepsilon > 0$,

\[
\lim_{T \to +\infty} \frac{1}{T} \log \mathbb{P} \left( \| \hat{\theta}_T - \bar{\theta}_T \| > \varepsilon \right) = -\infty.
\]

In particular, as the sequence $\hat{\theta}_T$ satisfies an LDP with good rate function $I_{a,b}$, then the same LDP holds true for $\bar{\theta}_T$.

**Proof.** From the definition of each estimator, we get that

\[
\hat{a}_T - (\hat{a}_T 1_{X_T < 1} + \bar{a}_T 1_{X_T \geq 1}) = \frac{S_T L_T 1_{X_T \geq 1} - \frac{X_T}{T} 1_{X_T < 1}}{V_T}
\]

and

\[
\hat{b}_T - (\hat{b}_T 1_{X_T < 1} + \bar{b}_T 1_{X_T \geq 1}) = \frac{X_T \Sigma_T 1_{X_T < 1} - L_T 1_{X_T \geq 1}}{V_T}.
\]

Thus, for all $\varepsilon > 0$,

\[
\mathbb{P} \left( \| \hat{\theta}_T - \bar{\theta}_T \| > \varepsilon \right) \leq P_T^\varepsilon + Q_T^\varepsilon + P_T^\eta + Q_T^\eta,
\]

where $P_T^\varepsilon = \mathbb{P} \left( \left| \frac{S_T L_T 1_{X_T \geq 1}}{V_T} \right| \geq \frac{\varepsilon}{2 \sqrt{2}} \right)$, $Q_T^\varepsilon = \mathbb{P} \left( \left| \frac{X_T 1_{X_T < 1}}{V_T} \right| \geq \frac{\varepsilon}{2 \sqrt{2}} \right)$,

\[
p_T^\eta = \mathbb{P} \left( \left| \frac{X_T \Sigma_T 1_{X_T < 1}}{V_T} \right| \geq \frac{\varepsilon}{2 \sqrt{2}} \right) \quad \text{and} \quad q_T^\eta = \mathbb{P} \left( \left| \frac{L_T 1_{X_T \geq 1}}{V_T} \right| \geq \frac{\varepsilon}{2 \sqrt{2}} \right).\]

For all $\eta > 0$, we have the following upper bounds:

\[
P_T^\varepsilon \leq \mathbb{P} \left( |S_T| \geq \frac{\varepsilon}{2 \eta \sqrt{2}} \right) + \mathbb{P} \left( \left| \frac{L_T 1_{X_T \geq 1}}{V_T} \right| \geq \eta \right)
\]

\[
\leq \mathbb{P} \left( S_T \geq \frac{\varepsilon}{2 \eta \sqrt{2}} \right) + \mathbb{P} \left( L_T 1_{X_T \geq 1} \geq \eta^2 \right) + \mathbb{P} (V_T \leq \eta),
\]

\[
p_T^\eta \leq \mathbb{P} \left( \Sigma_T \geq \frac{\varepsilon}{2 \eta \sqrt{2}} \right) + \mathbb{P} \left( \frac{X_T}{T} 1_{X_T < 1} \geq \eta^2 \right) + \mathbb{P} (V_T \leq \eta),
\]

\[
q_T^\eta \leq \mathbb{P} \left( L_T 1_{X_T \geq 1} \geq \frac{\varepsilon \eta}{2 \sqrt{2}} \right) + \mathbb{P} (V_T \leq \eta).
\]
and

\[(6.17) \quad Q_T^\eta \leq \mathbb{P} \left( \frac{X_T}{T} 1_{X_T < 1} \geq \frac{\varepsilon \eta}{2\sqrt{2}} \right) + \mathbb{P} (V_T \leq \eta) . \]

First of all, using Theorem 3.1, we show that for all $c > -\frac{a}{b}$,

\[(6.18) \quad \lim_{T \to +\infty} \frac{1}{T} \log \mathbb{P} (S_T \geq c) = -I(c) \]

and for all $c > -\frac{b}{a-2}$,

\[(6.19) \quad \lim_{T \to +\infty} \frac{1}{T} \log \mathbb{P} (\Sigma_T \geq c) = -J(c) \]

where $I$ and $J$ are given in Theorem 3.1. Likewise, we deduce from Theorem 3.2 that for any $c > 0$ small enough

\[(6.20) \quad \lim_{T \to +\infty} \frac{1}{T} \log \mathbb{P} (V_T \leq c) = -K(c) . \]

We now consider the parts involving $L_T$. For all $c > 0$ and $\lambda > 0$:

\[
\mathbb{P} (L_T 1_{X_T \geq 1} \geq c) = \mathbb{P} (\log X_T 1_{X_T \geq 1} \geq cT) \\
\leq \mathbb{E} \left[ e^{\lambda \log X_T} \right] e^{-\lambda cT} .
\]

Hence

\[
\frac{1}{T} \log \mathbb{P} (L_T 1_{X_T \geq 1} \geq c) \leq -\lambda c + \frac{1}{T} \log \left( \mathbb{E} \left[ X_T^\lambda \right] \right) .
\]

Asymptotic properties of the moments of the process $X_T$ as $T$ tends to infinity can be found in Proposition 3 of [2], and give that the second term tends to zero for $T$ going to infinity. Thus, for any $\lambda > 0$ and $c > 0$, we have the following upper bound

\[
\limsup_{T \to +\infty} \frac{1}{T} \log \mathbb{P} (L_T 1_{X_T \geq 1} \geq c) \leq -\lambda c .
\]

Consequently, letting $\lambda$ go to infinity, we obtain that for all $c > 0$,

\[(6.21) \quad \limsup_{T \to +\infty} \frac{1}{T} \log \mathbb{P} (L_T 1_{X_T \geq 1} \geq c) = -\infty . \]

Finally, we consider the terms involving $\frac{X_T}{T}$. For all $c > 0$ and $\lambda > 0$:

\[
\mathbb{P} \left( \frac{X_T}{T} 1_{X_T < 1} \geq c \right) \leq \mathbb{E} \left[ e^{\lambda X_T 1_{X_T < 1}} \right] e^{-\lambda cT} \\
\leq e^{\lambda - \lambda cT} .
\]

Hence

\[
\frac{1}{T} \log \mathbb{P} \left( \frac{X_T}{T} 1_{X_T < 1} \geq c \right) \leq -\lambda c + \frac{\lambda}{T} .
\]

Thus, for any $\lambda > 0$ and $c > 0$, we have the following upper bound

\[
\limsup_{T \to +\infty} \frac{1}{T} \log \mathbb{P} \left( \frac{X_T}{T} 1_{X_T < 1} \geq c \right) \leq -\lambda c .
\]

Consequently, letting $\lambda$ go to infinity, we obtain that for all $c > 0$,

\[(6.22) \quad \limsup_{T \to +\infty} \frac{1}{T} \log \mathbb{P} \left( \frac{X_T}{T} 1_{X_T < 1} \geq c \right) = -\infty . \]
Consequently, combining the limits (6.18) to (6.22), we are able to compute the asymptotic behaviour of the bounds (6.14) to (6.17) and we show that for all $\varepsilon > 0$ and all $\eta > 0$ small enough,
\[
\limsup_{T \to +\infty} \frac{1}{T} \log P \left( \| \hat{\theta}_T - \bar{\theta}_T \| > \varepsilon \right) \leq -M_{\varepsilon, \eta},
\]
where $M_{\varepsilon, \eta} = \min \left\{ I \left( \frac{\varepsilon}{2\eta \sqrt{2}} \right), J \left( \frac{\varepsilon}{2\eta \sqrt{2}} \right), K(\eta) \right\}$. Each term in this minimum tends to infinity as $\eta$ goes to zero, so that $M_{\varepsilon, \eta}$ itself tends to infinity. This gives the announced result. □

Proof of Theorem 2.3. We have already shown in Lemma 6.2 that $I_{a,b}(2,0) = J_{a,b}(2,0)$ and $I_{a,b}(0,0) = K_{a,b}(0,0)$ and that, except at this two points, $I_{a,b}$ is infinite over $\mathbb{R}^- \times \mathbb{R}^-$ and over $[2, +\infty[ \times \mathbb{R}^+$. We also know by (6.13) that
\[
I_{a,b}(\alpha, \beta) \leq \min (J_{a,b}(\alpha, \beta); K_{a,b}(\alpha, \beta)),
\]
so we still need to establish the other inequality over the remaining domain. In the sequel, we show that, for all compact subsets $C \subset \mathbb{R}^2$,
\[
\limsup_{T \to +\infty} \frac{1}{T} \log P \left( \bar{\theta}_T \in C \right) \leq - \inf_{(\alpha, \beta) \in C} \min \{ J_{a,b}(\alpha, \beta), K_{a,b}(\alpha, \beta) \}. \tag{6.23}
\]
It is sufficient to consider compact subsets of $\mathbb{R}^2$ instead of closed ones, as we already know that the sequence $\bar{\theta}_T$ satisfies an LDP with good rate function $I_{a,b}$ and $\mathbb{R}^2$ is locally compact so that the family $\{ P(\bar{\theta}_T = \bullet) \}_T$ is exponentially tight (see Lemma 1.2.18 and Exercise 1.2.19 of [5]). And this will prove the announced result as, by Lemma 6.3, the sequences $\bar{\theta}_T$ and $\hat{\theta}_T$ share the same LDP.

First of all, we notice that $\bar{\theta}_T = g(\sqrt{X_T/T}; S_T, \Sigma_T, \mathcal{L}_T)$ where $g$ is the function defined over $\{(x, y, z, t) \in \mathbb{R}^4 | yz - 1 \neq 0 \}$ by
\[
g(x, y, z, t) = \left( \frac{y \left( 2z - t^2 1_{t<0} - x^2 1_{t>0} \right)}{yz - 1}, \frac{t^2 1_{t<0} + (x^2 1_{t>0} - 2)z}{yz - 1} \right), \tag{6.24}
\]
and the quadruplet $(\sqrt{X_T/T}; S_T, \Sigma_T, \mathcal{L}_T)$ satisfies an LDP with good rate function $\Lambda^*$ given by Lemma 6.1. As the function $g$ given by (6.24) is not continuous, we cannot apply directly the contraction principle. However,
\[
\limsup_{T \to +\infty} \frac{1}{T} \log P \left( \bar{\theta}_T \in C \right) \leq - \inf_{g^{-1}(C)} \Lambda^*. \tag{6.25}
\]
We need to describe the subset $g^{-1}(C)$. A quadruplet $(x, y, z, t)$ of $\mathbb{R}^4$ belongs to $g^{-1}(C)$ if and only if there exists a sequence $(x_n, y_n, z_n, t_n)_n$ and a sequence $(\alpha_n, \beta_n)_n \in C$ such that, as $n$ tends to infinity,
\[
(x_n, y_n, z_n, t_n) \to (x, y, z, t) \tag{6.26}
\]
and for all $n$
\[
g(x_n, y_n, z_n, t_n) = (\alpha_n, \beta_n) \tag{6.27}
\]
As $C$ is a compact subset, up to a subsequence, there exists $(\alpha, \beta) \in C$ such that $(\alpha_n, \beta_n)$ converges to $(\alpha, \beta)$ as $n$ goes to infinity. Moreover, (6.27) is equivalent to the following conditions for all $n$:
\[
\beta_n y_n = x_n^2 1_{t_n \geq 0} - \alpha_n
\]
and
\[
(2 - \alpha_n) z_n = t_n^2 1_{t_n < 0} + \beta_n.
\]
Up to a subsequence again, both indicator functions converge toward 1 or 0. Thus, letting $n$ go to infinity, we obtain conditions on $(x, y, z, t)$ which lead to

$$g^{-1} (C) = \bigcup_{(\alpha, \beta) \in C} D^+_{\alpha, \beta} \cup D^-_{\alpha, \beta}$$

where

$$D^+_{\alpha, \beta} = \{(x, y, z, t) \in \mathbb{R}^3 \times \mathbb{R}^+: \beta y = x^2 - \alpha \text{ and } (2 - \alpha) z = \beta\}$$

and

$$D^-_{\alpha, \beta} = \{(x, y, z, t) \in \mathbb{R}^3 \times \mathbb{R}^-: \beta y = -\alpha \text{ and } (2 - \alpha) z = t^2 + \beta\}.$$

Thus, (6.25) becomes

$$\limsup_{T \to +\infty} \frac{1}{T} \log \mathbb{P} \left( \tilde{\theta}_T \in C \right) \leq - \inf_{(\alpha, \beta) \in C} \min \left\{ \inf_{D^+_{\alpha, \beta}} \Lambda^*; \inf_{D^-_{\alpha, \beta}} \Lambda^* \right\}.$$ 

For all $\alpha \neq 2$ and $\beta \neq 0$, we easily rewrite $D^+_{\alpha, \beta} = \left\{(x, \frac{x^2 - \alpha}{\beta}, \frac{\beta}{2 - \alpha}, t), x \in \mathbb{R}, t \geq 0\right\}$ and $D^-_{\alpha, \beta} = \left\{(x, -\frac{\alpha}{\beta}, \frac{\beta}{2 - \alpha}, t), x \in \mathbb{R}, t \leq 0\right\}.$

As the rate function $\Lambda^*$ given by Lemma 6.1 is infinite for $T > 0$, the infimum over $D^+_{\alpha, \beta}$ reduces to the infimum over $\left\{(x, \frac{x^2 - \alpha}{\beta}, \frac{\beta}{2 - \alpha}, 0), x \in \mathbb{R}\right\}$ which is equal to $J_{a,b}(\alpha, \beta)$. Over $D^-_{\alpha, \beta}$, we know by Lemma 6.1 that

$$\Lambda^* \left( x, -\frac{\alpha}{\beta} t^2 + \beta, \frac{\beta}{2 - \alpha}, t \right) = \sup_{D^+_{d,f}} \left\{ \frac{1}{4} \left( x\sqrt{d - b} - t\sqrt{\varphi(f)} \right)^2 + \psi_{d,f} (t) \right\}$$

where $\psi_{d,f}(t)$ does not depend on $x$. Thus,

$$\Lambda^* \left( x, -\frac{\alpha}{\beta} \frac{t^2 + \beta}{2 - \alpha}, t \right) \geq \Lambda^* \left( 0, -\frac{\alpha}{\beta} \frac{t^2 + \beta}{2 - \alpha}, t \right)$$

and the infimum over $D^-_{\alpha, \beta}$ is greater than the infimum over $\left\{(0, -\frac{\alpha}{\beta}, \frac{\beta}{2 - \alpha}, t), t \leq 0\right\}$ which is equal to $K_{a,b}(\alpha, \beta)$.

We now need to investigate the cases $\alpha = 2$ and $\beta = 0$ before concluding. For $\beta = 0$ and $\alpha \notin ]0, 2[,$ we already know the value of $I_{a,b}$. If $\alpha \in ]0, 2[,$

$$D^+_{0,0} = \{(x, y, z, t) \in \mathbb{R}^3 \times \mathbb{R}^+: x^2 = \alpha \text{ and } z = 0\} \text{ and } D^-_{0,0} = \emptyset.$$ And with the argument than before we obtain that for all $\alpha \in ]0, 2[,$

$$I_{a,b}(\alpha, 0) = J_{a,b}(\alpha, 0) = \min \{J_{a,b}(\alpha, 0); K_{a,b}(\alpha, 0)\}$$ as $K_{a,b}(\alpha, 0)$ is equal to infinity. Now, for $\alpha = 2$, we have already computed $I_{a,b}$ for all $\beta > 0$. For $\beta < 0$,

$$D^+_{2,\beta} = \emptyset \text{ and } D^-_{2,\beta} = \{(x, y, z, t) \in \mathbb{R}^3 \times \mathbb{R}^-: \beta y = -2 \text{ and } t^2 = -\beta\}.$$ We obtain that

$$D^-_{2,\beta} = \left\{(x, -\frac{2}{\beta}, z, t), x \in \mathbb{R}, z \in \mathbb{R}, t \leq 0\right\}$$

and with the same argument than before, the infimum over this subset is greater than the infimum over $\left\{(0, -\frac{2}{\beta}, z, t), z \in \mathbb{R}, t \leq 0\right\}$, which is equal to $K_{a,b}(2, \beta)$. Thus, as $J_{a,b}(2, \beta)$ is equal to infinity, we can conclude that

$$I_{a,b}(2, \beta) = \min \{J_{a,b}(2, \beta); K_{a,b}(2, \beta)\}.$$
APPENDIX A: PROOF OF LEMMA 3.1

We apply the Gärtner-Ellis theorem (see [5]). It is easy to deduce from Theorem 4.1 that the pointwise limit $\tilde{\Lambda}$ of the normalized cumulant generating function $\tilde{\Lambda}_T$ of the couple $(S_T, \Sigma_T)$ is given by

\begin{equation}
\tilde{\Lambda}(\mu, \nu) = -\frac{d}{2}(1 + f) - \frac{ab}{4}
\end{equation}

where $d = \sqrt{b^2 - 8\mu}$ and $f = \sqrt{\left(\frac{a}{2} - 1\right)^2 - 2\nu}$. We easily get from Remark 4.1 that the function $\tilde{\Lambda}$ is steep. To obtain the rate function $I$, we just have to compute the Fenchel-Legendre transform of $\tilde{\Lambda}$:

\begin{equation}
I(x, y) = \sup_{\mu < \frac{b^2}{8}, \nu < \frac{(a - 2)^2}{2}} \left\{ x\mu + y\nu - \tilde{\Lambda}(\mu, \nu) \right\}.
\end{equation}

First we note that

\begin{equation}
\text{for } x \leq 0 \text{ or } y \leq 0, \quad I(x, y) = +\infty,
\end{equation}

because $\tilde{\Lambda}(\mu, \nu)$ tends to $-\infty$ as $\nu$ or $\mu$ tends to $-\infty$. Only the case $x > 0$ and $y > 0$ remains to be studied.

We look for the critical points. If $xy - 1 \neq 0$, we obtain

\begin{equation}
\begin{pmatrix} d_0 \\ f_0 \end{pmatrix} = \frac{1}{xy - 1} \begin{pmatrix} 2y \\ 1 \end{pmatrix}.
\end{equation}

But $d_0$ and $f_0$ must both be positive, so the solution is in the domain if and only if $xy - 1 > 0$. It is easy to check that this critical point corresponds to a maximum of $\tilde{\Lambda}$. Using the fact that $\mu = \frac{b^2 - d^2}{8}$ and $\nu = \frac{(a - 2)^2 - f^2}{2}$ and replacing it into (A.2), we get

\begin{equation}
I(x, y) = \frac{y}{2(xy - 1)} + \frac{b^2}{8}x + \frac{(a - 2)^2}{8}y + \frac{ab}{4}.
\end{equation}

To conclude, we need to examine the case $x > 0$, $y > 0$ and $xy - 1 < 0$. We already know that for $\nu$ and $\mu$ tending to $-\infty$, $-\tilde{\Lambda}(\mu, \nu)$ tends to $+\infty$. However, as $x$ and $y$ are non negative, we cannot conclude directly. But it is possible to find a direction in which $\tilde{\Lambda}$ dominate the expression. Note that, for $-\nu$ and $-\mu$ large enough,

\begin{equation}
x\mu + y\nu - \tilde{\Lambda}(\mu, \nu) \sim x\mu + y\nu + \sqrt{\mu\nu}.
\end{equation}

Let $k > 0$ and $\nu = k\mu$. We just have to find a $k > 0$ that satisfies

\begin{equation}
k^2(y^2 - 1) + 2xyk + x^2 < 0.
\end{equation}

If $y < 1$ then all $k > -\frac{x}{y}$ fit. Else, if $y \geq 1$, necessarily $x < 1$ and we use the same argument with $\mu = k\nu$ this time. We have found directions for which $x\mu + y\nu - \tilde{\Lambda}(\mu, \nu)$ tends to $+\infty$, so that the supremum itself is equal to $+\infty$. And,

\begin{equation}
\text{for } x > 0, y > 0 \text{ such that } xy - 1 < 0, \quad I(x, y) = +\infty.
\end{equation}
Appendix B: Proofs of Lemmas 4.2 to 4.5

The four following proofs rely on lower and upper bounds for the modified Bessel function of the first kind, given by formula (6.25) of [12]. More precisely, for all $z > 0$ and $\nu > -\frac{1}{2}$, we have:

\begin{equation}
(\frac{2}{z})^\nu \Gamma (\nu + 1) I_\nu (z) < e^z.
\end{equation}

**B.1. Proof of Lemma 4.2.** It is easy to deduce the following upper and lower bounds from (B.1):

\begin{equation}
\frac{(\beta_T \sqrt{y})^f}{2f(\Gamma(f + 1))} \leq I_f (\beta_T \sqrt{y}) \leq \frac{(\beta_T \sqrt{y})^f}{2f(\Gamma(f + 1))} e^{\beta_T \sqrt{y}}.
\end{equation}

Replacing it into the expression of $H_T$ given by (4.8) leads to:

\begin{equation}
\frac{2f(\Gamma(1 + f))}{\beta_T^f} H_T \geq \int_0^1 e^{\lambda \sqrt{\gamma T y - \gamma T \log y - m y}} y^{2f + a - 2} dy
\end{equation}

and

\begin{equation}
\frac{2f(\Gamma(1 + f))}{\beta_T^f} H_T \leq \int_0^1 e^{\beta_T \sqrt{y} + \lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy.
\end{equation}

We consider separately the integrals over $[0, \frac{1}{T}]$ and over $[\frac{1}{T}, 1]$. On the one hand,

\[
\int_0^1 e^{\beta_T \sqrt{y} + \lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy \leq \int_0^1 e^{\beta_T \sqrt{y} + \lambda \sqrt{T y - \gamma T \log y}} y^{2f + a - 2} dy \leq 1 \times \sup_{\{\frac{1}{T}, 1\}} \left( e^{\beta_T \sqrt{y} + \lambda \sqrt{T y - \gamma T \log y}} \right) \leq e^{\lambda \sqrt{T + \beta_T - \gamma T \log y}} \leq O \left( e^{(\lambda - \gamma) \sqrt{T \log T}} \right).
\]

On the other hand, with the same argument, we show that

\[
\int_0^1 e^{\lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy = O \left( e^{(\lambda - \gamma) \sqrt{T \log T}} \right).
\]

Over $[0, \frac{1}{T}]$, $e^{\lambda \sqrt{T y}}$, $e^{\beta_T \sqrt{y}}$ and $e^{-m y}$ are bounded. So we have

\[
\int_0^1 e^{\lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy \geq e^{-\alpha T / T} \left| \int_0^1 e^{\lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy \right|
\]

and

\[
\int_0^1 e^{\beta_T \sqrt{y} + \lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy \leq e^{(\lambda + \alpha T / T + \beta_T \sqrt{T} / T} \int_0^1 e^{\lambda \sqrt{T y - \gamma T \log y - m y}} y^{2f + a - 2} dy.
\]

Using the change of variable given by $z = \sqrt{-\log y} + \frac{\gamma \sqrt{T}}{2g}$, where $g = \frac{2f + a + 2}{4}$, we obtain:

\[
\int_0^1 e^{\lambda \sqrt{T y - \gamma T \log y - m y}} y^{g - 1} dy = 2 e^{\frac{\gamma \sqrt{T}}{2g}} \int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} \left( z - \frac{\gamma \sqrt{T}}{2g} \right) dz
\]

\[
= 2 e^{\frac{\gamma \sqrt{T}}{2g}} \left( \int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} z dz - \frac{\gamma \sqrt{T}}{2g} \int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} dz \right).
\]
By dominated convergence as $\gamma < 0$, the first integral tends to zero when $T$ goes to infinity and the second one tends to the positive constant $\sqrt{\frac{2}{g}}$. This leads to the following bounds, for $T$ large enough:

$$
\int_0^1 e^{-\gamma \sqrt{-T \log y}} y^{g-1} dy \leq 2 \sqrt{\frac{\pi}{g}} \frac{|\gamma| \sqrt{T}}{g} \exp \left( \frac{\gamma^2 T}{4g} \right)
$$

$$
\int_0^1 e^{-\gamma \sqrt{-T \log y}} y^{g-1} dy \geq \frac{1}{2} \sqrt{\frac{\pi}{g}} \frac{|\gamma| \sqrt{T}}{g} \exp \left( \frac{\gamma^2 T}{4g} \right).
$$

Combined with the result over $\left[ \frac{1}{T}, 1 \right]$, it gives the announced result.

### B.2. Proof of Lemma 4.3

The upper bound easily follows from (B.2). Actually, for all $\gamma > 0$ and $\lambda \in \mathbb{R}$, we obtain

$$
H_T \leq \frac{\beta_f}{(f+1)^2} \int_0^1 e^{(\lambda \sqrt{T} + \beta_T) \sqrt{-\gamma - \gamma \sqrt{-T \log y}} y^{2f+2} dy} \leq \frac{\beta_f}{(f+1)^2} e^{\lambda \sqrt{\gamma + \beta_T}}.
$$

(B.5)

Besides, using the lower bound of (B.2), we clearly have, for all $\gamma > 0$ and $\lambda \in \mathbb{R}$,

$$
H_T \geq \frac{\beta_f e^{-\alpha_T}}{(f+1)^2} \int_0^1 e^{\lambda \sqrt{T} \sqrt{-\gamma - \gamma \sqrt{-T \log y}} y^{2f+2} dy}.
$$

(B.6)

To obtain the announced lower bound, we need to consider separately the integral over $[0, \frac{1}{T}]$ and over $[\frac{1}{T}, 1]$. On the other hand, the integral over $[\frac{1}{T}, 1]$ is easy to handle.

$$
\int_0^1 e^{\lambda \sqrt{T} \sqrt{-\gamma - \gamma \sqrt{-T \log y}} y^{2f+2} dy} \geq \varepsilon e^{-\gamma \sqrt{T \log T}} T^{-\frac{2f+2}{4}},
$$

(B.7)

where $\varepsilon = \exp \left( \lambda 1_{\lambda > 0} + \lambda \sqrt{T} 1_{\lambda < 0} \right)$. On the other hand,

$$
\int_0^1 e^{\lambda \sqrt{T} \sqrt{-\gamma - \gamma \sqrt{-T \log y}} y^{2f+2} dy} \geq e^{-\lambda |T|} \int_0^1 e^{-\gamma \sqrt{T \log y}} y^{2f+2} dy.
$$

Using the variable change $z = \sqrt{-\log y} + \frac{\gamma \sqrt{T}}{2g}$, where we recall that $g = \frac{2f+2}{4}$, we obtain

$$
\int_0^1 e^{-\gamma \sqrt{T \log y}} y^{2f+2} dy = 2 e^{\frac{\gamma z}{2g}} \int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} \left( z - \frac{\gamma \sqrt{T}}{2g} \right) dz.
$$

Firstly, we clearly have

$$
\int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} z dz = \frac{1}{2g} \exp \left( -g \left( \sqrt{\log T + \frac{\gamma \sqrt{T}}{2g}} \right)^2 \right).
$$

Besides, for the second part of the integral, we have

$$
\int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} z \frac{1}{z} dz \leq \frac{1}{\sqrt{\log T + \frac{\gamma \sqrt{T}}{2g}}} \int_{\log T + \frac{\gamma \sqrt{T}}{2g}}^{+\infty} e^{-g z^2} z dz = \frac{1}{2g \sqrt{\log T + \gamma \sqrt{T}}} \exp \left( -g \left( \sqrt{\log T + \frac{\gamma \sqrt{T}}{2g}} \right)^2 \right).
$$
Thus, for any positive $\gamma$, we have the following lower bound:

$$
\int_0^1 e^{-\gamma \sqrt{T} \log y} y^\frac{2f+a-2}{4} \, dy \geq \frac{1}{g} \left( 1 - \frac{\gamma \sqrt{T}}{2g \sqrt{\log T} + \gamma \sqrt{T}} \right) \exp \left( -g \log T - \gamma \sqrt{T} \sqrt{\log T} \right).
$$

Combined with (B.7), this leads to

$$
H_T \geq \frac{(\beta_T)^f e^{-\alpha_T}}{2^f \Gamma(1 + f)} \left( \varepsilon + \frac{e^{-|\lambda|}}{g} \left( 1 - \frac{\gamma \sqrt{T}}{2g \sqrt{\log T} + \gamma \sqrt{T}} \right) \right) \exp \left( -\gamma \sqrt{T} \sqrt{\log T} - g \log T \right).
$$

### B.3. Proof of Lemma 4.4.

Using the inequality (B.2) for the modified Bessel function $I_f$ in (4.9), we obtain

(B.8) \[ K_T \leq \frac{(\beta_T)^f}{2^f \Gamma(1 + f)} \int_1^{+\infty} e^{\beta_T \sqrt{y} + \lambda \sqrt{T} y - \alpha_T y} y^\frac{2f+a-2}{4} \, dy \]

and

(B.9) \[ K_T \geq \frac{(\beta_T)^f}{2^f \Gamma(1 + f)} \int_1^{+\infty} e^{\lambda \sqrt{T} y - \alpha_T y} y^\frac{2f+a-2}{4} \, dy. \]

To go further, we need to consider the sign of the exponent $\gamma + \frac{2f+a-2}{4}$.

- If $\gamma + \frac{2f+a-2}{4} \leq 0$: using the fact that $y^\gamma \geq \frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T}$, we obtain the following asymptotic behaviour for the upper bound of $K_T$,

$$
K_T \leq \frac{(\beta_T)^f}{2^f \Gamma(1 + f)} \int_1^{+\infty} e^{(\beta_T + \lambda \sqrt{T}) \sqrt{y} - \alpha_T y} \, dy
$$

$$
= \frac{2(\beta_T)^f}{2^f \Gamma(1 + f)} e^{\frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T}} \int_1^{+\infty} e^{-\alpha_T u^2} \left( u + \frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T} \right) \, du
$$

$$
\leq \frac{2(\beta_T)^f}{2^f \Gamma(1 + f)} e^{\frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T}} \left( A_1 + \frac{\beta_T}{2 \alpha_T} A_2 \right)
$$

where $A_1$ and $A_2$ are given by:

(B.10) \[ A_1 = \int_1^{+\infty} e^{-\alpha_T u^2} u \, du = \frac{1}{2 \alpha_T} e^{-\alpha_T \left( 1 - \frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T} \right)^2} \]

and

(B.11) \[ A_2 = \int_1^{+\infty} e^{-\alpha_T u^2} \, du = \int_1^{+\infty} e^{-\alpha_T u^2} u \times \frac{1}{u} \, du \leq \frac{1}{1 - \frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T}} A_1. \]

Thus:

(B.12) \[ K_T \leq \frac{2(\beta_T)^f}{2^f \Gamma(1 + f)} \frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T} e^{-\alpha_T \left( 1 - \frac{\lambda \sqrt{T} + \beta_T}{2 \alpha_T} \right)^2} \left( 1 + \frac{\beta_T}{2 \alpha_T} \right) \exp \left( \lambda \sqrt{T} + \beta_T - \alpha_T \right). \]
If \( \gamma + \frac{2f + a - 2}{4} > 0 \): with formula 3.462(1) in [8], we get

\[
K_T \leq \frac{(\beta_T)^f}{2f\Gamma(1+f)} \left( 2(2\alpha_T)^{-(\gamma+g)} \Gamma(2\gamma + 2g) e^{\frac{\lambda \sqrt{T} + \beta_T^2}{2\alpha_T}} D_{-2(\gamma+g)} \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha_T}} \right) \right)
\]

\[
- \int_0^1 e^{\beta_T \sqrt{\gamma + \lambda \sqrt{T} y - \alpha_T y} y^{\gamma+g-1}} dy \]

\[
\leq \frac{2(\beta_T)^f(2\alpha_T)^{-(\gamma+g)}\Gamma(2\gamma + 2g)}{2f\Gamma(1+f)} e^{\frac{(\lambda \sqrt{T} + \beta_T^2)^2}{2\alpha_T}} D_{-2(\gamma+g)} \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha_T}} \right),
\]

where \( D_{-2(\gamma+g)} \) is the parabolic cylinder function defined by 9.250 in [8]. But, if \( \lambda < 0 \), for \( T \) large enough, \( -\beta_T - \lambda \sqrt{T} > 0 \) so formula 9.246(1) of [8] gives

\[
D_{-2(\gamma+g)} \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha_T}} \right) \sim \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha_T}} \right)^{-2(\gamma+g)} e^{\frac{(\beta_T)^2}{2\alpha_T}}.
\]

Thus \( K_T = O(\beta_T^f) \) as \( T \) goes to infinity. If \( \lambda = 0 \), we use formula 9.246(2) in [8].

\[
D_{-2(\gamma+g)} \left( \frac{-\beta_T}{\sqrt{2\alpha_T}} \right) \sim \frac{\sqrt{2\pi}}{\Gamma(2\gamma + 2g)} \left( \frac{\beta_T}{\sqrt{2\alpha_T}} \right)^{2\gamma+2g-1} \left( \frac{\beta_T^2}{8\alpha_T} \right).
\]

This leads to the same conclusion: as \( T \) goes to infinity,

\[
K_T = O \left( (\beta_T)^f \right).
\]

Otherwise, for the proof of Lemma 4.1, we also need a lower bound for \( K_T \) when \( \gamma \geq 0 \). We note that over \([1, +\infty[\), \( y^{-\gamma+g-1} \geq 1 \), so that

\[
K_T \geq \frac{2^{-f} \Gamma(1+f)}{2f\Gamma(1+f)} \int_1^{+\infty} e^{\lambda \sqrt{T} \sqrt{\gamma - \alpha_T y} \sqrt{2\alpha_T}} dy.
\]

With the change of variable given by \( u = \sqrt{T - \lambda \sqrt{T} / 2\alpha_T} \), it becomes

\[
K_T \geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1+f)} \frac{\lambda \sqrt{T}}{\sqrt{2\alpha_T}} \int_1^{+\infty} e^{\alpha_T u^2} \left( u + \frac{\lambda \sqrt{T}}{2\alpha_T} \right) du
\]

\[
\geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1+f)} \frac{\lambda \sqrt{T}}{\sqrt{2\alpha_T}} \left( \int_1^{+\infty} e^{\alpha_T u^2} \frac{1}{2\alpha_T} \right) \int_1^{+\infty} e^{-\alpha_T u^2} \frac{du}{2\alpha_T}
\]

However, the first integral is easily computable:

\[
\int_1^{+\infty} e^{-\alpha_T u^2} \frac{du}{2\alpha_T} = \frac{1}{2\alpha_T} \exp \left( -\alpha_T \left( 1 - \frac{\lambda \sqrt{T}}{2\alpha_T} \right)^2 \right)
\]

and for the second one, we clearly have the following upper bound,

\[
\int_1^{+\infty} e^{-\alpha_T u^2} \frac{du}{2\alpha_T} = \frac{1}{2\alpha_T} \int_1^{+\infty} e^{-\alpha_T u^2} \frac{du}{u} \leq \frac{1}{2\alpha_T} \int_1^{+\infty} e^{-\alpha_T u^2} \frac{du}{u}
\]

\[
\leq \frac{1}{2\alpha_T} \exp \left( -\alpha_T \left( 1 - \frac{\lambda \sqrt{T}}{2\alpha_T} \right)^2 \right).
\]

Using the fact that \( \lambda < 0 \) and combining (B.15), (B.16) and (B.17), we show the announced result:

\[
K_T \geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1+f)} \frac{\lambda \sqrt{T}}{2\alpha_T} \left( 1 + \frac{\lambda \sqrt{T}}{2\alpha_T} \right) \exp \left( \lambda \sqrt{T} \right).
\]
All those results are still true for \( \lambda = 0 \).

**B.4. Proof of Lemma 4.5.** As previously, we use (B.2) to find lower and upper bounds for \( K_T \) as \( T \) goes to infinity, for all \( \lambda > 0 \). We consider two cases depending on the sign of the exponent \( \gamma + g - 1 \).

- If \( \gamma + g - 1 \leq 0 \): As in the proof of Lemma 4.4, we have the following upper bound

\[
K_T \leq \frac{2 (\beta_T)^f}{2 \Gamma(1 + f)} e^{\frac{2 (\lambda \sqrt{T} + \beta_T)^2}{4 \alpha T}} (A_1 + \frac{\beta_T}{2 \alpha T} A_2)
\]

where \( A_1 = \int_{1}^{+\infty} e^{-\lambda \sqrt{y} u^2} du \) tends to zero for all \( \lambda > 0 \) by dominated convergence, and \( A_2 = \int_{1}^{+\infty} e^{-\lambda \sqrt{y} u^2} du \) tends to the positive constant \( 2 \sqrt{\frac{\pi}{d-b}} \). Thus, for \( T \) large enough,

\[
K_T \leq 2^{1-f} \sqrt{\frac{\pi}{d-b}} \frac{(\beta_T)^{1+f}}{\Gamma(1 + f)} e^{\frac{2 (\lambda \sqrt{T} + \beta_T)^2}{4 \alpha T}}.
\]

For the lower bound, with the change of variable given by \( u = \sqrt{y} - \frac{\lambda \sqrt{T}}{2 \alpha T} \), we obtain

\[
K_T \geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1 + f)} \int_{1}^{+\infty} e^{\lambda \sqrt{T} \sqrt{\gamma - \alpha T} y^{\gamma+1-1}} dy
\]

\[
= \frac{2^{1-f} (\beta_T)^f}{\Gamma(1 + f)} e^{\frac{\lambda^2 T}{2 \alpha T}} \int_{1 - \frac{\lambda \sqrt{T}}{2 \alpha T}}^{+\infty} e^{-\alpha T u^2} \left( u + \frac{\lambda \sqrt{T}}{2 \alpha T} \right)^{2(\gamma+1-1)} \left( u + \frac{\lambda \sqrt{T}}{2 \alpha T} \right) du
\]

\[
\geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1 + f)} e^{\frac{\lambda^2 T}{2 \alpha T}} \left( \left( \frac{\lambda \sqrt{T}}{2 \alpha T} \right)^{2(\gamma+1-1)} \int_{1 - \frac{\lambda \sqrt{T}}{2 \alpha T}}^{+\infty} e^{-\alpha T u^2} du + \int_{1 - \frac{\lambda \sqrt{T}}{2 \alpha T}}^{+\infty} e^{-\alpha T u^2} (2u)^{2(\gamma+1-1)} du \right)
\]

By dominated convergence, the last integral converges as \( T \) tends to infinity to the positive constant \( 2 \sqrt{\frac{\pi}{d-b}} \). For \( T \) large enough, this leads to

\[
K_T \geq 2^{1-f} \sqrt{\frac{\pi}{d-b}} \frac{(\beta_T)^f}{\Gamma(1 + f)} e^{\frac{2 (\lambda \sqrt{T} + \beta_T)^2}{4 \alpha T}}.
\]

- If \( \gamma + g - 1 > 0 \): over \([1, +\infty[\), we notice that \( y^{\gamma+1-1} \geq 1 \). Thus

\[
K_T \geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1 + f)} \int_{1}^{+\infty} e^{\lambda \sqrt{T} \sqrt{\gamma - \alpha T} y^{\gamma+1-1}} dy.
\]

With the change of variable given by \( u = \sqrt{y} - \frac{\lambda \sqrt{T}}{2 \alpha T} \), it becomes

\[
K_T \geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1 + f)} e^{\frac{\lambda^2 T}{2 \alpha T}} \int_{1 - \frac{\lambda \sqrt{T}}{2 \alpha T}}^{+\infty} e^{-\alpha T u^2} \left( u + \frac{\lambda \sqrt{T}}{2 \alpha T} \right) du
\]

\[
\geq \frac{2^{1-f} (\beta_T)^f}{\Gamma(1 + f)} e^{\frac{\lambda^2 T}{2 \alpha T}} \left( \int_{1 - \frac{\lambda \sqrt{T}}{2 \alpha T}}^{+\infty} e^{-\alpha T u^2} u du + \frac{\lambda \sqrt{T}}{2 \alpha T} \int_{1 - \frac{\lambda \sqrt{T}}{2 \alpha T}}^{+\infty} e^{-\alpha T u^2} du \right)
\]

By dominated convergence, the first integral in the last expression tends to zero as \( T \) goes to infinity and the second integral converges to the positive constant \( 2 \sqrt{\frac{\pi}{d-b}} \)
It gives, for $T$ large enough,

\[(B.23) \quad K_T \geq \sqrt{\frac{\pi}{d-b}} \frac{2^{1-f} (\beta_T)^f}{\Gamma(1+f)} \frac{\lambda \sqrt{T}}{2\alpha T} e^{\frac{x^2}{2\alpha T}}.\]

Moreover, we establish the upper bound with formula 3.462(1) of [8] as in the previous proof.

\[
K_T \leq \frac{(\beta_T)^f}{2^{1+f}(1+f)} \left( 2 (2\alpha T)^{-(\gamma+g)} \Gamma(2\gamma + 2g) e^{\frac{(\lambda \sqrt{T} + \beta_T)^2}{8\alpha T}} D_{2(\gamma+g)} \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha T}} \right) \right)
- \int_0^1 e^{\beta_T \sqrt{T} + \lambda \sqrt{T} y^{\alpha T g} y^{\gamma+g-1} dy}
\leq 2^{1-f} (\beta_T)^f (2\alpha T)^{-(\gamma+g)} \Gamma(2\gamma+2g) \frac{\lambda \sqrt{T} + \beta_T}{\sqrt{2\alpha T}} D_{2(\gamma+g)} \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha T}} \right).
\]

But $-\beta_T - \lambda \sqrt{T} < 0$ so, by formula 9.246(2) in [8]

\[
D_{2(\gamma+g)} \left( \frac{-\beta_T - \lambda \sqrt{T}}{\sqrt{2\alpha T}} \right) \sim \frac{\sqrt{2\pi}}{\Gamma(2\gamma + 2g)} \left( \frac{\beta_T + \lambda \sqrt{T}}{\sqrt{2\alpha T}} \right)^2 e^{\frac{(\lambda \sqrt{T} + \beta_T)^2}{4\alpha T}}.
\]

This gives, for $T$ large enough,

\[(B.24) \quad K_T \leq \frac{2^{2-f} \sqrt{2\pi}}{\Gamma(1+f)} (\beta_T + \lambda \sqrt{T})^{2g+2g-1} e^{\frac{(\lambda \sqrt{T} + \beta_T)^2}{4\alpha T}}.
\]

This easily leads to the announced result.

**APPENDIX C: PROOF OF LEMMA 5.1**

We call $L$ the pointwise limit of the cumulant generating function of the triplet $(X_T/T, S_T, \Sigma_T)$. We notice that $L(\lambda, \mu, \nu) = \Lambda(\lambda, \mu, \nu, 0)$ where $\Lambda$ is given by Lemma 4.1. We easily deduce from Remark 4.1 that the function $L$ is steep. We apply the Gärtner-Ellis theorem: the rate function is given by the Fenchel-Legendre transform of $L$ on its effective domain.

\[(C.1) \quad I(x, y, z) = \sup_{\lambda \in \mathbb{R}, \mu \in \mathbb{R}, \nu \in \mathbb{R}} \{x\lambda + y\mu + z\nu - L(\lambda, \mu, \nu)\}.
\]

For $y$ and $z$ we recognize the exact same term than in Theorem 3.2. So with the same argument, we show that

\[(C.2) \quad \text{for } y \leq 0, z \leq 0 \text{ or } yz - 1 \leq 0, \quad I(x, y, z) = +\infty.
\]

Besides, if $x < 0$ then for $\lambda$ tending to $-\infty$, $ax \to +\infty$ and $I(x, y, z) = +\infty$ because $\Lambda$ does not depend on $\lambda$ for $\lambda < 0$. Moreover, for $x > 0$, the term on $\lambda$ is always negative for $\lambda$ negative and sometimes positive if $\lambda$ is positive. So the supremum is necessarily reached for $\lambda > 0$. We finally have to calculate:

\[(C.3) \quad I(x, y, z) = \sup_{\lambda > 0, \mu \in \mathbb{R}, \nu \in \mathbb{R}} \{x\lambda + y\mu + z\nu - \Lambda(\lambda, \mu, \nu)\}
\]

with $x \geq 0$, $y > 0$, $z > 0$ and $yz - 1 > 0$. We do exactly as in Appendix A, we are looking for critical points and the calculations are very similar. We find:

\[
\lambda_0 = \frac{x}{2} \left( \frac{(x^2 + 2)}{yz - 1} - b \right), \quad \mu_0 = \frac{1}{8} \left( b^2 - \frac{x^2 (x^2 + 2)^2}{(yz - 1)^2} \right) \text{ and } \nu_0 = \frac{1}{8} \left( (a - 2)^2 - \frac{(x^2 + 2)^2}{(yz - 1)^2} \right),
\]

which leads easily to $I$. \qed
Appendix D: Proof of Lemma 5.2

The pointwise limit of the cumulant generating function of the considered triplet is easily given by \( \Lambda(0, \mu, \nu, \gamma) \) where \( \Lambda \) is defined in Lemma 4.1:

\[
\Lambda(0, \mu, \nu, \gamma) = \begin{cases} 
-\frac{d}{2}(1 + f) - \frac{ab}{4} + \frac{\gamma^2}{2f + a + 2} & \text{if } \gamma < 0 \\
-\frac{d}{2}(1 + f) - \frac{ab}{4} & \text{else}.
\end{cases}
\]

We recall that \( d = \sqrt{b^2 - 8\mu} \) and \( f = \frac{1}{2}\sqrt{(a-2)^2 - 8\nu} \). Using the Gärtner-Ellis theorem, we have

\[
\tilde{I}(y, z, t) = \sup_{\gamma \in \mathbb{R}, \mu < \frac{a_0}{2}, \nu < \frac{(a-2)^2}{2}} \{ y\mu + z\nu + t\gamma - \Lambda(0, \mu, \nu, \gamma) \}.
\]

With the same argument than for the other couple of simplified estimators, we show that \( \tilde{I}(y, z, t) = +\infty \) for \( y < 0 \), \( z < 0 \) or \( yz - 1 < 0 \). We also notice that for \( t > 0 \) the expression inside the supremum tends to infinity as \( \gamma \) goes to infinity. So \( \tilde{I}(y, z, t) = +\infty \) for \( t > 0 \). Besides, for \( t \leq 0 \), the part involving \( \gamma \) is always negative for \( \gamma \geq 0 \) and sometimes positive for \( \gamma < 0 \). It implies that the supremum is necessarily reached for \( \gamma < 0 \). Replacing \( \mu \) and \( \nu \) by their expression on \( d \) and \( f \), we obtain, for \( y > 0 \), \( z > 0 \), \( yz - 1 > 0 \) and \( t \leq 0 \),

\[
\tilde{I}(y, z, t) = \sup_{\gamma < 0, d > 0, f > 0} \left\{ \frac{b^2 - d^2}{8} + \frac{z(a - 2)^2 - 4f^2}{8} + t\gamma + \frac{ab}{4} + \frac{d}{2}(1 + f) - \frac{\gamma^2}{2f + a + 2} \right\}.
\]

We investigate critical points. We obtain

\[
f_0 = \frac{yt^2 + 2}{2(yz - 1)}, \quad d_0 = \frac{t^2 + 2z}{yz - 1} \quad \text{and} \quad \gamma_0 = \frac{yt(t^2 + 2z)}{2(yz - 1)} + \frac{at}{2}.
\]

Replacing it into the expression of \( \tilde{I} \), we easily get the announced result.

\[\square\]

Appendix E: Proofs of asymptotic normality results for the two couples of simplified estimators

The key to obtain those results is Slutsky’s lemma. Indeed, we have

\[
\sqrt{T} \left( \frac{\hat{a}_T - a}{b_T - b} \right) = \sqrt{T} \left( \frac{\hat{a}_T - a}{b_T - b} \right) + \sqrt{T} \left( \frac{S_T L_T}{V_T} \right)
\]

where

\[
\sqrt{T} \left( \frac{\hat{a}_T - a}{b_T - b} \right) \xrightarrow{d} \mathcal{N}(0, 4C^{-1}) \quad \text{with} \quad C = \begin{pmatrix} \frac{-b}{a-2} & 1 \\ -1 & \frac{a-2}{2} \end{pmatrix},
\]

and we show that the right-hand side of (E.1) converges to zero in probability. Namely, it is well known (see for instance Lemma 3 of [13]) that \( S_T \) converges almost surely to \(-\frac{a}{2}\) and \( V_T \) to \( \frac{2}{a-2} \). And for all \( \varepsilon > 0 \), we have

\[
P \left( \frac{\log X_T}{\sqrt{\varepsilon}} \right) \geq \varepsilon \right) = P \left( |\log X_T| \geq \sqrt{T} \varepsilon \right) \leq P \left( \log X_T \geq \sqrt{T} \varepsilon \right) + P \left( -\log X_T \geq \sqrt{T} \varepsilon \right) \\
\leq E \left( X_T \right) e^{-\sqrt{T} \varepsilon} + E \left( X_T^{-1} \right) e^{-\sqrt{T} \varepsilon} \xrightarrow{T \to +\infty} 0
\]
because $\mathbb{E}(X_T)$ converges almost surely to $\mathbb{E}(X_\infty) = -\frac{a}{b}$ (see [13] Lemma 3) and, as the parameter $a$ is supposed greater than 2, we obtain from Proposition 3 in [2] that
\[
\mathbb{E}(X_T^{-1}) \to -\frac{b \Gamma(a/2 - 1)}{2 \Gamma(a/2)} = \mathbb{E}(X_\infty^{-1}).
\]
This gives the announced convergence in probability to zero. Thus, with Slutsky’s lemma, the simplified estimators $(\hat{a}_T, \hat{b}_T)$ satisfy the same asymptotic normality result than the MLE.

Similarly, for the second couple of simplified estimators, we have
\[
(E.2) \quad \sqrt{T} \left( \hat{a}_T - a \right) = \sqrt{T} \left( \hat{a}_T - a \right) + \sqrt{T} \left( \frac{X_T}{r_T \Sigma_T} \right).
\]
As $\Sigma_T$ converges almost surely to $-\frac{b}{a - 2}$ and $V_T$ to $\frac{2}{a - 2}$, we only have to show that $X_T / \sqrt{T}$ converges to zero in probability. For all $\epsilon > 0$,
\[
\mathbb{P} \left( \frac{X_T}{\sqrt{T}} \geq \epsilon \right) = \mathbb{P} \left( X_T \geq \sqrt{T} \epsilon \right) \leq \frac{\mathbb{E}(X_T)}{-\sqrt{T} \epsilon} \xrightarrow{T \to +\infty} 0
\]
with the same argument than before. Thus $(\hat{a}_T, \hat{b}_T)$ also satisfies the same asymptotic normality result.
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