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ABSTRACT: The use of a finite elements based Digital Volume Correlation (FE-DVC) leads to lower measurement uncertainties in comparison to subset-based approaches. However, the associated computing time may become prohibitive when dealing with high resolution measurements. To overcome this limitation, a PGD solver was recently applied to 2D digital image correlation. In this paper, this method is extended to measure volumetric displacements from 3D digital images. In addition, a multigrid PGD algorithm is developed, which allows to use different discretizations in each term of the decomposition. Associated to a coarse graining of the digital images, this allows to avoid local minima, especially in presence of large displacements. Synthetic and practical cases are analyzed with the present approach and measurement uncertainties are compared with standard FE-DVC. Results show that such an approach reduces the computational cost (when compared to FE-DVC) while maintaining lower measurement uncertainties than standard subset-based DVC.
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Introduction

Today, heterogeneous materials are intensively studied in many engineering fields (as aeronautics, automobile, marine and biomechanics). Their effective properties calls for 3D micro/macro-mechanical characterization [11]. Consequently, volumetric full-field measurements may be convenient, since a large amount of information can be retrieved through a reduced number of experiments (when compared with classical instrumentation techniques).

Among the full-field displacement measurement methods, the Digital Volume Correlation (DVC) [3] (which is a 3D extension of the Digital Image Correlation - DIC - technique [36]) has been applied to many materials over the last years, such as trabecular bone [3, 4], wood [11], granular materials [21, 34], cast iron [20, 30], and stone wool [13], for instance. Since it is a non-contact technique, DVC is very attractive in experimental conditions where classical instrumentation techniques may be unsuccessful. Basically, it compares a sequence of textured 3D images of the same object (under different loading conditions) in order to obtain the associated displacement field of a chosen region of interest (ROI). Any volumetric images acquired by any imaging techniques, like Magnetic Resonance Imaging (MRI) or computed tomography (CT), can be used.

Recently, a global formulation of DIC/DVC was proposed by [5, 31], which seeks the displacement field over an entire ROI. It relies on a weak formulation of the assumption of brightness conservation [16], leading to the inversion of a system whose solution yields the displacements over the entire ROI. The interpolation of this displacement field can be varied. An interesting route
consists in using Finite Elements (FE) shape functions (FE-based DIC/DVC) \[5, 35, 31, 9\]. It thus enables a direct link with numerical simulations. It can be helpful during the identification and validation of constitutive laws and numerical models \[15\]. However, the high number of degrees of freedom (DOF) associated to refined meshes or large structures, can lead to computing time issues \[20, 27\]. As an example, a 3D image of 1000 \times 1000 \times 1000\ voxels may lead to more than \(10^6\) DOF when using elements size of 10 voxels. This requires the inversion of a large system at each iteration in classical FE-based algorithm, whose computational cost may become significant.

These issues have already been addressed in computational mechanics. For instance, the Proper Generalized Decomposition method (PGD) \[1, 18\] has been employed to speed-up the resolution of complex problems, enabling to obtain solution to problems that could not be addressed before. It uses a separated representation of a multi-dimensional function. Specifically, it consists in approximating an N-dimensional function as a sum of products of k-dimensional functions, with \(k < N\). This method was originally used for treating space-time problems \[17\]. It has been extended to multi-dimensional problems like complex fluids modeling \[1\], stochastic simulations \[23\], multi-scale problems \[25\], parametric models \[29\], structural dynamics \[7\], 3D-spatial models \[6\] and numerical homogenization \[12\], for instance. For a comprehensive review of PGD applications, readers may refer to \[8\].

In \[27\], PGD is integrated with DIC in order to speed-up measurements of 2D displacements fields. The unknown displacement field, sought as a sum of products of uni-dimensional functions, is corrected at each approximation of the correlation problem using a fixed-point algorithm. This new method, denoted PGD-DIC, requires only 1D meshes in each dimension, reducing the numerical complexity. It preserves all the advantages of the FE-DIC approaches (such as the continuity and the direct link with numerical simulations) at the same time it reduces their main drawback, namely the associated computational cost.

In this paper, we propose to extend this technique to measure 3D continuous volumetric displacement fields, to cope with the expected computational issue. It is based on the 2D formulation proposed by \[27\]. The unknown displacement field is sought as a sum of products of uni-dimensional functions in the three spatial dimensions. When inserted in the DVC formulation, a coupled system (one problem for each spatial dimension) is obtained. A fixed point algorithm (or alternating dimension algorithm) is used to solve these problems independently. Only few iterations of this algorithm are enough to compute a new best rank one approximation, which is used to compute the linear prediction of the correlation problem. Hence, the computational time associated to the inversion of the FE system is further reduced.

More than that, a multigrid PGD algorithm is devised in this paper. It allows to use different discretizations in each term of the sum in the PGD approximation. Therefore, one can use coarser meshes at the early iterations and refine them during convergence. This algorithm is associated to a coarse graining of the volumetric digital images. As studied in \[5, 9, 33, 14\], it improves convergence and also avoids local minima, which occurs for instance when large displacement magnitudes are involved.

This article is organized as follows. Section 2 recalls the main features of the global DVC formulation. Section 3 presents the basis of PGD and how it is integrated with DVC. The multigrid strategy and a regularization method are also presented. Section 4 validates the proposed method by comparing the uncertainties associated with the FE-based DVC (considered as reference) and analyses a synthetic example. In Section 5 the method is used to measure volumetric displacement measurements in a trabecular bone subjected to compression \[4\]. The results are compared to those obtained from a FE-based DVC. Finally, in Section 6, the characteristics of the proposed method are discussed and new perspectives are exposed.

Digital Volume Correlation (DVC)

Digital Volume Correlation was firstly introduced in \[3\]. It basically consists in a volumetric extension of subset based approaches classically used for DIC. In this section, the main principles of a more recent global formalism \[5, 31\] are presented.

The main idea behind DVC is to determine the optical flow between image sequences, assuming the brightness conservation \[16\]. Let us consider two different volu-
metric images of the same object $f(x)$ (at rest) and $g(x)$ (after loading), where $x$ is the position of a point in the image. Each image $f$ and $g$ collects the gray level of each position $x$, and, under the hypothesis of gray level conservation, they are related by:

$$f(x) = g(x + u(x))$$  \hspace{1cm} (1)$$

where $u(x)$ denotes the unknown displacement field. This three-components vector reads:

$$u(x) = u(x, y, z) = \begin{pmatrix} u(x, y, z) \\ v(x, y, z) \\ w(x, y, z) \end{pmatrix}$$  \hspace{1cm} (2)$$

Determining the displacement field that verifies the assumption (1) is an ill-posed problem. In practice, the gray level information of images $f$ and $g$ is indeed not sufficient to determine all the displacement components at each voxel. Then, a classical sum of squared differences computed over the entire ROI ($\Omega$) is preferred:

$$\Phi^2 = \int_{\Omega} [f(x) - g(x + u(x))]^2 \, dx$$  \hspace{1cm} (3)$$

The problem turns out to find the best $u(x)$ that minimizes (3). Because of the nonlinearity of this equation, an iterative process is employed assuming that the correction of the displacement field, $\delta u(x)$, at each iteration $m$, is small enough to allow for a first order Taylor expansion:

$$g(x + u_m(x)) \approx g(x + u_{m-1}(x)) + \delta u(x)^T \nabla g(x + u_{m-1}(x))$$  \hspace{1cm} (4)$$

where $A^T$ denotes the transpose of $A$, and $\delta u(x) = u_m(x) - u_{m-1}(x)$. This approximation is inserted into (3) to linearize this formulation:

$$\Phi^2 = \int_{\Omega} \left[ f(x) - g_u^m(x) - \delta u(x)^T \nabla g_u^m(x) \right]^2 \, dx$$  \hspace{1cm} (5)$$

with $g_u^m(x) = g(x + u_{m-1}(x))$. This requires an interpolation of $g$ at non-integer voxel positions. Here, a basic linear interpolation was used for the sake of simplicity. The term $(f(x) - g_u^m(x))$ is the correlation residual field (or discrepancy map). It is used as an indicator of the approximation quality of the displacement field $u(x)$. If the convergence of the algorithm is reached, then $g_u^m(x) \approx f(x)$ and one can approximate $\nabla g_u^m(x)$ by $\nabla f(x)$, which circumvents the gradient computation at every iteration. For determining $\nabla f(x)$, a centred finite difference approximation is used. The stationarity condition associated with the minimization of (3), $\forall \delta u^*(x)$, reads:

$$\int_{\Omega} \left[ (\delta u^*(x))^T \nabla f(x) \right] \left[ \delta u(x)^T \nabla f(x) \right] \, dx = 0$$  \hspace{1cm} (6)$$

The problem turns to find the best $\delta u(x)$ that verifies (6). In a general approach, the unknown displacement field is interpolated as [5]:

$$\delta u(x) = \sum_n \Phi_n(x) q_n$$  \hspace{1cm} (7)$$

where $\Phi_n(x)$ are chosen basis functions and $q_n$ the associated DOF. The problem consists then in determining the best $q_n$, which consequently determines the best $\delta u(x)$ within the choice of the considered displacement fields.

Different choices are possible to specify the basis function $\Phi_n(x)$, like piecewise polynomial (equivalent to sub-set approaches) [3], Fourier expansions [37], or pre-computed numerical functions [19] for instance. Another choice consists in the shape functions [35, 5, 31] used in the finite element (FE) method. It ensures the continuity of the displacement field, which reduces measurement uncertainties [15]. In addition, it provides a direct link with numerical simulations, which can be of particular interest for identification and validation purposes [19, 2].

Remark: As shown later, when using a multigrid approach, the basis function may be adjusted for each iteration (different discretizations are used).

In this way, inserting (7) into (6), the following linear system must be solved at each iteration $m$ of the DVC algorithm:

$$[M] \{q\}_m = \{b\}_m$$  \hspace{1cm} (8)$$

with:
here, extending the work of [27] to DVC measurements, and time variables [18], deterministic and stochastic vari-
ables \[ f_r(x, y, z) \] may lead to the inversion of a set of linear systems \( \mathbf{b}_m \approx \mathbf{b}_m(x) \) involving a high number of DOF. Consequently, the computational cost may become prohibitive.

The following section presents a technique to integrate PGD with FE-based DVC, in order to speed-up (with appropriate accuracy) DVC measurements. It is based on the PGD-DIC method proposed in [27].

The PGD-DVC method

In this section, the basis of the PGD method and a detailed formulation of the integration of such an approach in the DVC are presented. A multigrid strategy and a regularization technique are also presented and included in the algorithm. The general structure of the PGD-DVC algorithm is then exposed.

Formulation

PGD uses a separated representation of a generic multidimensional function \( F(x_1, x_2, \ldots, x_n) \). It consists in approximating this function by a finite sum of products involving low-dimensional functions:

\[
F(x_1, x_2, \ldots, x_n) \approx \sum_{i=1}^{k} f_1(x_1) \cdot f_2(x_2) \cdot \ldots \cdot f_n(x_n)
\]

(11)

The separated dimensions can be, for instance, space and time variables [18], deterministic and stochastic variables [23], space variables and parameters [29], but also different dimensions of space independently [6, 27]. Here, extending the work of [27] to DVC measurements, the unknown displacement field \( u(x, y, z) \) is written in a separated form for each of its components \( (u, v, w) \) using unidimensional functions only:

\[
\begin{align*}
\mathbf{u}(x, y, z) &= \begin{pmatrix} u(x, y, z) \\ v(x, y, z) \\ w(x, y, z) \end{pmatrix} \\
&\approx \sum_{i=1}^{m} \begin{pmatrix} u_i^x(x) \cdot u_i^y(y) \cdot u_i^z(z) \\ v_i^x(x) \cdot v_i^y(y) \cdot v_i^z(z) \\ w_i^x(x) \cdot w_i^y(y) \cdot w_i^z(z) \end{pmatrix} + \delta u(x, y, z)
\end{align*}
\]

(12)

where the functions \( u_i^x, u_i^y, u_i^z, v_i^x, v_i^y, v_i^z, w_i^x, w_i^y, w_i^z \) are unknown a priori. These functions are obtained with a fixed point algorithm (power type method [23]). At iteration \( m \) of the DVC algorithm, the displacement field is decomposed as:

\[
\begin{align*}
\mathbf{u}(x, y, z) &= \sum_{i=1}^{m-1} \begin{pmatrix} u_i^x(x) \cdot u_i^y(y) \cdot u_i^z(z) \\ v_i^x(x) \cdot v_i^y(y) \cdot v_i^z(z) \\ w_i^x(x) \cdot w_i^y(y) \cdot w_i^z(z) \end{pmatrix} + \delta u_m(x, y, z)
\end{align*}
\]

(13)

where \( u_{m-1} \) collects the terms calculated by all the previous iterations, and \( \delta u \) is composed of the unknown functions at the present iteration \( m \). By using this formulation, the best correction \( u_m - u_{m-1} \) minimizes the least square formulation associated with the brightness conservation (1).

Remark: Such a tensor decomposition is more likely to handle parallelepiped ROI shapes. However, as shown in [26], there are no theoretical limitations for the use of arbitrary shapes.

By using this approach, \( u_{m-1}(x, y, z) \) is considered fixed, whereas the set of 9 functions \( u_m^x, u_m^y, u_m^z, v_m^x, v_m^y, v_m^z, w_m^x, w_m^y, w_m^z \) are unknown. The corresponding test field is classically assumed to be written as [27, 29]:
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\[
\delta \mathbf{u}^* = \left( \begin{array}{c}
\varepsilon_m^x \cdot u_m^x + \varepsilon_m^y \cdot u_m^y + \varepsilon_m^z \cdot u_m^z \\
\varepsilon_m^x \cdot u_m^x + \varepsilon_m^y \cdot u_m^y + \varepsilon_m^z \cdot u_m^z \\
\varepsilon_m^x \cdot u_m^x + \varepsilon_m^y \cdot u_m^y + \varepsilon_m^z \cdot u_m^z 
\end{array} \right)
\]

Inserting \( \delta \mathbf{u}^* \) and \( \delta \mathbf{u} \) in problem (6) leads to a nonlinear system composed of nine coupled variational formulations. By gathering the unknown functions depending on the same dimension, one can write (6) as 3 coupled linear problems:

\[
\begin{align*}
\int z \gamma^T A(z) \gamma \, dz &= \int z \gamma^T B(z) \, dz \quad (15) \\
\int y \beta^T C(y) \beta \, dy &= \int y \beta^T D(y) \, dy \quad (16) \\
\int x \alpha^T E(x) \alpha \, dx &= \int x \alpha^T F(x) \, dx \quad (17)
\end{align*}
\]

with

\[
\gamma = \begin{bmatrix}
\varepsilon_m^x \\
\varepsilon_m^y \\
\varepsilon_m^z 
\end{bmatrix} \quad \beta = \begin{bmatrix}
\varepsilon_m^x \\
\varepsilon_m^y \\
\varepsilon_m^z 
\end{bmatrix} \quad \alpha = \begin{bmatrix}
\varepsilon_m^x \\
\varepsilon_m^y \\
\varepsilon_m^z 
\end{bmatrix}
\]

where \( A(z), B(z), C(y), D(y), E(x), F(x) \) are, respectively, three symmetric operators and three vectors composed of only one-dimensional coefficients. For instance, \( A(z) \) and \( B(z) \) writes:

\[
A(z) = \begin{bmatrix}
A_{11}(z) & A_{12}(z) & A_{13}(z) \\
A_{12}(z) & A_{22}(z) & A_{23}(z) \\
A_{13}(z) & A_{23}(z) & A_{33}(z)
\end{bmatrix} \quad B(z) = \begin{bmatrix}
B_{11}(z) & B_{12}(z) & B_{13}(z) \\
B_{12}(z) & B_{22}(z) & B_{23}(z) \\
B_{13}(z) & B_{23}(z) & B_{33}(z)
\end{bmatrix}
\]

Similarly, the group of coefficients \( C(y), D(y), E(x), F(x) \) are only one-dimensional operators. By applying an alternating directions fixed point algorithm, one can compute the group of functions \( (\gamma, \beta, \alpha) \). It consists in, firstly, supposing \( \beta \) and \( \alpha \) fixed, so that \( \beta^* \) and \( \alpha^* \) vanishes. Consequently, the system (15)-(17) reduces to a problem involving only the \( z \) dimension (equation (15)).

One should notice that the linear formulation of the correlation problem has become nonlinear (system (15)-(17)). However, it is convenient because a problem of cubic complexity (or quadratic in 2D problems) is substituted by various problems of linear complexity. It can be solved by any numerical method, as finite elements, which needs only 1D mesh in this case. Then, the unknown vector field \( \gamma(z) \) is written as:

\[
\gamma = \begin{bmatrix}
\sum_{j=1}^n N_j(z) c_j \\
\sum_{j=1}^n N_j(z) c_j \\
\sum_{j=1}^n N_j(z) c_j
\end{bmatrix} = \mathbf{N}^z q_{\gamma} \quad (18)
\]

where \( \mathbf{N}^z \) is a matrix collecting all the FE shape functions and \( q_{\gamma} \) the associated DOF vector.

Remark: By using this PGD approach, only 1D meshes in each direction are needed. Then, the total number of DOF involved \( (DOF_{P GD}) \) is lower than that \( B_{2} \) obtained with a FE-based approach \( (DOF_{FE}) \), for a \( B_{3} \) same elements size:

\[
DOF_{P GD} = 3 \cdot (n_x + n_y + n_z) \\
DOF_{FE} = 3 \cdot (n_x \cdot n_y \cdot n_z) \quad (19)
\]
where \( n \) is the number of nodes in each direction.

By inserting (18) into (15), the following linear system is obtained:

\[
\mathbf{A} q = \mathbf{B}
\]

with

\[
\mathbf{A} = \int_z (\mathbf{N}^2)^T \mathbf{A}(z) \mathbf{N}^2 \, dz \quad \mathbf{B} = \int_z (\mathbf{N}^2)^T \mathbf{B}(z) \, dz
\]

Similarly to the \( z \) dimension problem, this procedure is made for the other two dimensions (\( x \) and \( y \)). Then, the fixed point algorithm consists in solving three linear systems (corresponding to each dimension, see (20)), which must be repeated until convergence. The following criterion of stagnation is used [27]:

\[
\eta^2_k = \frac{\|\gamma_k - \gamma_{k-1}\|^2}{\|\gamma_k\|^2} + \frac{\|\beta_k - \beta_{k-1}\|^2}{\|\beta_k\|^2} + \frac{\|\alpha_k - \alpha_{k-1}\|^2}{\|\alpha_k\|^2} < \epsilon_f
\]

where \( \| \cdot \| \) is the Euclidean norm, \( k \) is the current iteration of the fixed point algorithm, and \( \epsilon_f \) is a user-specified convergence parameter. The choice of \( \epsilon_f \) and the maximum number of fixed point iterations \( k_{max} \) are discussed in section 5.3.

It is important to notice that the fixed point algorithm is a step inside the global correlation algorithm. Following [27], the proposed PGD-DVC algorithm computes only one best rank-one approximation at each nonlinear update of \( g(x + u(x)) \), associated with the correlation iterations. Specifically, each approximation of the fixed point algorithm will provide new functions \( u^x, u^y, u^z, v^x, v^y, v^z, w^x, w^y, w^z \) used to correct the displacement field \( u_{m-1} \) (see equation (13)).

By using rank-one approximations, the total number of correlation iterations is dependent on the separability of the unknown field. However, as shown in [27], when a high number of modes are necessary for approximating a hardly separable field, the PGD approach still allows for a reduction of the CPU time (compared to a FE approach).

To measure the convergence of the correlation problem, the following stagnation indicator (based on the relative norm of each 3D field correction component) is introduced [27]:

\[
\eta^2_c = \frac{\|\delta u\|^2}{\|u\|^2} + \frac{\|\delta v\|^2}{\|v\|^2} + \frac{\|\delta w\|^2}{\|w\|^2} < \epsilon_c
\]

where \( \| \cdot \| \) is the Euclidean norm and \( \epsilon_c \) is a user-specified convergence parameter of the correlation problem. The accuracy of the converged displacement field can also be assessed by the stagnation of a norm of the correlation residual field (discrepancy map).

**Multigrid PGD**

The use of a Taylor expansion for the linearization process of the correlation problem (4), requires a low ratio between the displacement \( (\delta u(x)) \) and the spatial variations of the image gray levels \( \nabla g_u \). Then, large displacements with a poor texture may lead to a non-convergence of the correlation algorithm. To circumvent this issue, a coarse graining strategy is usually used [5, 33, 14]. It relies on one or more coarser grids to enlarge the mesh size and smooth the texture, which decreases the ratio displacement/texture. Then, \( \delta u(x) \) remains small and a Taylor expansion can be applied, increasing the maximum measurable displacement obtained with conventional DIC/DVC techniques [14].

In this way, a multigrid version of the PGD approach proposed in [27] is developed. Indeed, thanks to its additive nature, PGD can use different grids for each term in the decomposition. Thus the multigrid-PGD approximation reads:

\[
\begin{align*}
\mathbf{u}(x, y, z) &\approx \sum_i \left( \begin{array}{c}
\mathbf{u}^x_i(x) \cdot \mathbf{u}^y_i(y) \cdot \mathbf{u}^z_i(z) \\
\mathbf{v}^x_i(x) \cdot \mathbf{v}^y_i(y) \cdot \mathbf{v}^z_i(z) \\
\mathbf{w}^x_i(x) \cdot \mathbf{w}^y_i(y) \cdot \mathbf{w}^z_i(z)
\end{array} \right) + \ldots \\
&+ \sum_i \left( \begin{array}{c}
\mathbf{u}^x_i(x) \cdot \mathbf{u}^y_i(y) \cdot \mathbf{u}^z_i(z) \\
\mathbf{v}^x_i(x) \cdot \mathbf{v}^y_i(y) \cdot \mathbf{v}^z_i(z) \\
\mathbf{w}^x_i(x) \cdot \mathbf{w}^y_i(y) \cdot \mathbf{w}^z_i(z)
\end{array} \right)
\end{align*}
\]

(23)

Initially, large elements are used along each axis, and then the unidimensional meshes are refined during convergence. This multigrid PGD is associated to the above coarse graining strategy applied to the images.

The general form of the algorithm can be visualized.
in Figure 1. First, coarser images of the reference image are generated for each level \( h = 0, 1, \ldots, h_{\text{max}} \), in order to smooth the texture of the images. At each level, the original size of the ROI is divided by \( 2^h \). The new image is coarse-textured by combining groups of \( 2 \times 2 \times 2 \) voxels into a single voxel (by using the mean value of gray-levels in each direction) so the number of voxels per element remains constant at each level. Then, starting from coarser level \( h_{\text{max}} \), three first unidimensional meshes are generated (one for each dimension). At this first stage a rigid body translation is used as a primarily initialization. For all the other levels, three new unidimensional meshes are generated (one for each dimension) and the mesh is refined by 2 with respect to the previous grid. After convergence, the algorithm yields a multiscale solution that is expressed on multiple grids. These grids may have nonconforming discretizations (different nodes positions). Note that the grids exchange information directly through the images, avoiding the need of projection or intergrid operations [30].

A representation of coarser images and their meshes is demonstrated in Figure 2, using 4 coarsening levels. In sections 4 and 5 the proposed strategy is applied to synthetic and real examples, in order to present its effect to the convergence of the correlation problem.

**Regularization**

The determination of the optical flow (1) is an ill-posed problem. Then, there is no unique motion explaining an image brightness change [22, 16]. In this way, a regularization process integrated to each scale of the multigrid correlation problem may be advantageous to reach lower residuals. Following [16], a spatial constraint (or smooth constraint) is introduced in the global least square approach (3):

\[
\Phi^2 = \Phi^2 + \lambda \Phi^2_{\text{reg}}
\]  

(24)

The parameter \( \lambda \) weights the influence of the regularization on the correlation problem. The general idea is to smooth the displacement field, which can be based on the Laplace operator:

\[
\Phi_{L}^2 = \int_{\mathbb{R}^3} \left( \frac{\partial u(x)}{\partial x} + \frac{\partial u(x)}{\partial y} + \frac{\partial u(x)}{\partial z} \right)^2 \, dx
\]  

(25)

For this paper, \( \lambda \) was chosen empirically, based on the residuals of the correlation problem. The use of a regularized formulation allows the use of smaller elements size, which may improve the spatial resolution. It will be discussed later, in section 5.2. For more details of the regularization formulation using a PGD approach, readers may refer to [27].

A representation of the general PGD-DVC algorithm is presented in Figure 3 (\( m_{\text{max}} \) is chosen by the user, in order to avoid infinite iterations when the convergence is not possible). In this work, a Matlab code with C++ subroutines was developed. In the next section the proposed method is validated by using artificial images. The results are compared with a standard FE-based DVC, considered as reference.

**Validation using an artificial example**

In this section, an a priori performance of the PGD-DVC method is analyzed and compared to a FE-based DVC, using eight-noded hexahedron elements, considered as reference. Additionally, the effect of the multigrid strategy to the convergence of the correlation problem is analyzed. For these purposes, an artificial reference image of \( 150 \times 150 \times 150 \) voxels was built based on an
extension to 3D of a Perlin noise [28]. The generated image is shown in Figure 4a, and the histogram of gray levels in Figure 4b. The image has 8-bit depth, the mean value of gray levels is \( \approx 128 \) gray levels, the typical size of patterns are \( \approx 3, 2 \) voxels and the standard deviation \( \approx 18 \) gray levels. The 2D procedure for generating an artificial image is described in details in [24].

Figure 2: Representation of the PGD-based multigrid coarse images, with a reference ROI of \( 80 \times 80 \times 80 \) voxels and element length of 10 voxels in each direction (using 4 coarsening levels).

Noise sensitivity

Firstly, to investigate the displacement resolution, a noise sensitivity analysis is performed [5]. It consists in adding a random noise with a standard deviation of \( \sigma_n = 1 \) gray levels at each voxel of a reference image \( f \), generating a new image \( g \). It represents the noise associated with the image acquisition [20]. Then, the DVC algorithm is applied using this pair of images. The estimated displacement field is expected to be zero, since no displacement field is introduced on the image. Following [20], the standard displacement uncertainty \( \sigma_u \) is such that:

\[
\sigma_u \propto \frac{\sigma_n}{L^{3/2}} \quad (26)
\]

where \( L \) is the number of voxels in the considered element. The standard displacement uncertainty \( \sigma_u \) (considering the voxels over the entire ROI) as a function of the element size can be viewed in Figure 5. The interpolation line is described by a power law \( A/L^{\alpha} \), where \( \alpha = 1.76 \) is in good agreement with equation (26).

Sub-pixel interpolation sensitivity

Additionally, another indicator was used to analyze the uncertainty of PGD-DVC measurements. It consists in generating a sequence of translated images \( g_i \) from the reference image \( f \) by an imposed displacement \( u_{ref} \) (without noise), as proposed by [5]. A translation was interpolated linearly in the y-direction, with \( u_{ref}^p \) taking the values \( p = \{0.1, 0.2, ..., 1\} \) pixel, as sub-pixels interpolations are the main source of errors [5]. The quality of the measured displacement \( \langle u_m^p \rangle \) of \( u_{ref}^p \) can be assessed by the standard displacement uncertainty \( \sigma_u \), and the mean displacement error \( \delta_u \), defined by:

\[
\langle \sigma_u \rangle_s = \frac{1}{10} \sum_{p=0.1}^{1} \left( (u_m^p - \langle u_m^p \rangle)^2 \right)^{1/2} \quad (27)
\]

\[
\langle \delta_u \rangle_s = \frac{1}{10} \sum_{p=0.1}^{1} |\langle u_m^p \rangle - u_{ref}^p| \quad (28)
\]

where \( \langle u \rangle \) defines the mean value of a displacement field \( u \) over each voxel of the ROI and \( \langle \cdot \rangle_s \) the average over the 10 shift values. Figure 6 shows \( \langle \sigma_u \rangle_s \) and \( \langle \delta_u \rangle_s \) as a function of the element size. The displacement uncertainty decreases when the element size increases, as expected [20, 5, 32]. The results also reveal that the PGD-DVC method is in good agreement with FE-DVC regarding measurement quality. Finally, one can observe that for large element sizes (higher than 80 voxels in each direction, in this case) the uncertainties increase, which is justified by a poor statistical information (only one
Load f and g images;
ROI definition and mesh;
Compute gradient (\(\nabla f\));
Multigrid solutions (\(u_o\));
Regularization operator construction;

\[\Rightarrow \text{CORRELATION ITERATIONS:}\]
Initialization: \(m = 1\);
while (\(\eta_c > \epsilon_c\)) and (\(m < m_{\text{max}}\)) do
Update residual \(f - g_u\); 

\[\Rightarrow \text{FIXED POINT ALGORITHM:}\]
Initialization: \([\gamma, \beta, \alpha] ; k = 1\);
while (\(\eta_f > \epsilon_f\)) and (\(k < k_{\text{max}}\)) do
(\(\beta, \alpha\)) fixed: z-monodimensional problem;
\[\Rightarrow \text{Compute } \gamma;\]
(\(\gamma, \alpha\)) fixed: y-monodimensional problem;
\[\Rightarrow \text{Compute } \beta;\]
(\(\gamma, \beta\)) fixed: x-monodimensional problem;
\[\Rightarrow \text{Compute } \alpha;\]
Fixed point stagnation indicator \(\eta_f\);
\[k = k + 1;\]
end
Convergence indicator \(\eta_c\); 
Displacement update:
\[u_o = u_o + \begin{pmatrix} u_m^x \cdot v^y \cdot w^z \\ v^x \cdot v^y \cdot v^z \\ w^x \cdot w^y \cdot w^z \end{pmatrix} ;\]
\[m = m + 1;\]
end

Figure 3: The PGD-DVC algorithm. A fixed point algorithm (which involves only unidimensional problems) is integrated into the correlation iterations.

Figure 4: (a) Artificial reference image f based on Perlin noise. Mean value \(\approx 128\) gray levels, standard deviation \(\approx 18\) gray levels; (b) Histogram of gray levels.

Figure 5: Noise sensitivity analysis. \(\sigma_u\) as a function of element size, for both methods.

\(\sigma_u\) as a function of element size in each direction in this case.)
Figure 6: Sub-pixel interpolation sensitivity. $\langle \sigma_u \rangle_s$ and $\langle \delta_u \rangle_s$ as a function of element sizes, for both methods.

A first synthetic example

Last, a more complex displacement is imposed in order to compare the measured displacement field obtained by both methods. By using spherical coordinates, each component of the imposed displacement field is written as:

$$\mathbf{u}_{\text{imp}}(r, \theta, \phi) = \begin{pmatrix} u(r, \theta, \phi) \\ v(r, \theta, \phi) \\ w(r, \theta, \phi) \end{pmatrix} = \begin{pmatrix} r^4 [a.\cos(\theta) - b.\sin(\phi)] \\ r^4 [a.\sin(\theta) - b.\cos(\phi)] \\ r^4 [a.\cos(\theta) - b.\cos(\phi)] \end{pmatrix}$$

(29)

where a and b are weight parameters. The components of the imposed displacement field are functions of all the three spatial dimensions. Consequently, the decomposition by PGD of such field is nontrivial. The reference image used here is the same as the one presented in Figure 4a. The $x$-component of the prescribed displacement field is shown in Figure 7 (in this particular case, $a = 2$ and $b = 5$). The chosen ROI has $120 \times 120 \times 120$ voxels, and the elements size is set to 20 voxels in each direction.

The difference (residual) between the imposed and the measured $x$-component of the displacement field ($U_x^{\text{ref}}$ and $U_x^{\text{PGD/FE}}$, respectively), and the discrepancy map (with respect to the dynamic range) obtained for both methods are presented in Figure 8. The mean value and standard deviation corresponding to Figure 8a and 8b are $ \approx 1.6 \cdot 10^{-3}$ and $ \approx 0.03$, respectively. For Figure 8c and 8d, the mean value and standard deviation are $ \approx 2.10^{-13}\%$ and $ \approx 1.7\%$, respectively. The PGD-DVC algorithm converged with $m = 62$ iterations (using $\epsilon_c = 10^{-3}$). One can observe that the measured displacement field obtained by PGD-DVC is very close to the one measured with FE-DVC.

Figure 7: $x$-component of the prescribed displacement field (voxels).

Effects of the multigrid strategy

To exemplify the use of a multigrid strategy, a more important displacement field ($\approx 30$ voxels of magnitude in the $y$-direction) utilizing (29) was imposed to the same reference image (Figure 4a). Elements size of 20 voxels in each direction was used, with a ROI of $80 \times 80 \times 80$ voxels.

Following [33], Figure 9a shows that when only one single grid is used without regularization, the convergence of the correlation problem is not obtained (in this case, $\epsilon_c = 10^{-3}$). When using three grids (without regularization), the convergence is reached and the measurement can be performed.

Additionally, Figure 9b shows that when no multigrid nor regularization are used, the choice of the elements size is restricted. Then, reaching lower residuals is only possible when using both numerical strategies. These
results show that a combination of multigrid and regularization makes the algorithm more robust to large displacement fields and/or fine grids.

Application to a real experiment: trabecular bone compression

In this section, a real example of a trabecular bovine bone under compression, monitored by micro-MRI, is studied. This case was firstly analyzed in [4], using a FE-based DVC algorithm (with eight-noded hexahedron elements) to determine the displacement and strain fields. The data can be useful for FE models validation and also to determine the material properties.

The experiment consists in compressing a bovine bone specimen. Its natural trabecular network is used as a texture for DVC. The field of view of the MRI images is $256 \times 512 \times 256$ voxels, corresponding to 40mm x 20mm x 20mm. For a detailed description of the specimen preparation, compression device and image acquisition, readers may refer to [4].
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Figure 9: Analysis of the PGD multigrid and regularization, applied to a pair of synthetic volumetric images with a large imposed displacement field. (a) Convergence criteria during the correlation iterations $m$. The use of different grids (without regularization) allowed the convergence of the correlation problem (elements size = 20 voxels); and (b) Dimensionless residual as a function of the elements size. The use of the multigrid strategy combined with regularization allows to achieve lower residuals.

A priori analysis

Here, a comparison is made between PGD-DVC and FE-DVC performances (considered as reference). The chosen ROI is composed of $95 \times 180 \times 100$ voxels, in order to enclose the maximum of the specimen (which has the dimension of $16\text{mm} \times 10\text{mm} \times 10\text{mm}$). The reference image (corresponding to the chosen ROI) is shown in Figure 10a (standard deviation $\approx 24$ gray levels, size of patterns $\approx 2,2$ voxels). One can observe its natural texture, necessary for the DVC correlation problem. The standard displacement uncertainty $\langle \sigma_u \rangle_s$ and the mean displacement error $\langle \delta_u \rangle_s$ (without noise), as a function of the elements size are shown in Figure 10b. The results show that measured displacements have a subvoxel resolution, which is in good agreement with [4].

Displacement Measurements

The measured displacement field and the associated discrepancy map (with respect to the dynamic range) obtained by each technique (using the same ROI as shown in Figure 10a) are presented in Figure 11, using element size of 20 voxels in each direction. The mean displacement $\langle U_y \rangle$ is equal to $\approx -4.5$ voxels, which is in accordance with [4]. The mean value and the standard deviation of the difference (residual) between the measured displacement field in the y-direction $U_{y}^{FE} - U_{y}^{PGD}$ (Figure 11c) are, respectively, $\approx 3.6 \cdot 10^{-4}$ and $\approx 0.013$ voxels. The measured displacement fields and discrepancy maps of both methods are very similar. The PGD-DVC algorithm converged after 39 iterations $m$ (with $\epsilon_c = 10^{-3}$).

Figure 12a shows that, when using elements size of 15 voxels without regularization, the convergence of the correlation problem is only reached when using the multigrid strategy (three grids in this case). In Figure 12b, the use of smaller elements size allows to reach lower correlation residuals, which is possible when combining regularization with multigrid. However, smaller elements size increases the number of DOF, which may lead to prohibitive computational costs. In this way, a CPU time analysis is performed, in order to compare the computational cost of the proposed method with that of FE-based DVC.
Figure 10: Practical case primary analysis. (a) reference image (gray levels) of the trabecular bone, obtained by micro-MRI. The ROI is composed of $95 \times 180 \times 100$ voxels, standard deviation $\approx 24$ gray levels; and (b) Uncertainty analysis: $\langle \sigma_u \rangle_s$ and $\langle \delta_u \rangle_s$, associated with imposed sub-voxel displacements.

**CPU time analysis**

As demonstrated in [27], the computational cost obtained with the proposed method may become significantly lower than the one associated to a FE-based DIC/DVC, especially when small elements are used to improve the resolution. Figure 13a shows the CPU time as a function of the elements size. The same initialization (one grid only, rigid body translation), regularization and ROI size ($95 \times 180 \times 100$ voxels) were used for both methods. When performing measures with fine spatial resolution, the computational cost of PGD-DVC is much lower than FE-DVC.

Figure 13b shows the CPU time as a function of $k_{max}$, the maximum number of fixed-point algorithm iterations (see Figure 3), specified by the user. The same ROI ($95 \times 180 \times 100$ voxels), elements size (10 voxels) and convergence criterion of the correlation problem $\eta_c$ ($10^{-3}$) were used. Solving the fixed-point accurately (choosing a large $k_{max}$) leads to inefficient iterations, which unnecessarily increase the computational cost without improving the accuracy nor the convergence rate of the correlation solver. Conversely, performing only one fixed point iteration ($k_{max} = 1$) induces a high increase of the number of iterations $m$ of the correlation problem, increasing the CPU time. One can observe that, in this example, few iterations $k$ are necessary (more precisely, from two to five iterations) to obtain accurate results with a minimum computational cost.

**Summary and conclusions**

In this article, an extension of the PGD-based digital image correlation (PGD-DIC) to volumetric displacement measurements (PGD-DVC) is presented. The idea consists in seeking the unknown 3D displacement field as a product of separated 1D spatial functions. Each problem is solved independently thanks to a fixed-point algorithm, which reduces the numerical complexity. Results show that very few iterations of the fixed-point and one single best rank one approximation at each linear prediction of the correlation are necessary for the convergence of the correlation problem.

Additionally, a multigrid PGD was developed which allows to handle meshes defined at different scales in the decomposition. Associated to image coarse graining [5, 33], this method improves the convergence of the standard PGD-DIC [27] by avoiding local minima. This is the case, for instance, when displacements are large when compared to the gray level spatial variations of the images. This multigrid PGD allows to reach a bet-
Figure 11: Practical case results, for both methods. (a) and (b) y- component of the displacement field; (c) Difference between measurements $U_y^{FE}$ and $U_y^{PGD}$ (mean value: $\approx 3.6 \cdot 10^{-4}$ voxels, standard deviation: $\approx 0.013$ voxels); (d) and (e) Discrepancy map with respect to the dynamic range (mean value $\approx 5.10^{-13}\%$, standard deviation $= 2.5\%$ for both methods).

When compared with a standard FE-based DVC, using artificial and practical cases, the proposed method has the same performance regarding uncertainty analysis. Both methods produce very similar results, since the interpolation should theoretically span the same approximation space. By decreasing the element size to obtain a finer spatial resolution, the proposed method admits a reduced computational cost compared to FE-based DVC.

The use of very large ROI sizes leads to additional challenges associated with the computational cost. For instance, a ROI composed of $2000 \times 2000 \times 2000$ voxels may result in more than $10^6$ DOF, when using relatively large element size of 20 voxels. Consequently, PGD-DVC should represent an adequate and efficient method to deal with measurements and identification of constitutive laws at the voxel-scale [20, 10].
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Figure 12: Analysis of the PGD multigrid and regularization, applied to micro-MRI images of a trabecular bone under compression. (a) Convergence criteria during the correlation iterations $m$. The use of multigrid (without regularization) allowed the convergence of the correlation problem (elements size = 15 voxels); and (b) Dimensionless residual as a function of the elements size. The use of the multigrid strategy combined with regularization allows to achieve lower residuals.

Figure 13: (a) CPU time as a function of the element size, for both methods, using the same regularization, initialization and ROI size. In this case, PGD-DVC considerably reduced the computational cost when using a fine discretization. (b) CPU time as a function of the maximum number of the fixed-point algorithm iterations, specified by the user. The same elements size, ROI and convergence criterion of the correlation problem ($\eta_c$) were used. Very few iterations of the fixed-point algorithm are needed for the convergence of the correlation problem.
References


