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1. Introduction

It is well known that strains in concrete under severe loadings tend to localize in specific areas of finite dimensions. Con-
stitutive laws without an internal length parameter predict this dimension to be zero, with vanishing energy dissipation at
failure. The numerical response is no longer objective but depends on the finite element mesh (number and orientation of
the elements) [1]. Several solutions exist in the literature: the use of constitutive laws that introduce indirectly an internal
length by involving gradients of an internal variable like plastic strain [2,3] or damage [4] or the use of higher order media
(media with microstructure) [5–7]. An alternative way is to introduce explicitly an internal length in the model following the
non-local damage theory [8].

Another problem when studying fracture within a continuum mechanics approach is the reproduction of cracks including
inception, location, propagation and opening. Damage mechanics models, often used for concrete, successfully predict the
onset and location of failure but are unable to describe crack discontinuities and crack openings. The use of specific post-
processing procedures on the continuum damage fields is a possible solution (see for example the French national project
ANR MEFISTO [9]).

Different techniques can be used to determine crack openings. Mindess [37] proposed that any crack with a width more
than 6 lm could be considered as a macrocrack. However, in the Fracture Process Zone (FPZ) several microcracks are present
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Nomenclature

d scalar damage variable
da maximum size of aggregates
dt scalar damage variable in tension
dc scalar damage variable in compression
lc internal length of the non-local continuum
l/D span to depth ratio
Ac material parameter in the damage evolution law (compression)
At material parameter in the damage evolution law (traction)
B thickness of beam
Bc parameter in the damage evolution law (compression)
Bt parameter in the damage evolution law (traction)
Bft normalization parameter for ordinate in the normalized size effect curve
CMOD Crack Mouth Opening Displacement
COD Crack Opening Displacement
D height of beam
D0 normalization parameter for abscissa in the normalized size effect curve
E Young’s modulus
FPZ Fracture Process Zone
Fmax maximum force attained by the specimen
~P vector of unknown model parameters
Ri

exp experimental response for the size i ði 2 ½1;2;3�Þ
Ri (~P) numerical response for the size i ði 2 ½1;2;3�Þ
Vr (x) representative volume at point x

Greek symbols
at weight coefficient to combine damage variables in tension and compression
exx volumetric strain component in axial direction
eyy volumetric strain component in vertical direction
exy deviatoric strain
~e positive equivalent measure of strain
�e non-local strain
dij Kronecker symbol
jD0 initial damage threshold parameter in the damage evolution law
X volume of the structure
j damage threshold parameter in the damage evolution law
w weight function for the computation of non-local strains
sð~PÞ functional to minimize in the Levenberg–Marquardt algorithm
v0 Poison’s ratio
and sometimes are isolated from the macrocrack [37,38]. The crack openings of the individual microcracks are very small
(sometimes less than a micrometre) and are very difficult to measure as microcracks are densely spread in this zone. In fact,
it is more interesting to quantify the cumulative crack openings of the microcracks present in the FPZ that to measure the
crack opening of the individual microcracks. This can be done using X-ray or Acoustic Emission (AE) techniques that can fol-
low the crack formation inside the material [25,39]. Otsuka and Date [25] have shown the similitude between data recorded
with the X-ray technique and AE events. The digital image correlation (DIC) technique is also sometimes used to determine
crack profiles in concrete [40,41]. It provides high-resolution measurements of the displacement field on the specimen sur-
faces from which crack openings can be easily determined. With this method, discontinuities are first detected in the dis-
placement fields and then the relative displacements are calculated across the opposite sides of the crack and along its
full length [10–12].

In this paper, we study crack propagation and size effect in concrete specimens combining some of the above experimen-
tal and numerical tools. More specifically, three point bending tests performed at Ecole Centrale Nantes are presented and
crack openings are estimated with the DIC technique [10]. An isotropic non-local damage model is used for the numerical
simulations and an optimization algorithm is used for the calibration of the material parameters, as suggested in [13]. In
addition however, not only global but also local variables (damage distribution and crack opening profiles) are confronted
to the experimental results. Parametrical studies are presented and important interesting conclusions are drawn about
the ability and limitations of the chosen non-local model to reproduce crack propagation and size effect in concrete
specimens.
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2. Three point bending tests

2.1. Specimens and experimental procedure

Three sizes of concrete beam specimens were designed: while geometrically similar in two dimensions (length and
depth), their cross sectional heights D were taken equal to 100, 200 and 400 mm respectively. Their cross sections were rect-
angular, the thickness B equal to 100 mm and the span to depth ratio (l/D) equal to 3:1. The beams were notched at mid-span
with a notch length a that varied proportionally to the size of the beam (a/D was kept equal to 0.2). The design followed the
RILEM recommendations for size effect [14]. The beams are designated hereafter as D1, D2 and D3 (for small, medium and
large size).

The coarse aggregate used in the concrete mixture had a maximum size of da = 20 mm. Tests to define the axial compres-
sive strength and the Young’s modulus were performed and the average values at 28 days were found 45 MPa and
38 � 103 MPa respectively.

The bending tests were performed with a controlled notch opening displacement (or Crack Mouth Opening Displacement,
CMOD) rate of 0.05 lm/s. This type of control allows obtaining a gradual increase in the crack openings and at a later stage
(post-peak regime) a steady decrease of the load bearing capacity.

The DIC method was applied and images were continuously obtained during the whole loading branch. For each beam
size, two series of tests were performed. In the first, the cameras were focused on an area of approximately 60 � 100 mm
above the notch of the beam. For this resolution, 1 pixel in the image represents an approx. 35 lm square on the specimen.
In the second, the cameras were mounted at a certain distance required to monitor the full height of the specimen. The res-
olutions obtained were: 1 pixel = 105 lm for the D1 beam, 1 pixel = 180 lm for the D2 and 1 pixel = 288 lm for the D3. Dis-
placement fields were finally calculated using the DIC technique.

2.2. Experimental results

In order to validate the DIC setup, Crack Opening Displacements (COD) were calculated from the digital images consid-
ering the sum of the horizontal displacements of two points at a distance 5 mm on either side of the crack. This simplified
method seems to provide satisfactory results for the case when the structural behavior is mainly 1D (i.e. beam elements) and
the DIC technique can clearly identify the boundaries of the (localized) crack (a similar method is applied in Section 4.3 to
calculate the numerical COD). In order to validate the chosen procedure, the CMOD was thus determined and compared with
experimental measurements from a CMOD clip gauge. The two measurements showed a good agreement with a variation in
the range of ±3 lm [15].

The COD issued from DIC at different locations along the crack length (i.e. along the height of the specimen) were calcu-
lated following the previous procedure for the three specimens and for different levels of loading. The results of the D2 spec-
imen are presented hereafter (Fig. 1): Crack opening profiles on both sides (a and b) of the specimen have the same slope and
are similar in the pre-peak but also in the post-peak regime. Conclusions were identical for the specimens D1 and D3 [15].

From the crack opening profiles, the crack length (measured from the notch tip) can be approximately located considering
where the COD becomes equal to zero (i.e. crack closure). Actually, the crack tip is ‘‘blurred’’ by microcracking in the Fracture
Process Zone (FPZ) and the COD gives the cumulative crack openings of all the microcracks in the FPZ. Therefore, the crack
length measured in this way is the length of the macrocrack plus the length of the FPZ where microcracks exist. This indi-
cator can be very useful to study the durability of concrete structures, especially for cases where minor cracks can cause seri-
ous damage.
Notch 
tip 

0

5

10

15

20

25

30

35

40

45

-10 0 10 20 30 40 50 60 70 80 90 100
Crack opening displcement (µm)

H
ei

gh
t o

f b
ea

m
 (m

m
)

60% pre-peak side-a

60% pre-peak side-b

90% pre-peak side-a

90% pre-peak side-b

100% peak side-a

100% peak side-b

80% post-peak side-a

80% post-peak side-b

60% post-peak side-a

60% post-peak side-b

Fig. 1. Crack opening profile at different loading steps on two sides (a and b) of D2 specimen.
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The relative crack length is defined hereafter as the ratio of the crack length with the height of the specimen from the
notch tip. Fig. 2 represents its evolution for different levels of loading and for all the specimens. It can be seen that for all
specimens the formation of crack starts before the maximum load is reached. For the smaller specimen D1, the crack initiates
at low load level. For the larger specimen D3, the crack appears just before the peak load.

The evolution of the relative crack of the D1 specimen can be divided in three stages: the first stage is situated between
the crack initiation and just after the peak load (i.e. from 50% Fmax in the pre-peak to 95% Fmax in the post-peak regime). With-
in this stage, the crack growth is smooth. In the second stage i.e. from 95% Fmax to 80% Fmax in post-peak regime, the relative
crack grows suddenly multiplying by two its value. In the last stage, evolution is relatively slow. It can also be observed that
the relative crack length for the D1 specimen is bigger compared to D2 and D3 and this for all the loading phases. This is an
evidence of a significant size effect on the crack length. Finally, according to the original version of the Bazant Size Effect Law
[16] the relative crack length at peak load should be constant for concrete specimens of varying sizes. This assumption is not
confirmed with the above experimental study.

During loading, microcracks first arise which change gradually into dominant distinct macroscopic discrete cracks up to
rupture. Thus, a fracture process is generally subdivided into two main stages: appearance of narrow localized zones of in-
tense deformation (including microcracks) and occurrence of discrete macrocracks. The zone of strain localization is identi-
fied experimentally (Figs. 3 and 4). Only the axial component (exx) is provided, the magnitudes of the other components (eyy

and exy) being significantly (5–10 times) smaller. Nevertheless, the strain pattern is obtained using continuum mechanics
laws. Therefore, only the strains before the appearance of a macrocrack are meaningful.

It should be also noticed that the width of the strain localization zone in the pre-peak regime remains (almost) constant
(approximately 100 lm for D1 and D2, slightly greater for D3, Fig. 4). The width of the strain localization zone is comparable
to results found in the literature where DIC technique is used e.g. in the experiments of Skarzynski et al. [42]. However, it is
also possible that the localization zone (measured on the concrete surface in our experiments) is significantly larger inside
the specimen. The width of the localization zone increases as the load approaches the peak and further increases in the post-
peak regime. This observation is valid for all the specimen sizes.
3. Numerical modelling of crack propagation

In this section, the non-linear behavior of D1, D2 and D3 specimens is reproduced using the non-local formulation of
Mazars isotropic continuum damage mechanics model [8,17] and the finite element code Cast3M [18].

3.1. Constitutive law

An isotropic scalar damage model is adopted
eij ¼
1þ m0

Eð1� dÞrij �
m0

Eð1� dÞrkkdij ð1Þ
where d is the damage variable with values varying from 0 to 1 (for d = 1, the material is assumed completely damaged).
v0, E and dij are the Poison’s ratio, Young’s modulus and Kronecker symbol respectively.
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Fig. 2. Evolution of relative crack length with loading steps for D1, D2 and D3 specimens (experimental results).
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Fig. 3. Experimental Green Lagrange strain fields (exx) in D1, D2 and D3 specimens at peak load.
The damage loading function is defined as:
f ð~e;jÞ ¼ ~e� j ð2Þ
where ~e is a positive equivalent measure of strain and j is a threshold value. For the equivalent strain, Mazars [17] proposed
the following form:
~e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3

i¼1
ðheiiþÞ

2

r
ð3Þ
where ei are the principal strains.
In order to capture the difference on the behavior in tension and compression, Mazars [17] proposed to split the damage

variable into two parts:
d ¼ atdt þ ð1� atÞdc ð4Þ
where dt is the damage variable in tension and dc in compression. They are combined using a weight coefficient at defined as
a function of the principal strains et

ij and ec
ij due to positive and negative stresses respectively.

The evolution of damage is provided in an integrated form:
dt;c ¼ 1� jD0ð1� At;cÞ
j

� At;c expð�Bt;cðj� jD0ÞÞ ð5Þ
where jD0, At, Bt, Ac and Bc are model parameters. Detailed information on this damage mechanics law can be found in [17].

3.2. Non-local formulation

The non-local damage mechanics theory [8] proposes to replace the equivalent strain ~e with an average value defined as:
�eðxÞ ¼ 1
VrðxÞ

Z
X

wðsÞ~eðsþ xÞds with VrðxÞ ¼
Z

X
wðsÞds ð6Þ
where X is the volume of the structure, Vr(x) is the representative volume at point x, and w(s) is the weight function:
wðxÞ ¼ exp �4jsj2

l2c

 !
ð7Þ
where lc is the internal length of the non-local continuum, related to the width of the FPZ [19].

3.3. Mesh discretization

A plane stress assumption is adopted. Two dimensional quadrilateral elements with four gauss points are used for the
mesh and the size of the elements is kept small in the area close to the notch where damage is expected. The lower limit
of the element size verifies the criterion that the characteristic length lc should be at least three times the size of the element.
The finite element meshes of D1, D2 and D3 beams are presented in Fig. 5. The notch tip of the beams is modelled as an arc to
avoid any singularity on the mechanical fields.

3.4. Boundary conditions

Due to the symmetric boundary conditions and in order to reduce the computational demands, only one half of the beams
are modelled (thus, the model can reproduce only symmetric solutions). The non-local damage formulation of the Mazars
5
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Fig. 4. Experimental strain profiles at the front of the notch in D1, D2 and D3 beams.
damage model is considered in the central part of the beams (represented in red1 in Fig. 5); the behavior of the other part is
assumed linear elastic. This also helps reducing considerably the time of the simulation. The area of the beam modelled with
the non-local damage law is proportional to their height.

Loading is applied as an increment of the vertical displacement of a rigid plate (assuming a linear elastic law and a
Young’s modulus ten times greater than that of concrete) fixed at the top right end of the beam (see Fig. 6). To reproduce
the symmetric boundary conditions, all the displacements in the horizontal direction (X-displacement) of the right side of
the beam above the notch are blocked. The vertical displacement of the articulation at the left side of the beam is also
restrained.
1 For interpretation of color in Fig. 5, the reader is referred to the web version of this article.
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Fig. 5. Finite element meshes for D1, D2 and D3 beams.
In the following sections, global results are presented in the form of Force–CMOD curves. The force is calculated as the
vertical reaction at the bottom left support of the beam and CMOD as the horizontal displacement at the bottom right corner
(see Fig. 6).
3.5. Determination of the non-local damage model parameters

Two sets of parameters have to be identified for the non-local formulation of the Mazars law i.e. the parameters which are
related with the original, local equations of the model [17] and the spatial parameter lc governing the interaction of the mate-
rial points. These two sets of parameters are closely related to each other and should be appropriately determined to provide
the non-local model with a response consistent with the required macroscopic material behavior and the local fracture char-
acteristics. The existence of the spatial parameter requires the solution of a boundary value problem [13]. This is totally dif-
ferent from the local approach, where the constitutive behavior of the model can be calibrated directly from the
experimental data.

This issue has been discussed by several researchers. Their studies can be generally grouped into two classes: those based
directly on a numerical inverse analysis of the experimental results and those exploiting the correspondence between the
cohesive crack model and the crack band model. In the first category, automatic calibration procedures are generally em-
ployed using different optimization algorithms [13,20,21]. In the second category, the correspondence between the cohesive
crack model and the crack band model along with a relationship between the internal length parameter of the non-local
model and the width h of the fracture process zone is exploited (e.g. in non-local and gradient models used by De Borst
and Pamin [22] and Di Prisco and co-workers [23]).

In the following, an optimization algorithm is applied based on an inverse analysis on the size effect experiments pre-
sented earlier in this paper. The general procedure is the one proposed by Le Bellego and co-workers [13]. The eight model
parameters to identify are assembled in the following vector:
xT ¼ ½E t jD0 At Bt Ac Bc b lc� ð8Þ
The Young’s modulus E and the Poison’s ratio t can be determined from standard uni-axial tests. jD0 is the damage
threshold, At and Bt are the parameters of the model relative to the damage evolution under tensile loadings and Ac and
Bc under compressive loadings; b is linked to the shear response. For the case of three point bending tests, traction is more
important than compression and shear. The parameters Ac, Bc and b are therefore defined considering typical values (1.2,
1500 and 1.06 respectively). The internal length lc characterizes the material connectivity and the fracture process zone,
and needs to be determined. The vector of unknown material parameters thus becomes:
PT ¼ ½jD0 At Bt lc� ð9Þ
An initial set of the four unknown model parameters is first determined by manual calibration on the experimental
Force–CMOD curves. The medium size (D2) beam is chosen for the initial fitting. Le Bellego and co-workers [13] proposed
Point where the 
force is calculated 

Point where the 
CMOD is calculated 

δ

Fig. 6. Boundary conditions.
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Table 1
Initial values of the non-local model parameters (manual calibration).

jD0 At Bt lc (mm)

Initial set – 1 3.37 � 10�5 0.83 8345 40
Initial set – 2 3.26 � 10�5 0.81 5442 20

0

2

4

6

8

10

12

14

0 50 100 150 200 250 300 350 400
Notch Mouth Opening Displcement (µm)

Fo
rc

e 
(k

N
)

lc = 40 mm

lc = 20 mm

Experimental range

Fig. 7. Force–CMOD curve for the D2 beam (manual calibration).

Table 2
Non-local model parameters (optimization algorithm).

jD0 At Bt lc (mm)

Set – 1 2.67 � 10�5 0.80 13,665 99.1
Set – 2 2.90 � 10�5 0.74 4798 15.4
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Fig. 8. Force–CMOD curves for the D1, D2 and D3 beams (optimization algorithm).
that the initial value of lc should be related to the size of the FPZ and can be taken between 2da to 5da, where da is the max-
imum size of aggregates. In this study, two different values of lc are tested and two initial sets of parameters are obtained as
shown in Table 1. In the first set, the internal length lc equals 2da and in the second lc equals da. The Force–CMOD curves for
both sets are presented in Fig. 7.

Although the manual calibration provides acceptable global results, local phenomena may not be correctly reproduced.
Furthermore, application to specimens of different sizes could not be accurate because the size effect may not be well
captured. Therefore and as suggested in [13], an optimization procedure is applied: the initial sets are adjusted on the
Force–CMOD responses of the three specimens simultaneously using the Levenberg–Marquardt algorithm that performs a
minimization of the following functional sð~PÞ [13]:
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Fig. 9. Size effect plots. Experimental and numerical data normalized using parameters coming from (a) computation (b) experiments.

Table 3
Size independent fracture parameters.

Parameter set D0 (mm) Bft (MPa) Gf (N/m) l�ch (mm)

lc = 99 mm 115.68 4.19 31.5 68.4
lc = 15 mm 91.61 4.69 31.4 54.1
Experiment 423.3 3.02 60.2 250.2

l�ch is the material characteristic length according to Hillerborg [34].
sð~PÞ ¼ 1
2

X3

size¼1

X
measured data points
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where Ri
exp is the ‘‘experimental response’’ for the size i ði 2 ½1;2;3�Þ, Ri (~P) is the ‘‘numerical response’’ and~P is the vector of

model parameters.
Several definitions can be used for the ‘‘experimental’’ and ‘‘numerical’’ responses. Hereafter, calibration is done using the

stresses corresponding to 100 values of CMOD equally spaced and covering the whole experimental data range (it is impor-
tant to cover the whole experimental post-peak regime in order to reproduce crack propagation but also for durability
studies). Because the responses are in different scales for the three specimens, it is necessary to express them in a non-
dimensional way (or to use a weighted functional). This is the reason why the error between the numerical and experimental
responses is divided by the maximal experimental response relative at each size. Cast3M needed five iterations to minimize
the functional (the error reached a minimum and remained constant afterwards).

Table 2 presents the model parameters calculated by the optimization procedure for both sets of the initial parameters.
The relative global responses are given in Fig. 8. It can be observed that the two sets provide the correct (experimental) value
of peak load for the D2 beam. For D1 and D3 beams however, the peak loads are not satisfactory. Furthermore, calibration is
relatively poor in the post-peak regime.
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Fig. 10. Evolution of the internal damage variable d for the D2 beam (a) at peak load, lc = 99 mm, (b) at the tail end of the F–CMOD curve, lc = 99 mm, (c) at
peak load, lc = 15 mm and (d) at the tail end of F–CMOD curve, lc = 15 mm.
4. Discussion

In the previous section, calibration of the non-local damage model is performed using an optimization algorithm. Input to
the algorithm is the initial set of model parameters calibrated manually using the medium size beam. Consequently in Fig. 8,
numerical results are better calibrated for the D2 beam compared to the D1 and D3 beams. The performance of the optimi-
zation procedure is limited and results are highly dependent on the initial parameter sets. Two manually calibrated initial
sets converge to two different solutions with internal lengths varying from 15.4 mm (0.77da) to 99.1 mm (4.95da), thus
not always inside the range proposed in [13]. In addition, a converged single set of parameters that provides an acceptable
fitting on the entire Force–CMOD curves of several specimens does not necessarily predict accurately the peak loads [24], see
also Fig. 8.

In the previous identification procedure the same value of internal length lc is used for the different specimens. In the
damage model, lc is related to the FPZ width. However, recent experimental studies have shown that the FPZ width varies
with the specimen size [25–28]. Furthermore, other studies explored the possibility of an evolving internal length arriving
sometimes to contradictory conclusions [29–33] (i.e. the internal length should increase, decrease or stay constant).

Finally, Iacono and co-workers [24] have shown that even when using an inverse analysis to identify the model param-
eters, calibration based on three points bending experimental data does not provide acceptable predictions for tensile tests.
4.1. Size effect and global fracture parameters

The experimental and numerical results are transported into the classical normalized size effect plot (Fig. 9). The size ef-
fect independent parameters according to Bazant size effect theory are shown in Table 3. They are calculated in two different
ways, from the numerical or the experimental results, and they are used to normalize the nominal strength and specimen
size as shown hereafter.

In Fig. 9(a), the experimental and numerical results are normalized using the respective size effect independent param-
eters (D0 and Bft) coming from computation. Bazant’s Size Effect Law (SEL) is also plotted. The computed points are located
on the size effect curve but on the Linear Elastic Fracture Mechanics (LEFM) (right) side. A strong size effect on the nominal
strength is observed for both sets of model parameters. The results obtained for lc = 15 mm present a relatively more brittle
behavior (closer to the LEFM law) than the results for lc = 99 mm. In this figure, the numerical results are not in good agree-
ment with the experimental results.

It can be seen that the normalization parameters D0 and Bft coming from the experiments and the computations are not
similar (Table 3). This may be the first reason of the disagreement between the experimental and numerical points on the
size effect plot. The fracture energy Gf obtained from the numerical results is lower and thus a more brittle behavior is ob-
tained. The characteristic length l�ch according to Hillerborg et al. [34] is also deduced. This characteristic length has already
been used by Bazant and Pfeiffer [35] in order to determine the size of the fracture process zone. It should be noted that the
computed values of l�ch do not correspond to the internal length lc of the non-local model.

In Fig. 9(b), both experimental and computed results are normalized with the experimental D0 and Bft. Nevertheless, the
numerical results do not follow Bazant’s Size Effect Law; they show instead a steep decrease in the nominal strength com-
pared to the experimental results.
10
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Fig. 11. Numerical strain profiles (exx) for lc = 15 mm at front of the notch in D1, D2 and D3 beams.
From the above discussion it can be concluded that the experimental size effect is not well reproduced by the numerical
results and this is independent of the chosen normalization procedure.

4.2. Evolution of the damage variable and strain mapping

The evolution of the internal damage variable d is studied hereafter. Fig. 10 presents the distribution of damage for the D2
specimen at peak load and at the tail of the F–CMOD curve. Results are presented for lc = 99 mm and lc = 15 mm. The red
square on the figure represents the area within a distance lc from the center line of the beam.

It is obvious that the width of the localization zone increases for higher values of the internal length. In Fig. 10(a and b)
where lc = 99 mm, the width of damage zone grows as the beam is further loaded. At peak load or at the tail of the F–CMOD
curve Fig. 10(a and b), the width of the damage zone is greater than the size of the strain localization zone obtained
experimentally (Figs. 3 and 4). Although the Force–CMOD curve (global level) is correctly reproduced (Fig. 8), results are
not satisfactory at local scale in terms of damage profiles. In Fig. 10(c and d) where lc = 15 mm, the width of the damage zone
11
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Fig. 12. Numerical strain profiles (exx) for lc = 99 mm at front of the notch in D1, D2 and D3 beams.
increases slightly with the loading but remains localized in a zone that corresponds better to the experimental strain. In
other words, a lc = 15 mm provides numerical results closer to the actual width of the localized zone, as can be seen from
the evolution of the experimental strain profiles (Fig. 4).

The evolutions of the numerical axial strain profiles for lc = 15 mm and 99 mm are plotted in Figs. 11 and 12 for the dif-
ferent beam sizes. It can be seen that the numerical strain localization zone remains almost constant. Furthermore, a bigger
value of lc corresponds to a wider strain localization zone.
4.3. Crack opening profiles

The experimental and numerical crack opening profiles for the three beams, the two material sets and at different loading
stages are presented in Fig. 13. As described in Section 2.2, the experimental profiles are calculated from the digital images
considering the sum of the horizontal displacements of points at a distance 5 mm on either side of the crack. The same idea is
adopted to calculate the numerical crack opening profiles: Crack openings are calculated as the relative (horizontal) displace-
12



Fig. 13. Experimental and numerical crack opening profiles at different loading steps and for two material parameter sets (a) D1 beam, (b) D2 beam and (c)
D3 beam.
ment field between the nodes of the finite element mesh situated on either side of the localized damage zone. This simplified
method seems adequate when the behavior is mainly uni-dimensional (as is the case for beam structural elements) and the
boundaries of the obtained localization zones can be clearly distinguished in the finite element mesh. However, other tech-
niques that take into account displacement continuities (e.g. XFEM – Extended Finite Element method) can be more suitable
to calculate the crack width [11,12].

The characteristic length has an influence on the results, as it is shown in Fig. 13(a–c). For lc = 15 mm, the profile can be
approximately divided into two straight lines with a smooth transition between them. Results fit better the experimental
results at the pre-peak and peak regimes than for lc = 99 mm. Nevertheless, at the post-peak regime the numerical crack
length is bigger than the experimental crack length. As the specimen progresses in the post-peak regime, discrepancy
increases for both values of characteristic lengths and results are no longer satisfactory. This can also be seen in the global
13
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Fig. 15. Evolution of relative crack length at different loading steps for D1, D2 and D3 specimens (numerical results).

Fig. 16. Evolution of relative crack length with loading steps for D1, D2 and D3 specimens (experimental and numerical results).
F–CMOD curves, where the agreement between experimental and numerical curves decreases for high values of CMOD
(Fig. 8).

4.4. Size effect on the crack opening profile

The influence of the beam dimensions (size effect) on the crack opening profiles computed numerically is analyzed here-
after. Fig. 14 presents the crack opening profiles at peak load for the three beams and for lc = 15 mm. It is observed that the
14



lower parts of the crack opening profiles are practically the same for all three sizes. This is in accordance with the experi-
mental findings i.e. specimens of geometrically similar sizes show the same crack opening profiles at peak load.

4.5. Size effect on the relative crack length

The crack length can be approximately derived from the numerical crack opening profiles assuming a linear interpolation
of the lower (initial) part. The evolution of the (numerical) relative crack lengths for the three different sizes of the specimens
is presented in Fig. 15. It can be observed that although the trend is correct, the computed relative crack length values do not
agree with the experimental ones (Figs. 2 and 16). Furthermore, when the specimen size increases the relative crack length at
peak is found decreased and not constant as assumed in the original version of the Bazant Size Effect Law [16]. This last result
is in accordance with the experimental data (Fig. 2).

5. Conclusions

In this paper, experimental and numerical investigations of the influence of size effect on crack opening, crack length and
crack propagation are presented. An isotropic non-local strain softening damage model is adopted. The choice of the internal
length and other model parameters is done by inverse calibration using the Levenberg Marquardt algorithm and the proce-
dure proposed in [13]. However here, not only global (Force–CMOD) but also local results (COD profiles, damage localization
zone, strain localization zone and relative crack length) are considered to check the advantages and limitations of the
approach.

The damage mechanics model is able to reproduce strain localization but not the cracking itself. Information about crack
opening profiles is thus extracted using a simplified post-processing method. Crack opening is calculated as the relative (hor-
izontal) displacement field between the nodes of the finite element situated on either side of the localized damage zone.

The main conclusions are summarized hereafter:

� Experimental size effect, as seen in the size effect curve, is not well captured by the numerical model.
� The evolution of the relative crack length is not well captured by the adopted numerical model.
� Different initial parameters adopted in the optimization procedure suggested in [13] can provide different characteristic

lengths that may be outside the range proposed in [13].
� Different characteristic lengths can provide similar global results (Force–Notch Mouth Opening curves) and comparable

crack opening profiles especially in the pre-peak regime. However, local results in terms of damage variable distributions
and strain localization zone may be unrealistic.
� A characteristic length situated outside the range proposed in [13] can sometimes lead to better global and local results.
� The characteristic length should be calibrated based on the width of the localized zone and not on the width of the crack

(a realistic prediction of strains is therefore crucial).
� The estimation of a single set of parameters that provides an acceptable fitting of the entire Force–Notch Mouth Opening

curves of several specimen sizes do not necessarily correspond to a correct prediction of the peak loads.
� In the original version of the size effect law proposed by Bazant [16], the relative crack length at peak load in concrete

specimens of varying sizes is assumed constant. This is clearly not verified in this study (neither from the numerical sim-
ulations or the experimental results).
� Specimens of geometrically similar sizes may show comparable crack opening profiles at their peak loads while the rel-

ative crack length decreases when the specimen size increases.

Similar conclusions can be found in the work presented in [24,36]. The non-local damage theory provides certainly effi-
cient numerical solutions for localization problems. However, our understanding of the internal length parameter and its
evolution is unsatisfactory and further studies are certainly needed, especially for size effect phenomena.
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