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Abstract. Recent developments of multicore architectures over various 
platforms (desktop computers and servers as well as embedded systems) 
challenge the classical approaches of sequential computation algorithms, 
in particular elliptic curve cryptography protocols. In this work, we de-
ploy different parallel software implementations of elliptic curve scalar 
multiplication of point, in order to improve the performances in com-
parison with the sequential counter parts, taking into account the multi-
threading synchronization, scalar recoding and memory management is-
sues. Two thread and four thread algorithms are tested on various curves 
over prime and binary fields, they provide improvement ratio of around 
15\% in comparison with their sequential counterparts. 
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1 Introduction 

Elliptic curve cryptography (ECC) is widely used in a large number of pro-
tocols: secret key exchanges, asymmetric encryption-decryption, digital signa-
tures... The main operation in these protocols is the scalar multiplication (ECSM) 
deﬁned as \( k \cdot P \) where \( P \) is a point of order \( r \) on an elliptic curve \( E(\mathbb{F}_q) \) and 
\( k \in [0,r] \) is an integer. The scalar multiplication is computed with Double-and-
add approaches which consist of sequences of several hundreds of doublings and 
additions of curve points. It is thus a costly operation which might be imple-
mented efﬁciently. 

In this paper we consider parallel approaches for software implementation of 
scalar multiplication. There are two versions of the Double-and-add scalar multi-
plcation: the left-to-right and the right-to-left depending on the way the bits of 
\( k \) are scanned. On the one hand, the left-to-right version cannot be parallelized 
due to the strong dependence of the consecutive doublings and additions. On the 
other hand, the right-to-left version is easier to parallelize: this was noticed by 
Moreno and Hasan in [15]. Indeed, in [15], the authors provide an algorithm con-
sisting in one thread producing the points \( 2^i P \) through consecutive doublings, 
which are then consumed by a second thread performing all the necessary add-
tions. They did not provide any implementation results of their approach. In
practice this can be challenging to implement efficiently the synchronizations between the two threads.

When the elliptic curve is defined over a binary field \( \mathbb{F}_{2^m} \), a formula exists (cf. \([12,5]\)) which computes efficiently the halving of a point, i.e., \( \frac{1}{2} P \). This makes possible to perform the scalar multiplication through a sequence of halvings and additions of points. This can be used to parallelize the scalar multiplication into two totally independent threads: one thread performing a half-and-add scalar multiplication and a second thread performing a double-and-add. This approach has been implemented by Taverne et al. in \([20]\) showing a significant speed-up compared to non-parallelized versions.

In this paper we first explore the implementation of the two threads parallel approach of Moreno and Hasan \([15]\). Specifically, we analyze three different strategies to perform synchronization between both threads: using signals, mutexes or busy-waiting approaches, we propose a synchronization strategy based on this analysis. We also study the best approach for the coding of the integer \( k \); this impacts the number of additions and post-computations, i.e., the work load of the thread performing the additions.

We then investigate a four thread parallelization of the scalar multiplication in \( E(\mathbb{F}_{2^m}) \). This approach combines the Double/halve-and-add algorithm of \([20]\) with the approach of Moreno and Hasan.

We provide experimental results for two curves defined over a prime field \( p = 2^{255} - 19 \) and for the two binary elliptic curves B409 and B233 recommended by NIST in \([18]\). Our experimental results show that the parallelized scalar multiplication is up to 15% faster than their non-parallelized counterparts (depending of the curve type and the field size).

The remaining of the paper is organized as follows: in Section 2 we review basic definitions of elliptic curve and scalar multiplication algorithms. In Section 3, we present our implementation approaches of scalar multiplication. We then provide in Section 4 the experimental results and comparisons with the state of the art. We end the paper in Section 5 with some concluding remarks.

2 Background on elliptic curve scalar multiplication

In this section, we briefly review basic results concerning elliptic curve and their use in cryptography. For further details on this matter we refer the reader to \([9]\). An elliptic curve over a finite field \( E(\mathbb{F}_q) \) is the set of point \((x, y) \in \mathbb{F}_q^2\) satisfying a smooth curve equation of degree 3 in \( x \) and \( y \) plus a point at infinity \( O \). A group law can be defined using the so-called chord-and-tangent approach, providing formulas in terms of point coordinates which compute doubling \( 2P \) and addition \( P + Q \) in the group. The element \( O \) is the neutral element of the group.

Cryptographic protocols are based on the intractability of the discrete logarithm problem: given a generator of the group \( P \) and a point \( Q \), compute \( k \) such that \( Q = kP \). The most costly operation involved in most ECC protocols is the scalar multiplication: given \( P \in E(\mathbb{F}_q) \) and an integer \( k \), the scalar multiplication consists in computing \( kP = P + P + \cdots + P \) (\( k \) times). The elliptic curves used
in practice are defined either over prime field $\mathbb{F}_p$ with $p$ prime or over binary field $\mathbb{F}_{2^m}$. In the remainder of this section, we briefly review explicit formulas and algorithms for scalar multiplication over these two fields.

2.1 Scalar multiplication over prime field

Weierstrass Elliptic curve. An elliptic curve $E$ over a prime field $\mathbb{F}_p$ is generally defined by a short Weierstrass equation:

$$E : y^2 = x^3 + ax + b, (a, b) \in \mathbb{F}_p^2.$$  

Then, in this case, addition and doubling on $E(\mathbb{F}_p)$ works as follows: let $P_1 = (x_1, y_1), P_2 = (x_2, y_2), P_3 = (x_3, y_3)$, be three points of $E$ such that $P_3 = P_1 + P_2$, then we have:

$$\begin{align*}
x_3 &= \lambda^2 - x_1 - x_2, \\
y_3 &= \lambda(x_1 - x_3) - y_1,
\end{align*}$$  

where

$$\begin{align*}
\lambda &= \frac{y_2 - y_1}{x_2 - x_1} & \text{if } P_1 \neq P_2, \\
\lambda &= \frac{3x_1^2 + a}{2y_1} & \text{if } P_1 = P_2.
\end{align*}$$

Jacobi Quartic curves over prime field. This curve was suggested by Billet et al. in [4]. The curve equation of $E$ is:

$$y^2 = x^4 - \frac{3}{2}\theta x^2 + 1, \theta \in \mathbb{F}_p.$$  

For such curve, the addition and doubling formulas are unified. Let $P_1 = (x_1, y_1), P_2 = (x_2, y_2), P_3 = (x_3, y_3)$, be three points of $E$ such that $P_3 = P_1 + P_2$, then we have:

$$\begin{align*}
x_3 &= (x_1y_2 + y_1x_2)/(1 - (x_1x_2)^2), \\
y_3 &= ((1 + (x_1x_2)^2)(y_1y_2 + 2ax_1x_2) + 2x_1x_2(x_1^2 + x_2^2))/(1 - (x_1x_2)^2).
\end{align*}$$  

The Jacobi Quartic curve is isomorphic to the following Weierstrass elliptic curve:

$$y^2 = x^3 + ax + b \text{ where } a = (-16 - 3\theta^2)/4 \text{ and } b = -\theta^3 - a\theta.$$  

Elliptic curve point operations. The most expensive field operation is the inversion which roughly requires several tens of field multiplications. In order to avoid such operation, additions and doublings utilize projective coordinate system. In our implementation, we consider two systems: the Jacobian coordinate where the point $(X : Y : Z)$ corresponds to the affine point $(X/Z^2, Y/Z^3)$ and the $XXYZ$ coordinate system where the point $(X : XX : Y : Z : ZZ)$ corresponds to the affine point $(X/Z, Y/ZZ)$ with $XX = X^2$ and $ZZ = ZZ$. Explicit formulas for addition and doubling in these systems can be found in [1].

The resulting complexities are shown in Table 1, which shows that the complexities of the Jacobi Quartic curve operations are better than for the Weierstrass equation case. Moreover, based on the elliptic curve formula database in [1], the Jacobi Quartic curves provide the most efficient point operation among all known curves and formulas. This is the reason why we used such curve and these formulas in our implementations.
Complexity comparison for point operations with Jacobian coord. with XXYZZ coord.

<table>
<thead>
<tr>
<th></th>
<th>Weierstrass</th>
<th>Jacobi Quartic curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doubling</td>
<td>$4M + 4S + 8R$</td>
<td>$3M + 4S + 7R$</td>
</tr>
<tr>
<td>mixed Addition</td>
<td>$9M + 3S + 12R$</td>
<td>$6M + 3S + 9R$</td>
</tr>
<tr>
<td>full projective Addition</td>
<td>$13M + 2S + 15R$</td>
<td>$7M + 4S + 11R$</td>
</tr>
</tbody>
</table>

Table 1. Weierstrass curve and Jacobi Quartic curve point operations, $M =$ multiplications, $S =$ squaring, $R =$ field reduction.

Scalar multiplication algorithm. The basic method to compute a scalar multiplication consists in scanning the bits $k_i$ of $k = \sum_{i=0}^{t-1} k_i \cdot 2^i$ and performing a sequence of doubling followed by an addition when $k_i = 1$. This approach is described in Algorithm 1.

In order to reduce the number of additions, the non adjacent form (NAF) and the window non adjacent form (W-NAF) recoding of the scalar are well-known methods, which reduce the number of non zero digit representing the scalar. In the binary scalar representation, half of the digits are either zero or one on average. In the NAF representation, one uses three digits instead of two: $k = \sum_{i=0}^{t} k_i \cdot 2^i$ with $k_i \in \{-1, 0, 1\}$ and there are only $t/3$ non zero digits $k_i$ on average.

The W-NAF representation extends this concept by using more digits: $k = \sum_{i=0}^{t} k_i \cdot 2^i$ with $k_i \in \{-2w-1, \ldots, -5, -3, -1, 0, 1, 3, 5, \ldots, (2w-1)\}$. The number of non zero digits is now $t/(w+1)$ on average. Algorithm 1 can be adapted to use $k$ recoded as NAF or W-NAF. The complexities of the resulting scalar multiplication are given in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>nb. of doublings</th>
<th>nb. of additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double-and-add</td>
<td>$t - 1$</td>
<td>$t/2$</td>
</tr>
<tr>
<td>NAF Double-and-add</td>
<td>$t$</td>
<td>$t/3$</td>
</tr>
<tr>
<td>W-NAF Double-and-add</td>
<td>$t$</td>
<td>$t/(w + 1) + 2^{w+2} - 1$</td>
</tr>
</tbody>
</table>

Table 2. Complexity comparison between binary, NAF and W-NAF scalar representation in terms of $t$ the bit length of the scalar.

The reader may refer to [8] for further details and algorithms to compute NAF and W-NAF representation.

2.2 Elliptic curve scalar multiplication over binary field

An elliptic curve $E$ over a binary field $\mathbb{F}_{2^m}$ is the set of points $P = (x, y) \in \mathbb{F}_{2^m}^2$ satisfying the following equation:

$$E : y^2 + xy = x^3 + ax + b, (a, b) \in \mathbb{F}_{2^m}^2.$$
Let $P_1 = (x_1, y_1), P_2 = (x_2, y_2), P_3 = (x_3, y_3)$, be three points of $E$ such that $P_3 = P_1 + P_2$, then we have:

$$\begin{align*}
  x_3 &= \lambda^2 + \lambda + x_1 + x_2 + a, \\
  y_3 &= (x_1 + x_3)\lambda + x_3 + y_1,
\end{align*}$$

(1)

Elliptic Curve Scalar Multiplication with halving. It was noticed by Knudsen in [12] that over a binary field, halving of points is possible in case of points of odd order since 2 admits an inverse modulo the order of the point. In other words, point halving is the reciprocal operation of point doubling: given $Q = (u, v) \in E(\mathbb{F}_{2^m})$, one looks for $P = (x, y) \in E(\mathbb{F}_{2^m}), P \neq -P$ such as $Q = 2 \cdot P$. Based on equation (1), we know that $x$, $y$, $u$ and $v$ satisfy the following relations:

$$\begin{align*}
  \lambda &= x + y/x \\
  u &= \lambda^2 + \lambda + a \\
  v &= x^2 + u(\lambda + 1)
\end{align*}$$

(2) (3) (4)

Consequently, in order to compute $P$, we first have to solve equation (3) to get $\lambda$ (which means solve $\lambda^2 + \lambda + u + a = 0$), then, equation (4) gives $x = \sqrt{v + u(\lambda + 1)}$, and finally, equation (2) gives $y = \lambda x + x^2$. The reader may refer to Knudsen in [12] and Fong et al. in [5] for further details. In practice, this can be implemented efficiently and has roughly the same cost as two field multiplications (see [20]).

The Double-and-add method can be modified into a Halve-and-add scalar multiplication. Preliminary, we need to change the scalar. Assuming the point $P$ to be multiplied is of odd order $r$, we compute $k' = 2^t \cdot k \mod r = \sum_{i=0}^{t} k'_i 2^i$ with $t = \lfloor \log_2(r) \rfloor + 1$. Then, we have $k \equiv k'/2^t \equiv \sum_{i=0}^{t} k'_i 2^{i-t} \mod r$ and the scalar multiplication can be computed as follows:

$$k \cdot P = (k'_t + k'_{t-1} \cdot 2^{-1} + \ldots + k'_{0}2^{-t}) \cdot P.$$
This can be computed as a sequence of halvings and additions as shown in Algorithm 2.

**Cost of elliptic curve point operations.** Over a field of characteristic 2, and in order to avoid the inversions during the computation, which is the most expensive field operation again, one may use projective coordinate systems. The most interesting systems are the Lopez-Dahab (LD, as shown in [8]) and the Kim-Kim (KK, see [11]) projective coordinate systems. With such point representation, the addition and doubling operations do not include any inversion as shown in Table 3, and the whole scalar multiplication is computed with a significant speed-up. Table 3 shows that the complexities of KK are slightly better and then, when possible, we give the preference to the KK coordinate system.

<table>
<thead>
<tr>
<th>Point operation</th>
<th>Coord. System</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doubling</td>
<td>LD</td>
<td>4M + 4S + 8R</td>
</tr>
<tr>
<td>Mixed Addition</td>
<td>LD</td>
<td>9M + 4S + 13R</td>
</tr>
<tr>
<td>Projective Addition</td>
<td>LD</td>
<td>13M + 4S + 17R</td>
</tr>
<tr>
<td>Doubling</td>
<td>KK</td>
<td>4M + 5S + 7R</td>
</tr>
<tr>
<td>Mixed Addition</td>
<td>KK</td>
<td>8M + 4S + 9R</td>
</tr>
<tr>
<td>Halving</td>
<td>Affine</td>
<td>1M + 1SR + 1R + 1QS</td>
</tr>
</tbody>
</table>

Table 3. Elliptic curve point operations, \(M = \) multiplications, \(S = \) squaring, \(SR = \) square root, \(QS = \) quadratic solver, \(R = \) reduction.

### 3 Strategies for parallel implementation of scalar multiplication

In this section, after a quick review of the implementation strategies used for the field operations, we expose how we elaborate the parallelized algorithm, taking into account all the constraints for such concurrent programming.

The platform used for the experimentations is an Optiplex 990 DELL®, with a Linux 12.04 operating system. The processor is an Intel core i7®-2600 Sandy Bridge 3.4GHz. This processor owns four physical cores, which corresponds to the maximum thread number of our implementations. The code is written in C language and compiled with gcc version 4.6.3.

#### 3.1 Field implementation strategies

**Prime field implementation strategies.** We considered the prime field \(F_p\), with \(p = 2^{255}-19\), which was introduced by Bernstein in [2]. To compute the field operations, we reused the publicly available code of Adam Langley in [13]. Based
on our experiments, the code of Langley is significantly more efficient compared to low level functions of the GMP library [6] for the considered field. In the code of Adam Langley a field element is stored in a table of five 64 bit words, each word containing only 51 bits. This allows a better management of carries in field addition and subtraction operations. The field multiplications and squarings are performed in two steps, which are multiprecision integer multiplication (respectively squaring) and a modular reduction of integer of 510 bit size (less than \( p^2 \)) into field element of size 255 bits (reduction modulo \( p \)). The multiprecision integer multiplications and squarings are computed with the schoolbook method.

The squaring operation is optimized with the usual trick which reduces the number of word multiplications. The reduction modulo \( p = 2^{255} - 19 \) of 510 bit size integer consists in multiplying by 19 the 255 most significant bits and adding the result to the 255 least significant bits. An inversion of a field element is computed using the Itoh-Tsujii method [10]:

\[
a^{-1} \equiv a^{p - 2} \mod p,
\]

and the exponentiation to \( p - 2 \) is performed with a sequence of squarings and multiplications.

**Binary field implementation strategies.** Our implementations deal with NIST recommended fields \( F_{2^{233}} = \mathbb{F}[x]/(x^{233} + x^{74} + 1) \) and \( F_{2^{409}} = \mathbb{F}[x]/(x^{409} + x^{87} + 1) \). Concerning the binary polynomial multiplication, we apply a small number of recursions of the Karatsuba algorithm. The Karatsuba algorithm breaks the \( m \) bit polynomial multiplication into several 64 bit polynomial multiplications. Such 64 bit multiplications are computed with the PCLMUL instruction, available on Intel Core i7 processors. Due to the special form of the irreducible polynomials, the reduction is done with a small number of shifts and bit-wise XORs. We compute the field inversion with the Itoh-Tsujii algorithm, that is a sequence of field multiplications and multisquarings performed with look-up table. For field squaring, square root and quadratic solver (needed in halvings), we also use a look-up table method, which is the fastest way according to our tests.

**Remark 1.** The use of Karatsuba for binary fields and schoolbook method for the prime field is due to the relative cost of word addition compared to word multiplication and to carry managements on our platform. Indeed, integer word additions and multiplications have roughly the same cost (1 vs 2 cycles). The use of Karatsuba algorithm for \( \mathbb{F}_p \) decreases the number of word multiplications, but, in counter part, it increases the number of additions and carry managements. For binary field the relative cost of addition (bit-wise XOR) and multiplications (PCLMUL instruction) is more important: 1 cycle vs 10 cycles. In this case Karatsuba is efficient to decrease the timing of a field multiplication.

### 3.2 Parallelization

The left-to-right *Double-and-add* algorithm (see Algorithm 1 page 5) does not allow any parallelization of the computations, due to the read-after-write dependency inside each loop iteration, between step 5 (addition) and step 3 (doubling). It is necessary to use the right-to-left variant of this algorithm (see Algorithm
3) which allows the parallelization. Indeed Algorithm 3 can be parallelized into two threads as follows:

- A producer-thread performing the sequence of doublings generating the points \(2^i P\).
- An addition-thread accumulating the points generated by the producer-thread.

In the sequential case, the left-to-right *Double-and-add* algorithm (Algorithm 1) is better, because the point addition in step 5 can use a mixed coordinate addition. This is faster than the projective addition used in the right-to-left version in step 4 (Algorithm 3). We will see that this penalty is overcome in most of the cases, thanks to the parallelization.

The *Halve-and-add* algorithm (Algorithm 2 page 5) can also be parallelized with two threads. Indeed, since the computation in step 7 of Algorithm 2 only depends on the same step in the previous loop iteration (read-after-write dependency), the sequence of halvings (step 7) can be performed in a separate thread (the producer-thread) and the addition in an addition-thread which accumulates the points generated by the producer-thread.

### Algorithm 3 Right-to-left Double-and-add

<table>
<thead>
<tr>
<th>Require: (k = (k_{t-1}, \ldots, k_1, k_0), P \in E(\mathbb{F}_q))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensure: (Q = k \cdot P)</td>
</tr>
<tr>
<td>1: (Q \leftarrow O)</td>
</tr>
<tr>
<td>2: for (i) from 0 to (t - 1) do</td>
</tr>
<tr>
<td>3: if (k_i = 1) then</td>
</tr>
<tr>
<td>4: (Q \leftarrow Q + P)</td>
</tr>
<tr>
<td>5: end if</td>
</tr>
<tr>
<td>6: (P \leftarrow 2 \cdot P)</td>
</tr>
<tr>
<td>7: end for</td>
</tr>
<tr>
<td>8: return ((Q))</td>
</tr>
</tbody>
</table>

### Synchronization between threads.

Both parallelization (right-to-left *Double-and-add*, Algorithm 3 and *Halve-and-add*, Algorithm 2) are classical producer-consumer configurations.

The safest way to guarantee absolute correct computation is to use a strong synchronization device, processing the computation by small batches: the producer-thread computes and stores a small batch of point doublings/halvings, sends a signal in order to trigger the addition computation in the addition-thread only concerning the batch in shared memory. In parallel, the producer-thread goes on with the next batch and the addition-thread waits the end of each batch before processing the corresponding additions (in the way described by Mueller in [16] or by Tannenbaum in [19]). In our case, on the one hand, the batch size has to be small to compute the maximum of additions in parallel. But on the other hand, if the batches are too small, the synchronization cost would increase, due to the bigger number of synchronization signals to manage. This is especially true as
the granularity of doublings/halvings and additions (several hundreds of processor clock cycles) is too small in comparison with the cost of synchronization barriers and signals.

The three following methods can be used to synchronize the two threads:

- **mutex**. A mutex is a mutual exclusion lock provided by the `pthread` library used to synchronize threads. When a thread holds a mutex, another thread, trying to take it, is locked, waiting for the releasing of the mutex from the first thread. Mutexes are generally used to protect critical sections of code. The cost of a lock or an unlock is about 150-200 processor clock cycles, which is almost negligible.

- **signals**: they are used in the inter-thread and inter-process communication. A thread waiting for a signal is put in a sleeping state until another thread sends the corresponding signal. Then, the thread wakes up and goes on running. The sleeping state allows savings of resources which are then available for another process. In our experience and on our platform, the cost to send a signal is about 2000 clock cycles.

- **busy-waiting**: this method consists in using a shared flag (in the global memory) and use it to keep the addition-thread in a busy-waiting loop while waiting for the producer-thread to output the next point and modify the flag. The main drawback of this method is to waste processor resources.

According to our experiments, signals are too costly compared to the two other techniques. The busy-waiting and mutex techniques almost give the same results in terms of performance, although the mutex method is slightly better in some cases. Thus we decided to use exclusively mutexes.

**Proposed synchronization method.** Our strategy was to avoid the use of mutex synchronization as much as possible. We chose to use only one single mutex: at the very beginning of the computation the mutex keeps the addition-thread in an inactive state while a first batch of doublings or halvings is computed by the producer-thread. At the end of the computation of this batch, the producer-thread releases the mutex and pursues the whole sequence of doubling without performing any further locking on the mutex. This approach is depicted in Figure 1.

The correctness of the final result depends on the size of the first batch of points before the mutex releasing, which ensures that the writings of the point stored in shared memory by the doubling thread precedes the reading of the same point by the addition thread. If this batch is too small and in case of long sequence of zeros in the binary or NAF scalar representation, one can meet a violation of the read-after-write dependency, and the computation is not correct. To avoid this configuration, we carefully tuned this batch size in order to have the error rate as close as possible to zero. In our test results shown below, this error rate is limited to less than 1%. This is a compromise chosen in order to limit the first batch of doublings/halvings size, and to get the best performances. But at this step, such an error rate remains unacceptable.
In order to eliminate these errors, we added a test on the addition-thread. In the producer-thread, we used a variable which is stored in global memory as the loop counter. This allows to check if the addition processed uses a point which has already been computed by the producer-thread, i.e. the read-after-write dependency is ensured. The cost of this test is almost negligible, although the use of a global memory counter is not totally free. When an error is detected (that is to say a read-after-write dependency violation), we break the addition-thread loop, and launch a sequential computation of $k \cdot P$. Due to the small error rate, the cost of this rescue computation, which frequency is near zero, is negligible on average.

Algorithm 4 presents an algorithmic formulation in the case of Right-to-left Double-and-add scalar multiplication of this approach, including the elimination of the error computations due to a synchronization failure.

**Impact of scalar recoding.** In the sequential case, it is a useful technique to recode the scalar using NAF and W-NAF to speed-up the computation (as previously mentioned in Subsection 2.1 page 4). In the parallel algorithms, the situation is different. Indeed, the NAF and W-NAF recodings reduce the number of additions performed by the addition-thread. This fact can be seen when analyzing the amount of computations performed by the two threads. We can evaluate this amount using the results given Table 2 and Table 1 in the case of curves over $E(\mathbb{F}_p)$, and using the results given Table 2 and Table 3 in the case of curves over $E(\mathbb{F}_{2^m})$. For simplicity we assumed that $S = 0.8M$ in $\mathbb{F}_p$ and that a squaring and square root are negligible in $\mathbb{F}_{2^m}$ and that the cost of a quadratic solver is roughly $1M$. The resulting complexities are given in Table 4.
Table 4. Complexity of the two threads for a $t$-bit scalar coded in binary, NAF and W-NAF, in multiplication number.

Table 4, we remark that, generally, the amount of computation of the addition-thread is larger than the producer-thread for the binary coding. When using the NAF recoding the amount of computation of the two threads are roughly the same. Finally, the use of W-NAF makes the amount of computation of the addition-thread significantly smaller than the producer thread. This means that when using W-NAF recoding, the addition-thread progresses faster and even would have to wait for the producer-thread to output new points. But in any case, the addition-thread terminates after the producer-thread. Moreover in the W-NAF case, the post-computations delay the output of the results after the end of the producing process, since in the parallel algorithms, this final reconstruction cannot be done before the end of the parallelized additions.

These remarks are confirmed by the chronogram given in Figure 2 which shows the different timings required by each thread related to the recoding used for the execution of the parallelized halve-and-add for scalar multiplication in $E(\mathbb{F}_{2^{233}})$. This fact leads us to opt for the NAF recoding for our implementations.

In addition to this choice, and in order to improve the performances, we implement a variable initial batch size of doublings/halvings in the producer-thread. Indeed, the number of additions performed by the addition-thread depends on the Hamming weight of the NAF representation of the scalar (i.e. the non-zero digits). As stated previously, a read-after-write dependency violation can appear if this batch is too small. But if the Hamming weight of the scalar is higher, the risk of this dependency violation is lower, and the batch size can be reduced in this case. This improvement applies only when the addition-thread has roughly the same running time as the producer thread. This concerns the Double-and-add approach over $\mathbb{F}_p$ and $\mathbb{F}_{2^m}$ but not the Halve-and-add approach (cf. Table 4).

When possible, we use the variable initial batch size in the producer-thread.

### 3.3 Four-thread parallel version over binary elliptic curve

Over binary field, the parallelization proposed by Taverne et al. in [20] splits the scalar multiplication into two independent threads. Specifically, they split the $t$-bit scalar $k = k_1 + k_2$ where $k_1$ and $k_2$ are as follows

$$k = \left( \frac{k'_t 2^{t-\ell} + \ldots + k'_0}{k_1} \right) + \left( \frac{k'_{\ell-1} 2^{-1} + \ldots + k'_0 2^{-\ell}}{k_2} \right).$$

(5)
Algorithm 4 Parallel Double-and-add Elliptic Curve Scalar Multiplication

Require: scalar $k$, $P \in \mathbb{F}_{2^m}$.
Ensure: $kP$.

Compute Doublings (producer-thread)

1: $D[0] \leftarrow P$
2: for $glbMemory.i = 1$ to $initBatchSize$ do
3: //Doubling LD projective
4: $D[glbMemory.i] \leftarrow D[glbMemory.i - 1] \times 2$
5: signal to thread addition
6: for $glbMemory.i = initBatchSize + 1$ to $M - 1$ do
7: //Doubling LD projective
8: $D[glbMemory.i] \leftarrow D[glbMemory.i - 1] \times 2$
9: end for

(Barrier)

Compute Additions (addition-thread)

9: $Q \leftarrow O$
10: Wait for signal from thread Doubling
11: for $i = 0$ to $M - 1$ do
12: if $i > glbMemory.i - 1$ then
13: launch rescue computation ($Q \leftarrow kP$)
14: break
15: end if
16: if $k_i = 1$ then
17: //Full LD projective addition $Q \leftarrow Q + D[i]$
18: end if
19: end for

(Barrier)

20: return $Q$

Fig. 2. Chronogram of the half-and-add computation with binary, NAF and W-NAF scalar representation over $B_{233}$
In general $\ell$ is close to $t/2$ and represents the length of the Halve-and-add subkey. Then the computations can be parallelized into one thread computing $k_1P$ with the Double-and-add algorithm and a second thread computing $k_2P$ with the Halve-and-add algorithm.

We propose to combine the approach of Taverne et al. with the parallelization approach discussed in Subsection 3.2. This results in a four-thread algorithm: the partial scalar multiplication $k_1P$ is computed with the parallel two-thread algorithm // Double-and-add and $k_2P$ is computed with the parallel two-thread algorithm // Halve-and-add. This four-thread approach is shown in Figure 3. This approach increases the level of parallelization, but it also requires additional thread launching and management. Therefore, this algorithm works better on large fields, as it will be shown in the next section.

Recode $k$

$k$ is split in two subkeys ($>0$ powers of 2, and $\leq 0$ powers of 2).

// Double-and-add (2 threads) // Halve-and-add (2 threads)
Compute $\sum_{i=0}^{t} k_r2^{t-\ell} \cdot P$. Compute $\sum_{i=0}^{t-1} k_r2^{t-\ell} \cdot P$.

thread 1 thread 2 thread 3 thread 4
Compute doublings of $P$ Compute additions Compute halvings of $P$ Compute additions

Final reconstruction
$Q = k \cdot P$.

Fig. 3. Four-thread algorithm.

Our implementations of the four-thread of Figure 3 use the following strategies for thread launching and synchronization:

- The threads are launched in this order: 1) the Halve-and-add producer-thread, which launches 2) the Double-and-add producer-thread which launches 3) the Halve-and-add addition-thread which finally launches 4) the Double-and-add addition-thread.
- The recoding of the scalar is done by 3) the Halve-and-add addition-thread before launching 4) the Double-and-add addition-thread.
- Due to the delay of thread launching and key recoding computation, it is not necessary to use mutexes with initial batch size of halvings or doublings of points for each producer-thread.
- In order to eliminate computation errors due to synchronization failure, we use the same method as the one described Subsection 3.2 for. Thus, we have two global memory counters, one for the doubling producer-thread and one for the halving producer-thread. Each addition-thread compare its own counter with the global counter of its corresponding, and launches a partial rescue computation if a synchronization dependency violation is detected.
4 Timings

The platform used for the experimentations is an Optiplex 990 DELL®, with a Linux 12.04 operating system. The processor is an Intel Core i7®-2600 Sandy Bridge 3.4GHz, which owns four physical cores. The code is written in C language, compiled with gcc version 4.6.3. The Hyperthreading® BIOS and also the Turbo-boost® options have been deactivated on our platform in order to measure the performances as accurately as possible.

Since the operating system has the possibility to preempt the resources in order to launch another task, we avoid such difficulties by choosing to run our codes in a recovery mode shell. But we noticed that the codes generally run well in normal operating system conditions too, although perturbations may be observed in a few cases.

<table>
<thead>
<tr>
<th>Binary Field</th>
<th>Prime Field $\mathbb{F}_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B233</td>
<td>B409</td>
</tr>
<tr>
<td>Weierstrass</td>
<td>Jacobi-Quartic</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td></td>
</tr>
<tr>
<td>Sequential</td>
<td></td>
</tr>
<tr>
<td>1 thread</td>
<td></td>
</tr>
<tr>
<td>Double-and-add</td>
<td>159000 706000 (W-NAF, $w = 4$)</td>
</tr>
<tr>
<td>Halve-and-add</td>
<td>135000 534000 (W-NAF, $w = 4$)</td>
</tr>
<tr>
<td>2 threads</td>
<td></td>
</tr>
<tr>
<td>Dbl/Hlv-and-add</td>
<td>98000 347000 (W-NAF, $w = 4$)</td>
</tr>
<tr>
<td><strong>NAF</strong> // Double-and-add</td>
<td></td>
</tr>
<tr>
<td>2 threads</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>154621 598491</td>
</tr>
<tr>
<td>Doublings</td>
<td>114713 505662</td>
</tr>
<tr>
<td>Additions-D</td>
<td>120748 522869</td>
</tr>
<tr>
<td>Halvings</td>
<td>128606 184048</td>
</tr>
<tr>
<td>Additions-H</td>
<td>144398 87415</td>
</tr>
<tr>
<td><strong>NAF</strong> // Halve-and-add</td>
<td></td>
</tr>
<tr>
<td>2 threads</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>1260539 430222</td>
</tr>
<tr>
<td>Doublings</td>
<td>81630 300113</td>
</tr>
<tr>
<td>Additions-D</td>
<td>85107 373534</td>
</tr>
<tr>
<td>Halvings</td>
<td>133273 (ℓ = 151) 324395 (ℓ = 246)</td>
</tr>
<tr>
<td>Doublings</td>
<td>44672 202393</td>
</tr>
<tr>
<td>Additions-D</td>
<td>39333 200660</td>
</tr>
<tr>
<td>Halvings</td>
<td>67076 199625</td>
</tr>
<tr>
<td>Additions-H</td>
<td>55615 217534</td>
</tr>
</tbody>
</table>

Table 5. Timings (in clock cycles)

We give the parameters of the curves used in the experimentation in Appendix:

- Appendix A.1 for the B233 and B409 binary field curves;
- Appendix A.2 for the Weierstrass prime field curve;
- Appendix A.3 for the Jacobi-Quartic prime field curve.

Table 5 shows the results of the proposed parallel strategies for scalar multiplication implementations. The above timings include the error detection and correction due to erroneous thread synchronization.
The performances are measured using one hundred batches of 2000 computations, each batch with a different random scalar. The minimum value of each batch is considered and the average value gives the performance. With this measurement process, we take into account the variations due to the different Hamming weights of the scalars.

For each case we provide the detailed duration of each thread. We notice that, generally, the overall computation finishes around several tens of thousands cycles after the producer-thread. These timings might correspond to the delayed start of the addition-thread (due to the initial batch size of points computed by the producer thread) and the synchronization and thread management time. For the four-thread versions, the given value \( \ell \) corresponds to the scalar bit size of the Halve-and-add computation (cf. equation (5)). We have evaluated the overhead due to error management due to wrong error synchronization and it represents, in average, roughly 2-6% of the overall computation time.

Concerning the results over \( \mathbb{F}_{2^{233}} \), we remark that the four-thread version is not competitive. This might be due to the synchronization and thread creation and management cost. Furthermore, the speed-ups with the two thread versions are not very important.

Over \( \mathbb{F}_{2^{409}} \), the situation is different since the four-thread version is now better: it requires 324395 clock cycles whereas the two-thread parallel W-NAF Double/halve-and-add necessitates 347000 clock cycles (6.6% improvement). The speed-ups provided by the two-thread versions is also more important: between 15\% (Double-and-add case) and 19.5\% (Halve-and-add case).

Concerning the results over \( \mathbb{F}_p \), we first notice that a scalar multiplication over a Jacobi Quartic is faster than over a Weierstrass curve. This corroborates the complexities of the curve operations shown in Table 1. We also notice that the tested two-thread parallelization provides performance improvements of around 15\% to 17\% compared to the NAF sequential Double-and-add approach.

Comparison. We give in Table 6 some published results in the literature. Over \( \mathbb{F}_p \), the work of Longa is on Intel Core 2 with \( p = 2^{256} - 189 \) and Hamburg is over a Sandy Bridge with \( p = 2^{252} - 2^{232} - 1 \) and has smaller key. The other works deal with the same processor and on the same fields as the one considered in this paper. We can see that, in the case of \( E(\mathbb{F}_{2^{233}}) \) our two-thread approach is not competitive with best known results. In the cases of \( E(\mathbb{F}_{2^{409}}) \), the proposed approach improves by 9.4\% the previous best known timings reported in [20]. Finally, the timing provided in [7] is better than the timing obtain by our method, but Hamburg uses a slightly smaller field and key size. On the other hand, we improve the best known results for curve defined for a 128 bit security level.

5 Conclusion

In this work, we have considered parallelized software implementations of scalar multiplication \( kP \) over \( E(\mathbb{F}_{2^m}) \) and \( E(\mathbb{F}_p) \). We first have considered the parallelization suggested by Moreno et Hasan in [15] which splits the right-to-left scalar multiplication into two threads: one producer-thread computing \( 2^i P \) or...
2−iP for i = 1, . . . , t and one addition-thread which accumulates these points to compute kP. We have proposed a lightweight approach for thread synchronization. In addition, in order to avoid remaining computation error due to dependency violation, we proposed a low cost checking method of the synchronization between threads with a rescue computation. We have also evaluated the best approach for the scalar recoding in this context. In the special case of $E(\mathbb{F}_{2^m})$ we have combined this approach to the parallelized Double/halve-and-add approach of [20]. The experimental results show that these parallelization techniques provide some speed-up on elliptic curve scalar multiplication computations compared to previously best known implementations. Indeed, over prime field and binary fields, in most cases the parallelization provides an improvement of roughly 15% on the computation time.
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A Appendix: Curve Parameters

A.1 Elliptic curves over binary field

The curve equation is:

\[ y^2 + xy = x^3 + x^2 + b \] where \( b \in \mathbb{F}_{2^m} \).
The parameters are for B233:
\[ a = 1, \]
\[ h = 2, \]
\[ f(x) = x^{233} + x^7 + 1, \]
\[ b = \text{hexadecimal value}, \]
\[ r = \text{hexadecimal value}. \]
where the order of the curve is \( n \times h \). For B409 we have:
\[ a = 1, \]
\[ h = 2, \]
\[ f(x) = x^{409} + x^{87} + 1, \]
\[ b = \text{hexadecimal value}, \]
\[ r = \text{hexadecimal value}. \]

A.2 Weierstrass curve over prime field

The curve equation is:
\[ y^2 = x^3 - 3x + b \] where \( b \in \mathbb{F}_p \).

The parameters are:
\[ p = 2^{255} - 19 \]
\[ b = \text{hexadecimal value}, \]
\[ r = \text{hexadecimal value}. \]
\( r \) is the prime order of \( P \).

A.3 Jacobi Quartic curve over prime field

The curve equation is:
\[ y^2 = x^4 - \frac{3}{2} \theta x^2 + 1, \] where \( \theta \in \mathbb{F}_p \).

The parameters are:
\[ \theta = \text{hexadecimal value}, \]
\[ h \times r = \text{hexadecimal value}. \]

The Jacobi Quartic curve is isomorphic to the following Weierstrass elliptic curve:
\[ y^2 = x^3 + ax + b \]
where: \( a = (-16 - 3\theta^2)/4 \) and \( b = -\theta^3 - a\theta \). Hence, in our case:
\[ a = \text{hexadecimal value}, \]
\[ b = \text{hexadecimal value}. \]