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ABSTRACT

We estimate the galaxy stellar mass function and stellar mass density for star-forming and quiescent galaxies with $0.2 < z < 4$. We construct a large, deep ($K_p < 24$) sample of 220,000 galaxies selected using the new UltraVISTA DR1 data release. Our analysis is based on 30-band photometric redshifts. By comparing these photometric redshifts with 10,800 spectroscopic redshifts from the zCOSMOS bright and faint surveys, we find a precision of $\sigma_{\Delta(1+z)} = 0.008$ at $i^* < 22.5$ and $\sigma_{\Delta(1+z)} = 0.03$ at $1.5 < z < 4$. We derive the stellar mass function and correct for the Eddington bias. We find a mass-dependent evolution of the global and star-forming populations, with the low-mass end of the mass functions evolving more rapidly than the high-mass end. This mass-dependent evolution is a direct consequence of the star formation being “quenched” in galaxies more massive than $M \sim 10^{10.5}M_\odot$. For the mass function of the quiescent galaxies, we do not find any significant evolution of the high-mass end at $z < 1$; however we observe a clear flattening of the faint-end slope. From $z \sim 3$ to $z \sim 1$, the density of quiescent galaxies increases over the entire mass range. Their comoving stellar mass density increases by 1.6 dex between $z \sim 3$ and $z \sim 1$ and by less than 0.2 dex at $z \leq 1$. We infer the star formation history from the mass density evolution. This inferred star formation history is in excellent agreement with instantaneous star formation rate measurements at $z < 1.5$, while we find differences of 0.2 dex at $z > 1.5$ consistent with the expected uncertainties. We also develop a new method to infer the specific star formation rate from the mass function of star-forming galaxies. We find that the specific star formation rate of $10^{10.6-10.9}M_\odot$ galaxies increases continuously in the redshift range $1 < z < 4$. Finally, we compare our results with a semi-analytical model and find that these models overestimate the density of low mass quiescent galaxies by an order of magnitude, while the density of low-mass star-forming galaxies is successfully reproduced.
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1. Introduction

The galaxy stellar mass function (MF) is a fundamental indicator of the physical processes that regulate mass assembly in galaxies across cosmic time. Stellar mass assembly in galaxies is believed to result from several physical processes such as star formation from in-situ or accreted gas as well as from major or minor mergers. The star formation may also be stopped, or “quenched”, by external process such as “feedback” in active galactic nuclei (AGN) for galaxies residing in more massive dark matter haloes, or by other processes such as supernovae-driven winds in less massive haloes. The relative contribution and operating timescales of these different processes are still a matter of debate.

The evolutionary tracks of the MF as a function of look-back time reveal the major pathways taken by different galaxy populations across cosmic time. Despite the considerable progress made over the last decade, our understanding of the early evolution of stellar mass growth is still incomplete and several puzzling issues have yet to be resolved: (i) The stellar mass density of the most massive galaxies ($10^{11} M_\odot$) at $z \sim 3$ is almost identical to the local measurement (Perez-Gonzalez et al. 2008). This result requires a powerful feedback mechanism in order to halt star formation in massive galaxies, like AGN feedback (e.g. Bower et al. 2006; Croton et al. 2006). However, numerous systematic uncertainties could still be hiding an evolution of the high-mass end (Marchesini et al. 2009). In particular, if both random and systematic errors are considered, Marchesini et al. (2009) “can not exclude a strong evolution (by as much as a factor of ~50) in the number density of the most massive galaxies ($>10^{11.5} M_\odot$) from $z = 4.0$ to $z = 1.3$”. (ii) The stellar mass density of the most massive quiescent galaxies undergoes little evolution (less than 0.2 dex) from $z \sim 1$ to $z \sim 0.1$ (Arnouts et al. 2007; Pozzetti et al. 2010; Ilbert et al. 2010). Therefore, major merger activity must be relatively limited for this population since $z \sim 1$, in agreement with galaxy merger rate measurements (e.g. Lopez-Sanjuan et al. 2012). (iii) The stellar mass density increases continuously with cosmic time. The star formation rate (SFR) integrated along cosmic time and the stellar mass decreases continuously with cosmic time. The star formation rate density at low mass galaxies which could impact the global stellar mass (e.g. Lopez-Sanjuan et al. 2012). (iii) The stellar mass density in-
Table 1. Characteristics of the spectroscopic redshift samples and photometric redshift accuracy.

<table>
<thead>
<tr>
<th>Spectroscopic Survey</th>
<th>Nb spec-z</th>
<th>$z_{\text{med}}$</th>
<th>$I_{\text{med}}$</th>
<th>$\sigma_{\Delta z/(1+z)}$</th>
<th>$\eta(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>zCOSMOS bright</td>
<td>9389</td>
<td>0.50</td>
<td>21.4</td>
<td>0.0080</td>
<td>0.6</td>
</tr>
<tr>
<td>Kartaltepe (2013)</td>
<td>570</td>
<td>0.73</td>
<td>22.0</td>
<td>0.0105</td>
<td>3.2</td>
</tr>
<tr>
<td>Comparat (2013)</td>
<td>382</td>
<td>1.12</td>
<td>22.6</td>
<td>0.0163</td>
<td>4.7</td>
</tr>
<tr>
<td>Capak (2013)</td>
<td>631</td>
<td>1.15</td>
<td>23.5</td>
<td>0.0213</td>
<td>9.5</td>
</tr>
<tr>
<td>Onodera (2012)</td>
<td>17</td>
<td>1.55</td>
<td>23.9</td>
<td>0.0446</td>
<td>0.0</td>
</tr>
<tr>
<td>Silverman (in prep.)</td>
<td>88</td>
<td>1.58</td>
<td>23.2</td>
<td>0.0259</td>
<td>1.1</td>
</tr>
<tr>
<td>Krogager (in prep.)</td>
<td>13</td>
<td>2.02</td>
<td>24.8</td>
<td>0.0708</td>
<td>7.7</td>
</tr>
<tr>
<td>zCOSMOS faint</td>
<td>1392</td>
<td>2.15</td>
<td>23.6</td>
<td>0.0297</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Notes. Only the most secure spectroscopic redshifts at $K_s < 24$ are considered. The median redshift and magnitude are provided for each sample.

2. Data description

2.1. Preparation of stacked images and confidence maps

Our photometric catalogue comprises near-infrared data taken with the VIRCAM (Emerson & Sutherland 2010) on the VISTA telescope as part of the UltraVISTA project and optical broad and intermediate-band data taken with the SUPRIME camera on Subaru in support of the COSMOS project (Capak et al. 2007). The near-infrared data we use here corresponds to the UltraVISTA DR1 data release fully described in McCracken et al. (2012).

To construct our multi-band catalogue, we first downloaded all COSMOS tiles and confidence maps from the IRSA2 COSMOS archive, choosing where possible the "best" seeing images. Since the IRSA tiles have the same tangent point and pixel scale as UltraVISTA DR1, they may be simply "pasted together" (i.e., without image resampling) using the swarp software to produce a single, large image which is pixel-matched to UltraVISTA DR1. Catalogues can then be simply generated using SExtractor (Bertin & Arnouts 1996) in "dual-image" mode, using matched apertures on each image. The list of broad and intermediate band / narrow band images used is as follows: $u^*$, $B_J$, $V_J$, $r^*$, $i^*$, $z^r$, $IA484$, $IA527$, $IA624$, $IA679$, $IA738$, $IA767$, $IA427$, $IA464$, $IA505$, $IA574$, $IA709$, $IA827$, $NB711$, $NB816$. Table 1 in Ilbert et al. (2009) lists the effective wave-lengths of each of these filters (note that we do not use the Subaru $g$-band data as this has particularly poor seeing). All four UltraVISTA bands are used: $Y$, $J$, $H$, $K_s$; the depths for the UltraVISTA DR1 are given in Table 1 of McCracken et al. (2012).

Before catalogue extraction, we must first take into account the large variation in seeing between different COSMOS images and also within the UltraVISTA stacks themselves. As already documented in McCracken et al. (2012), in the UltraVISTA $H$ and $K_s$ stacks there are "columns" of different seeing as a consequence of the different VISTA pawprints contained in the final stacks being taken under different seeing conditions. To correct for this, we first construct for each $H$ and $K_s$ stack six separate stacks comprising the six individual VISTA "pawprints". We then measure the average seeing on each of six pawprints using the PSFex software (Bertin et al. 2011), which corresponds to a fit of a Moffat (1969) profile. Next, the individual pawprints are convolved by a Gaussian profile calculated to bring the point spread function (PSF) on the final images to 1.1″. A similar procedure is adopted to homogenise the COSMOS broad and intermediate-band images; the seeing is measured on each stack and the images are then convolved with a Gaussian profile to bring the final image to 1.1″ which is the worst PSF among all bands (the $Y$ band from ultraVISTA).

2.2. IRAC observations

The IRAC data consist of all cryogenic data (Sanders et al. 2007) and the data from the Warm mission SEDS program (Fazio et al. 2012) covering ~0.1 deg$^2$ in the center of the field. The data were reduced with the MOPEX software package. Photometric measurements were made using SExtractor in dual image mode with the Subaru $i$-band image as a detection image and the IRAC image for measurement. This improves photometric accuracy when optical sources are close to each other by making use of the SExtractor aperture de-blending routines. As in described in Sanders et al. (2007) photometric measurements were made in a 3.8″ diameter aperture and corrected to pseudo-total using a statistical aperture correction. We adopt a 3.8″ aperture which is a good trade-off between a small aperture which limits the noise created by blending, and a large aperture which reduces the correction needed to estimate the total fluxes of bright galaxies. A comparison between these IRAC fluxes in the $i$- and IRAC selected catalogues (Ilbert et al. 2010) shows only a small systematic offset which is to be expected as a consequence of the update to the IRAC calibration.

2.3. Source catalogue extraction and merged catalogue creation

In extracting our source catalogues using SExtractor, the choice of the detection image is important. Our scientific objectives drive us to use the longest possible wavelengths in order to reliably detect galaxies at intermediate to high redshifts. On the other hand, we also want a sample which is as complete as possible to the faintest possible limits in stellar mass. We construct a detection image using Swarp (Bertin et al. 2002) from the chi-squared sum of the (non-convolved) UltraVISTA DR1 $YJHK_s$ images, following the techniques outlined in Szalay et al. (1999). This ensures that all sources detected in at least one VISTA band are included in the final catalogue.

With this detection image and a set of PSF-homogenised images in hand, we can proceed to catalogue extraction. In order to make reliable magnitude error estimates on stacked, convolved data which has a non-negligible amount of correlated noise we use for each Subaru band pre-computed effective gain values (Capak et al. 2007) in combination with the MAP_RMS confidence maps supplied by IRSA. This is particularly important for the shorter wavelength data which saturates at relatively bright magnitudes. For the UltraVISTA data, where we use weight maps as opposed to RMS-maps we set the SExtractor option RESCALE_WEIGHTS to $N$ to ensure that image convolution has no effect on image noise measurement and that the weight-maps are not rescaled automatically as is normally the case in SExtractor. To account for additional noise sources not accounted for in the RMS maps such as errors in the background subtraction, zero-point errors, confusion, morphological aperture corrections, and other effects the errors were multiplied by a factor of 1.5 to match the measured noise on the extracted photometry.

For each detected source we measure aperture magnitudes into a 3″ diameter circle, and "pseudo-total" "Kron" magnitudes

---

1. http://irsa.ipac.caltech.edu/Missions/cosmos.html
IRAC images. For these sources, we include the 3 detected in the described above. Some red galaxies could be too faint to be computed using a stellar curve-of-growth method (although the images are PSF-homogenised, there are still small residual PSF variations band-to-band). The SED fitting is performed on these magnitudes. However, this aperture correction is not enough to capture the total flux of large and bright galaxies. As a consequence, we would underestimate the stellar masses of these galaxies. To get the correct stellar masses, we compute an average transformation between these aperture corrected magnitudes and SExtractor’s MAG_AUTO over all broad-band filters for each object and then apply this adjustment to the stellar masses.

The i-selected catalogue from Capak et al. (2007) was cross-matched to the near-infrared UltraVISTA catalogue. This i-selected catalogue contains GALEX UV magnitudes computed by Zamojski et al. (2007). GALEX fluxes were measured using PSF fitting method.

This i-selected catalogue contains also the IRAC fluxes as described above. Some red galaxies could be too faint to be detected in the i-band selected catalogue (e.g. quiescent galaxies at z > 2). Nevertheless, such galaxies could be detected in the IRAC images. For these sources, we include the 3.8” aperture fluxes from the IRAC selected catalogue of Ilbert et al. (2010).

Finally, a significant fraction of the objects (2%) were flagged as power-law sources using the criteria established by Donley et al. (2012). Since in these cases the IRAC flux could be dominated by AGN emission, we do not use the IRAC flux for this population.

3. Photometric redshifts and physical parameters

3.1. Photometric redshift estimation

We derive our photometric redshifts following the recipes outlined in Ilbert et al. (2009). The photometric redshifts are derived using “Le Phare” (Arnouts et al. 2002; Ilbert et al. 2006). Ilbert et al. (2009) used 31 templates including elliptical and spiral galaxies from the Polletta et al. (2006) library and 12 templates of young and blue star-forming galaxies generated with Bruzual and Charlot stellar population synthesis models (2003, hereafter BC03). Using a spectroscopic sample of quiescent galaxies, Onodera et al. (2012) showed that the estimate of the photo-z for the quiescent galaxies in Ilbert et al. (2009) were underestimated at 1.5 < z < 2. We improve the photo-z for this specific population by adding two new templates of elliptical galaxies generated with BC03. These two new templates are generated assuming an exponentially declining SFR with a short timescale τ = 0.3 Gyr and two different metallicities (Z = 0.008 and Z = 0.02 i.e. Z⊙). They include 22 ages well sampled between 0.5 Gyr and 4 Gyr old. Thanks to a better sampling of younger ages than our previous library, they improve the photo-z for the quiescent population at z > 1.5.

Extinction is added as a free parameter (E(B − V) < 0.5) and several extinction laws are considered (Calzetti et al. 2000; Preved 1984 and a modified version of the Calzetti laws including a bump at 2175 Å). We do not add any extinction for the templates redder than S⊙. We also do not allow additional extinction for the templates redder than S⊙ (the Sa, Sb, Sc templates from Polletta et al. 2007, already include some extinction). Emission lines are added to the templates using an empirical relation between the UV light and the emission line fluxes (Ilbert et al. 2009). By contrast with Ilbert et al. (2009), we assign the redshift using the median of the marginalised probability distribution function rather than the minimum χ². While the results are broadly similar between the two methods, using the median has the advantage of producing more reliable error bars for the photometric redshifts and reducing the effect of aliasing in the photometric redshift space.

We combine several spectroscopic samples to test the accuracy of the photometric redshifts, including zCOSMOS-bright with 20700 bright VIMOS/VLT spectra selected at i > 12.5 (Lilly et al. 2007), zCOSMOS faint with 9500 faint VIMOS/VLT spectra selected at 1.5 < z < 3 (Lilly et al., in prep.), 2300 DEIMOS/Keck redshifts which combined several selected sub-populations of blue star-forming and infrared galaxies at 0.5 < z < 6 (Kartaltepe et al., in prep., Capak et al., in prep.), 835 FORS2/VLT redshifts at 0.6 < z < 1.8 (Comparat et al., in prep.), 138 MOIRCS/Subaru redshifts at 1.4 < z < 1.8 (Silverman et al., in prep.). 18 faint quiescent galaxies at z > 1.9 obtained with MOIRCS/Subaru (Onodera et al. 2012) and 16 faint quiescent galaxies at 1.85 < z < 2 obtained with the WFC3 grism observations from the 3D-HST survey (Krogager et al., in prep.). We keep only the most secure spectroscopic redshifts (e.g. flag 3 and 4 for zCOSMOS) at Ke < 24 which reduces to 12482 the number of photometric redshifts used for the comparison. The comparison between photometric and spectroscopic redshifts is shown in Fig. 1 and the accuracy obtained for each spectroscopic sample is listed in Table 1. The fraction of catastrophic failures η is defined as η = |zphot − zspec|/(1 + zspec) > 0.15.

Fig. 1. Photometric redshifts versus spectroscopic redshifts. Only secure spectroscopic redshifts at Ke < 24 are considered. Different symbols correspond to the spectroscopic samples labelled in the right.
The redshift accuracy $\sigma_{z}/(1+z)$ is computed using the normalised median absolute deviation (Ilbert et al. 2006).

Figure 1 shows that the photometric redshift accuracy has two regimes. At $z < 1.5$, the Balmer break falls between the intermediate band filters. In this regime, the spectroscopic sample is dominated by the zCOSMOS bright sample selected at $i' < 22.5$ (blue crosses). The precision is better than 1% with less than 1% of catastrophic failures. Even as faint as $i' \sim 24$, comparisons with the DEIMOS sample show a better than 3% precision at $z < 1.5$ (green crosses). At intermediate redshifts $1.4 < z < 4$, the FMOS sample from Silverman et al. (2006) shows an excellent precision of 0.026. However we note that $H_{\alpha}$ is identified in the near-IR spectra from a knowledge of photo-$z$ which could explain the low failure rate. At higher redshifts $1.5 < z < 4$ the accuracy of the photo-$z$ has been tested against the zCOSMOS faint sample and faint DEIMOS spectra. Here the precision is around 3%, showing that we can safely extend our analysis at $z > 1.5$ for faint star-forming galaxies. Thanks to new near-IR spectroscopic samples, we can now test the accuracy of the photo-$z$ for the quiescent population at $z > 1.5$. We combine the quiescent sample of Onodera et al. (2012) and Krogaer et al. (in prep.). These galaxies are extremely faint with a median $i'$ band magnitude of 24.5 and a median redshift of 1.8. We have only one outlier in 30 galaxies. The precision is as good as $\sigma_{z}/(1+z) = 0.056$. We still detect a small bias with $\text{median}(zp - zs) = -0.1$, which does not have significant impact on our work.

We also compute the best-fitting $\chi^2$ using the stellar library. The sources are classified as stars when the $\chi^2$ obtained with the star library is lower than the one obtained with the galaxy library. Since near-infrared data are available, such criterion is effective in isolating the stars.

### 3.2. Stellar masses and associated completeness

We turn now to the estimation of physical properties based on these photometric redshifts, first estimating galaxy stellar masses. We rely on a model to convert the galaxy luminosity into stellar mass. We generate a library of synthetic spectra normalised at one solar mass. These synthetic spectra are fitted to the multi-colour photometry described above using Le Phare. The physical parameter called "stellar mass" in this paper corresponds to the median of the stellar mass probability distribution marginalised over all other parameters. The library of synthetic spectra is generated using the Stellar Population Synthesis (SPS) model of Bruzual & Charlot (2003). Several other models are available in the literature (e.g. Fioc & Rocca-Volmerange 1997; Maraston 2005; Bruzual 2007; Conroy et al. 2009). The stellar masses could vary by 0.1–0.15 dex depending on the considered SPS model (e.g. Walcher et al. 2011). For consistency, we use the same default library as Ilbert et al. (2010): we assume the Calzetti (2000) extinction law; emission line contributions are included using an empirical relation between the UV light and the emission line fluxes (Ilbert et al. 2009); we used three different metallicities ($Z = 0.004$, $Z = 0.008$, $Z = 0.02$ i.e. $Z_{\odot}$); the star formation history declines exponentially following $\tau^{-1}e^{-\tau/\tau}$. We considered nine possible $\tau$ values ranging from 0.1 Gyr to 30 Gyr. We will test the systematic uncertainties linked to our choice of star formation history in Sect. 6.4. Following Fontana et al. (2006), Pozzetti et al. (2007), Ilbert et al. (2010), we impose the prior $E(B-V) < 0.15$ if $age/\tau > 4$ (a low extinction is imposed for galaxies having a low SFR).

Figure 2 shows the stellar masses as a function of redshift. We can detect galaxies with masses as low as $M \sim 10^{10}$ $M_{\odot}$ at $z = 4$. The mass limit depends on the mass-to-light ratio of the considered template. Figure 2 shows the stellar mass limit that can be reached for different templates. For clarity, we show only two extreme templates in terms of star formation history ($\tau = 0.1$ Gyr and $\tau = 30$ Gyr), with solar metallicity and we select three ages. Oldest galaxies have the highest stellar mass limit. We follow a procedure similar to Pozzetti et al. (2010) to define the stellar mass completeness limit. We base our estimate on the 90% of the templates which are the most often fitted. In practice, we compute the lowest stellar mass which could be detected for a galaxy with log ($M_{\text{limit}}$) = log ($M$) + 0.4($K - 24$), given a sample selected at $K < 24$ (brown points). At a given redshift, the stellar mass completeness limit corresponds to the mass with 90% of the galaxies having their $M_{\text{limit}}$ below the stellar mass completeness limit. Following this procedure, not more than 10% of the galaxies could be missed in the lowest mass end of the mass function.

At $z > 2$, galaxies could be too faint to be detected in optical and we need to rely on optical upper-limits and near-IR fluxes to estimate the photo-$z$. Photometric redshifts with a precision of 5% are routinely computed with four bands (e.g. Ilbert et al. 2006). Therefore, we checked that most of the galaxies are detected in four bands at least, to allow a robust photo-$z$ estimate. The fraction of galaxies detected in a minimum of four bands at 2 and 5 $\sigma$ are given in Fig. 2. This fraction is always above 95% at $z < 2$ even if we consider a 5$\sigma$ detection limit. At $z > 2$, the
fraction stays higher than 80% (90%) for a 5σ (2σ) detection limit, except at 2.5 < z < 3 for the quiescent (still 91% have their magnitudes measured in a minimum of 4 bands, with a detection limit better than 2σ). Moreover, as indicated in Fig. 2, more than 75% of sources show a 5σ detection at 3.6 μm even at the highest redshift bin.

3.3. Galaxy classification

In order to divide the sample into quiescent and star-forming galaxies, we use a slightly modified version of the two-colour selection technique proposed by Williams et al. (2009). Following Ilbert et al. (2010), we use the rest-frame two-colour selection NUV − r∗ versus r∗ − J instead of U − V versus V − J. In fact, NUV − r∗ is a better indicator of the current versus past star formation activity (e.g. Martin et al. 2007; Arnouts et al. 2007)\(^5\). Moreover, the dynamical range covered by the NUV − r∗ rest-frame colour is larger than the one covered by U − V, making the NUV − r∗ rest-frame colour less sensitive to uncertainties linked to observations. Finally, the NUV rest-frame is still sampled by optical data at z > 2 which is no longer true for the rest frame U band.

Figure 3 shows the two-colour criterion used to select the quiescent population. Galaxies with M_{NUV} − M_r > 3(M_r − M_J) + 1 and M_{NUV} − M_r > 3.1 are considered as quiescent. The advantage of this classification is that it avoids a mix between dusty star-forming galaxies and quiescent galaxies: extinction moves star-forming galaxies along a diagonal axes from the bottom left to the top right of Fig. 3. We derive the absolute magnitudes with the method of Ilbert et al. (2005) which minimises the k-correction dependency\(^6\).

The specific star formation rate (sSFR, estimated in yr\(^{-1}\) throughout the paper) is the ratio between the instantaneous SFR and the stellar mass obtained from the best-fit template. In Ilbert et al. (2010) and Domínguez Sánchez et al. (2011), we considered that a galaxy was quiescent when log (sSFR) < −11.

\(^5\)NUV corresponds to the GALEX filter centered at 0.23 μm.

\(^6\)When the absolute magnitude is computed at \(\lambda_{\text{rest-frame}}\), we base its estimate on the apparent magnitude measured at \(\lambda_{\text{rest-frame}}(1+z_{\text{gal}})\).

4. Method used to estimate the Galaxy Stellar Mass Function

We use the tool ALF (Ilbert et al. 2005) to derive the galaxy stellar mass functions. This tool includes three non-parametric estimators (Vmax, SWML, C\(^\text{v}\)) detailed in Appendix A.2 of Ilbert et al. (2005). We limit our analysis to above the stellar mass limit given in Table 2 (Col. 4), as defined in Sect. 3.2. We verified that the three non-parametric estimators are in good agreement over the considered mass ranges. As shown in Ilbert et al. (2004), the estimators behave differently if a galaxy population is missing and diverge below a given mass limit when a significant population is no longer present. The good agreement between the three estimators confirm that our stellar mass limits are well established.

4.1. Associated uncertainties

Our error budget includes the Poissonian errors, the photo-\(\gamma\) redshift uncertainties, and the uncertainties in the mass estimations.

We estimate the cosmic variance with the public tool getcv provided by Moster et al. (2011). The square root of the cosmic variance for galaxies is computed as the product of the galaxy bias and the dark matter root cosmic variance. The dark matter cosmic variance is computed for a field of 1.5 deg\(^2\). Moster et al. (2011) provide an estimate of the bias as a function of redshift and stellar mass. The fractional error in density is shown in the top panel of Fig. 4. This uncertainty increases with the mass since the massive galaxies are more biased than lower mass galaxies. The error associated to the cosmic variance is always larger than 5% at low mass and reaches 30% at high mass.

In order to take into account the uncertainties generated by the template-fitting procedure (photo-\(\gamma\) and stellar mass), we created a set of 30 mock catalogues by perturbing each flux point according to its formal error bar. We scatter the photometric redshifts according to their 1σ error provided by Le_Phare. For each realisation, we recompute the stellar masses, and perform again the galaxy classification and recompute the MFs. We compute the 1σ dispersion in density at a given mass and redshift. The evolution of this dispersion is shown in Fig. 4. These uncertainties are below 2% at low masses and z < 2. In this regime, the cosmic variance dominates the error budget. At high masses M > 10\(^{11}\)M_⊙, the errors associated with the template fitting procedure reach 30–40% and become as important as the cosmic variance.

In order to obtain the total errors, we add in quadrature the errors due to the cosmic galaxy variance (\(err_{\text{cosmic_var}}\)), the ones linked to the template-fitting procedure (\(err_{\text{fit}}\)) and the Poissonian errors (\(err_{\text{poisson}}\)).

\[
err_{\text{tot}} = \sqrt{err_{\text{poisson}}^2 + err_{\text{cosmic_var}}^2 + err_{\text{fit}}^2}.
\]

Since \(err_{\text{cosmic_var}}\) and \(err_{\text{fit}}\) are derived as a function of the mass and the redshift, it is straightforward to associate the total errors to the non-parametric MF data points.

---
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4.2. Fit of the stellar mass function and Eddington bias

We fit a parametric form over the V\textsubscript{max} non-parametric data. The choice of the non-parametric estimator has no impact on our results since we work in a mass range where the three non-parametric estimators are consistent. Following Pozzetti et al. (2010), we use a double Schechter function, defined as:

$$\phi(M)dM = e^{-M/M^*} \left[ \phi_1 \left( M/M^* \right)^{\alpha_1} + \phi_2 \left( M/M^* \right)^{\alpha_2} \right] dM$$

with M\textsuperscript* the characteristic stellar mass, \alpha_1 and \alpha_2 are the slopes which need to satisfy the following criteria \alpha_2 < \alpha_1, and \phi_1 and \phi_2 correspond to the normalisation. For the global and star-forming populations, we arbitrarily set the slope at \alpha_2 = -1.6 at z > 1.5 since this parameter is no longer constrained. For the quiescent population, we use a simple Schechter function at z > 0.5 since we do not detect any upturn at the low-mass end given our survey limit. At 0.2 < z < 0.5, we still need to use a fit with a double Schechter function.

Below the stellar mass limit M\textsubscript{complete} given in Table 2 (see Sect. 3.2), the V\textsubscript{max} estimator underestimates the true MF (Ilbert et al. 2004). Therefore, we use the V\textsubscript{max} measurements below M\textsubscript{complete} as a lower bound in the fitting procedure.

A crucial step in our fitting procedure is to account for the uncertainties in the stellar mass. These uncertainties could bias our estimate of the high-mass end (Caputi et al. 2011). Since the galaxy density exponentially decreases towards massive galaxies, errors in the stellar mass scatter more galaxies into the massive end than the reverse (Eddington 1913). Our procedure to avoid this bias is detailed in Appendix A. First, we find that the stellar mass uncertainties are well characterised by the product of a Lorentzian distribution \(L(x) = \frac{1}{\pi \sigma} \frac{1}{(x^2 + \sigma^2)^{3/2}}\) with \(\sigma = 0.04(1+z)\) and a Gaussian distribution G with \(\sigma = 0.5\). Then, we convolve the double Schechter function \(\phi\) by the stellar mass uncertainties: \(\phi_{\text{convolved}} = \phi \ast (L \times G)\). Finally, we fit \(\phi_{\text{convolved}}\) to the V\textsubscript{max} non-parametric data. Therefore, the best-fit parameters that we provide in Table 2 are deconvolved by the expected stellar mass uncertainties and do not suffer from Eddington bias.

5. Results: evolution of the galaxy stellar mass function and stellar mass density

The galaxy stellar mass functions are computed with a sample of 220 000 galaxies selected at \(K_s < 24\). We keep only the sources in areas with good image quality, representing an area of 1.52 deg\textsuperscript{2}. We remove the stars and X-ray detected AGNs (Brusa et al. 2007). Figures 5 and 6 show the galaxy stellar mass functions for the full sample, the quiescent and the star-forming populations. The best-fit parameters are given in Table 2. In this section, we describe our results out to z = 4.
Fractional error in density as a function of the stellar mass and redshift. The top panel shows the errors due to the cosmic variance. The middle and bottom panels are the errors associated to the template fitting procedure (photo-z and stellar mass) for the full sample and the quiescent population, respectively. Results are shown only in the mass range covered by our dataset.

5.1. Evolution of the full sample

Figure 5 shows the evolution of the MFs for the full sample. A first option is to consider a pure evolution in stellar mass. In this case, we assume that only star formation drives the MF evolution (no galaxy can be created or destroyed). We find that the evolution is strongly mass-dependent, with the low-mass end evolving more rapidly than the high-mass end. For instance, the stellar mass of a $10^{10.8} M_\odot$ galaxy increases by 0.9 dex between $1.5 < z < 2$ and $0.2 < z < 0.5$, while the stellar mass of a $10^{11.6} M_\odot$ galaxy increases by only 0.2 dex in the same time interval. Therefore, we conclude that the evolution is strongly mass-dependent, in agreement Marchesini et al. (2009). A second option is to consider a pure density evolution. A constant increase in density by 0.3–0.4 dex, independent of the mass, is sufficient to match the $1.5 < z < 2$ and $0.2 < z < 0.5$ MFs. However such a pure density evolution scenario is not applicable to the full sample: it would mean that new galaxies which were not present in a given redshift appear in the next redshift bin. Major mergers are not an option for a pure increase in density with cosmic time: for a $\alpha = -1.4$ MF slope, the density of low mass galaxies would decrease by 0.16 dex if we assume that all galaxies encounter a major merger since $z = 2$.

In Fig. 7, we compare our results with several MF estimates published since 2008. We find an excellent agreement with the various MFs from the literature. Still, the differences in normalisation are as large as 0.2 dex in certain bins (e.g. $0.5 < z < 0.8$ with Kajisawa et al. (2009) and Pérez-González et al. (2008); at $2 < z < 2.5$ with Santini et al. (2012) which could be explained by known groups at $z \sim 2.2$–2.3). We also find that the extrapolation of our MF slope is flatter than data from Santini et al. (2012), but our sample does not reach a similar depth as this study.

In Fig. 7, we compare our results with several MF estimates published since 2008. We find an excellent agreement with the various MFs from the literature. Still, the differences in normalisation are as large as 0.2 dex in certain bins (e.g. $0.5 < z < 0.8$ with Kajisawa et al. (2009) and Pérez-González et al. (2008); at $2 < z < 2.5$ with Santini et al. (2012) which could be explained by known groups at $z \sim 2.2$–2.3). We also find that the extrapolation of our MF slope is flatter than data from Santini et al. (2012), but our sample does not reach a similar depth as this study.

The MF would be shifted in density by $-0.3$ dex (half as many galaxies) and the masses would increase by 0.3 dex.
low mass galaxies. Since the slope is arbitrary set at $a_2 = -1.6$ at $z > 1.5$, we allow $a_2$ to vary in the range $-1.9 < a_2 < -1.4$ to compute the mass density uncertainties. The results are shown in Fig. 8 (black circles). We fit the stellar mass density by the parametric form $\rho_\star(z) = a \times e^{-bc}$. Our best fit function is shown with a dashed line in Fig. 8 for the best fitting parameters $a = 2.46_{-0.29}^{+0.35} \times 10^{8}$, $b = 0.50_{-0.16}^{+0.19}$ and $c = 1.41_{-0.31}^{+0.46}$. We find that the global stellar mass density increases by 1.1 dex between $3 < z < 4$ and $0.8 < z < 1.1$ (a factor 13 in 4.2 Gyr). The evolution is much smaller at $z < 1$ with an increase of 0.2 dex between $0.8 < z < 1.1$ and the local estimate (a factor 1.6 in 6 Gyr). Therefore, the stellar mass is assembled twice as fast at $1 < z < 4$ (14\% of the local stellar mass density per Gyr) than at $z < 1$ (6\% of the local stellar mass density per Gyr).

Figure 8 shows an excellent agreement between the various estimates from the literature, in particular at high redshift with the previous results from Caputi et al. (2011), Pérez-González et al. (2008) and Marchesini et al. (2009). We derive stellar mass densities which are lower by 0.2–0.3 dex at $z > 2$ in comparison with Santini et al. (2012). They find a slope much steeper than ours ($\alpha < -1.8$) which explains this difference. Their steep slopes are explained by a steep upturn in their faintest bins in stellar mass (see the red triangles in Fig. 7). Our MF and mass density are in good agreement if we limit the comparison to the mass range common to both studies. Santini et al. use a HAWK-I $K_s$ selected sample which is 1.5 mag deeper than our sample and we are not able to reach the stellar mass limit at which this upturn occurs.

5.2. Evolution of the quiescent population

Middle panel of Fig. 6 shows the MF evolution of quiescent galaxies. The MF evolution of the quiescent population is clearly mass dependent at $z < 1$. In this redshift range, we do not find any significant evolution of the high-mass end while we observe a clear flattening of the faint-end slope. Between $0.8 < z < 1.1$ and $0.2 < z < 0.5$, the density of galaxies more massive than $10^{11.2} M_\odot$ does not increase, while galaxies are continuously “quenched” at the low-mass end. For instance, the
Fig. 8. Stellar mass density as a function of cosmic time (redshift is given in the top label). Black and red points correspond to the full and quiescent populations, respectively. The circles correspond to our new results using UltraVISTA. Solid and open red circles correspond to the two-colour and sSFR selected quiescent galaxies, respectively. The green shaded area corresponds to the cosmic SFR compiled by Behroozi et al. (2013) and integrated over cosmic time as described in Sect. 6.1. The dashed line corresponds to the best fit over the mass density data.

Fig. 9. Stellar mass density as a function of cosmic time. Black open circles, red solid circles and blue pentagons correspond to the full, quiescent and star-forming galaxies, respectively.

5.3. Evolution of the star-forming population

The top panel of Fig. 6 shows the stellar mass function of the star-forming galaxies. We can divide this evolution in two regimes: above and below $10^{10.7-10.9} \, M_\odot$. If we consider only the low mass regime, the faint-end slope remains steep over the full redshift range. We do not detect any significant trend in the slope evolution over the stellar mass range covered by our dataset. We observe a strong evolution of low-mass galaxies, especially at $z > 2$. For the MF at $2 < z < 2.5$ to match that at $1.5 < z < 2$ requires the stellar mass of a $10^{10.3} \, M_\odot$ galaxy to increase by around 0.4 dex. We discuss in Sect. 6.2 how such evolution could be interpreted in term of sSFR. If we consider now the evolution of the high-mass end, we do not detect an evolution of the density of the most massive galaxies $10^{11.6-11.8} \, M_\odot$. Since these star-forming galaxies are forming new stellar populations, these massive star-forming galaxies are necessarily quenched along cosmic time, as we will discuss in Sect. 6.3.

Figure 9 shows the evolution of the stellar mass density for star-forming galaxies. As for the quiescent population, we also observe two regimes with a faster evolution at $1 < z < 4$ than at $z < 1$. We observe an evolution of 0.5 dex between $2.5 < z < 3$ and $0.8 < z < 1.1$, while the quiescent galaxies evolve by 1.6 dex in the same period. Therefore, quiescent galaxies are building faster at this epoch. We also observe that the stellar mass density of quiescent and star-forming galaxies are comparable at $z < 1$, while star-forming galaxies dominate the stellar mass budget at higher redshift.

6. Discussion

6.1. Inferred star formation history

Following Wilkins et al. (2008), we can link the mass density evolution and the star formation history using

$$\rho_*(t) = \int_0^t SFRD(t') (1 - f_s[t - t']) \, dt'$$

(3)
where SFRD corresponds to the star formation rate density and $f_z$ is the stellar mass loss depending on the age of the stellar populations (Renzini & Buzzoni 1986). We adopt the parametrization of the stellar mass loss provided by Conroy & Wechsler (2009) for a Chabrier (2003) IMF $f_z(t - t') = 0.05\ln(1 + (t - t'))/0.3$ Myr.

Wilkins et al. (2008) found that the star formation history inferred from the mass density measurements is not consistent with SFRD observations. We re-investigate this problem using our own mass density measurements. We fit the UltraVISTA mass density data using Eq. (3) and the parametrisation of the star formation history of Behroozi et al. (2013):

$$\text{SFRD}(z) = \frac{C}{10^{A(z-z_0)} + 10^{B(z-z_0)}}.$$  

The resulting best fit parameters are $B = 0.194^{+0.128}_{-0.082}$, $C = 0.111^{+0.040}_{-0.029}$ and $z_0 = 0.950^{+0.343}_{-0.410}$. We set $A = -1$ as Behroozi et al. (2013). Our inferred star formation history and the associated uncertainties are shown with the black solid line and the shaded area in Fig. 10. The inferred star formation history is compared with the data compiled by Behroozi et al. (2013) and the most recent measurements of the SFRD at $0 < z < 4$ based on UV (Cucciati et al. 2012), IR (Gruppioni et al. 2013) and radio data (Karim et al. 2011). This inferred star formation history is in excellent agreement with SFRD measurements at $z < 1.5$, while we find differences of 0.2 dex at $z > 1.5$. However, such offset is well within the expected SFRD uncertainties (see the large scatter between the various SFRD measurements at $z > 2$)

---

6.2. Inferred specific star formation rates

We now consider an admittedly over-simplistic scenario in which evolution of star-forming galaxies is driven only by star formation (i.e. we consider that mergers do not significantly change the galaxy distribution between two redshift bins, see Sect. 4.3 of Boissier et al. 2010). Given this assumption, the stellar masses increase by $\Delta M(t_2) - M(t_1) = \int t_1^{t_2} SFR'(t')(1 - f_r(t_2 - t'))dt'$ between $t_1$ and $t_2$ ($t_1 < t_2$), with $f_r$ corresponding to the stellar mass loss (see Sect. 6.1). Assuming that the SFR remains constant over the considered time interval and over the mass range $[M(t_1), M(t_2)]$, we obtain the specific SFR:

$$\text{sSFR}(t_1) = \frac{10^{\log M(t_2) - 1}}{(t_2 - t_1 - \int t_1^{t_2} f_r(t_2 - t')dt')} = \frac{10^{\log M(t_2) - 1}}{(t_2 - t_1 - \int t_1^{t_2} f(t_2 - t')dt')}.$$  

with $\Delta \log M = \log M(t_2) - \log M(t_1)$. The shift $\Delta \log M$ is directly derived from the MF evolution of star-forming galaxies between $t_1$ and $t_2$.

Star-forming galaxies could be quenched and move to the quiescent population in the time interval $t_2 - t_1$. Since we want to compute $\Delta \log M$ for the same galaxy population at $t_1$ and $t_2$, we need to remove the contribution of the galaxies quenched between $t_1$ and $t_2$. This contribution is simply the difference between the quiescent MF (hereafter $\text{MF}_Q$) estimated at $t_1$ and $t_2$. Therefore, the MF of star-forming galaxies without the contribution of the galaxies quenched between $t_1$ and $t_2$ is computed as $\text{MF}_{\text{SFR/Q}}(t_1) = \text{MF}_{\text{SFR}}(t_1) - \text{MF}_{\text{Q}}(t_1)$.

We measure the shifts $\Delta \log M$ required to superimpose the cumulative $\text{MF}_{\text{SFR/Q}}(t_1)$ of the cumulative $\text{MF}_{\text{SFR}}(t_2)$. These shifts are indicated with horizontal arrows in Fig. 11. Since the sSFR could depend on the mass (e.g. Dunne et al. 2009; Karim et al. 2011), we measure $\Delta \log M$ at four reference masses ($M_0 = 10^{10}$, $10^{10.25}$, $10^{10.5}$ and $10^{10.75}$). We do not consider $M_0 < 10^{10}M_\odot$ to limit the impact of the slope extrapolation at low masses. The top label of Fig. 12 shows the evolution of the sSFR estimated at the four reference masses in our analysis. We find consistent sSFR for the three reference masses lower than $M < 10^{10.75}M_\odot$. In the bottom panel of Fig. 12, we focus on the sSFR evolution measured for $M_0 = 10^{10}M_\odot$, which depends less on the removal of quenched galaxies. The sSFR increases from $z = 1$ to $z = 4$ (blue circles). The sSFR computed with this indirect method are compared with direct measurements of the sSFR from the literature. Given the size of the uncertainties, our inferred sSFR is in good agreement with literature measurements. At $z > 2.5$, we obtain a sSFR larger than the compilation from Behroozi et al. (2013). However, recent studies taking into account the contribution of nebular emission lines show that the sSFR at $z > 2$ could be higher than previously found (e.g. de Barros et al. 2012; Stark et al. 2013).
we obtain a value at $z \sim 3.5$ which is higher than Gonzalez et al. (2012) which takes nebular emission lines into account. We also apply the same method with the MFs computed by Caputi et al. (2011) to derive the sSFR at $z \sim 4$ (grey star in Fig. 6.2). Given the mass limit of this study, we adopt a reference mass of $M_R = 10^{10.5} \, M_\odot$. Despite large error bars, our sSFR values are in excellent agreement.

Finally, we note that our method is more robust at $z > 1.5$ than at lower redshift, as shown by the size of the error bars. Indeed, the contribution of the quiescent galaxies to the global population is below 40% at $z > 1.5$ and is restricted to the massive population (bottom panel of Fig. 6). Therefore, residual uncertainties on the removal of the quenched population has a small impact on the analysis. At $z < 1.5$, the quiescent galaxies are built very fast and their contributions to the global MF reaches 80% at $0.8 < z < 1.1$. Therefore, the uncertainties on $MF_Q$ generated by cosmic variance have a strong impact on our density estimate of the quenched population between $t_1$ and $t_2$.

### 6.3. Quenching processes

Newly quenched galaxies and major mergers drive the evolution in density of the quiescent MF, since by definition a quiescent galaxy grows by less than 0.03 dex in 6 Gyr by star formation. Therefore, the efficiency of quenching with cosmic time can be directly estimated from the MF evolution of the quiescent and star-forming galaxies. In this section we discuss our results in term of quenching efficiency, and we summarise our interpretation with a synthetic scheme (Fig. 13).

As we discuss in Sect. 6.2, the evolution of the low-mass star-forming galaxies at $z > 2$ is consistent with the expected sSFR while the lack of evolution of the massive end implies that massive star-forming galaxies are necessarily quenched. Our data are deep enough at $z < 3$ to show that the slope of the star-forming sample is steeper than the slope of the quiescent population (see Fig. 6). If the quenching processes acted with the same efficiency at all masses, the MF of the quiescent population should have the same slope as the star-forming MF. We conclude that the physical process which quenches star formation is necessarily more efficient above $M \gtrsim 10^{10.7-10.9} \, M_\odot$, i.e. the maximum in density of the quiescent MF. This scenario is fully consistent with the model proposed in Peng et al. (2010) who introduce a “mass quenching” process which is independent of environment for the massive galaxies. We show that this
mass quenching has been active since $z = 3$. This mass quenching process must have been efficient at $1 < z < 3$ to rapidly build up the quiescent population (left panel of Fig. 13). For instance, around 30% of the star-forming galaxies with $M > 10^{11} M_\odot$ should be quenched between $2.5 < z < 3$ and $2 < z < 2.5$ to explain a density increase by 0.25 dex of massive quiescent galaxies. While we can see that this quenching process is extremely efficient above a given mass, we cannot infer the physical nature of the quenching process. AGN feedback or major mergers (or both) are possible candidates (e.g. Hopkins et al. 2006).

Since the star-forming galaxies dominate the high-mass end of the global MF at $z > 1$ (bottom panel of Fig. 6), an efficient “mass quenching” process is rapidly transitioning them into passive systems. If the “mass quenching” process depletes more rapidly the reservoir of massive star-forming galaxies than new star formation is able to replenish it, we reach an epoch where the quenching is no longer a channel to create new massive quiescent systems. If the “mass quenching” process is rapidly transitioning them into passive systems, we must see the flattening of the slope of the quiescent MF at $z < 1$. Moreover, we can infer the physical nature of the quenching process thanks to the stellar population synthesis models. However, numerous studies pointed out that such star formation histories could be inappropriate at $z > 1$ (e.g. Maraston et al. 2010; Pacifici et al. 2013). Therefore, we investigate how this choice impacts our conclusions.

We derive the MF using two other libraries: one library based on delayed star formation histories and another using a composite of various star formation histories (see Sect. 3.2). We generate the second library based on delayed star formation histories following a law in $\tau^{2.4\pm0.7}$. The maximum SFR peak could be delayed by 0.1, 0.5, 1, 2 or 3 Gyr and we consider three different metallicities ($Z = 0.004, Z = 0.008, Z = 0.02$). We generate a third composite library including various combinations: three templates with an exponentially declining SFR ($\tau = 0.1, 1, 5$ Gyr), two templates with a delayed star formation history (maximum peak at 1 and 3 Gyr). For each of these templates, we allow a possible second burst 3 Gyr after the peak in SFR. The amplitude of the second burst could be 0.25 or 0.5 times the maximum of the first burst. This second burst is generated using an constant SFR. We derive the MFs with these three libraries (called hereafter exponential, delayed and composite libraries). Still, we do not test the impact of stochastic star formation histories.

Figures 14 and 15 show the MFs of the star-forming and quiescent galaxies, respectively. The MFs based on the exponential, delayed and composite libraries are shown with red squares, blue triangles and green crosses, respectively. We do not detect any significant difference between the MFs. Therefore, all our conclusions are equally valid for any of these three libraries.

In detail, we find that quiescent galaxies are almost always fitted with a delayed SFR history peaking after 0.1 or 0.5 Gyr, which is close to an exponentially declining history. For the star forming galaxies, the templates are uniformly distributed between the five delayed star formation histories. By comparing the best-fit ages and the $\tau$ values of the delayed templates, 30% of star-forming galaxies at $z > 2$ are fitted with a template in the rising part of the star formation history. The dispersion between the stellar masses computed with the exponential and delayed libraries is lower than 0.06 dex out to $z < 4$, with no systematic difference. This explains why the delayed and exponential MFs are already dominated by quiescent galaxies at $z < 1$ and since the growth rate of star-forming galaxies is no longer sufficiently efficient to generate numerous massive star-forming galaxies (middle panel of Fig. 13), the quenching of massive star-forming galaxies can not modify significantly the high-mass end of the quiescent MF at $z < 1$.

The flattening of the faint-end slope of the quiescent MF at $z < 1$ (see Sect. 5.2) shows that the quenching starts to be efficient at low masses (right panel of Fig. 13). As shown by Bezanson et al. (2012), such flattening of the slope is easily obtained by quenching a small fraction (between 1 and 10%) of the star-forming galaxies. Using the COSMOS sample, Scoville et al. (2013) find that low-mass quiescent galaxies appear in high density environment at $z < 1$. Peng et al. (2010) proposed the “environment quenching” process which mainly affects the satellite galaxies as large-scale structure develop. Gabor & Davé (2012) find a similar quenching process using an hydronamical simulation. Therefore, we interpret the flattening of the slope of the quiescent MF as an environmentally driven process, even if our results alone can not demonstrate it.

### 6.4. Impact of the assumed star formation histories

We derive the stellar masses assuming an exponentially declining SFR for the stellar population synthesis models. However, numerous studies pointed out that such star formation histories could be inappropriate at $z > 1$ (e.g. Maraston et al. 2010; Pacifici et al. 2013). Therefore, we investigate how this choice impacts our conclusions.

We derive the MF using two other libraries: one library based on delayed star formation histories and another using a composite of various star formation histories (see Sect. 3.2). We generate the second library based on delayed star formation histories following a law in $\tau^{2.4\pm0.7}$. The maximum SFR peak could be delayed by 0.1, 0.5, 1, 2 or 3 Gyr and we consider three different metallicities ($Z = 0.004, Z = 0.008, Z = 0.02$). We generate a third composite library including various combinations: three templates with an exponentially declining SFR ($\tau = 0.1, 1, 5$ Gyr), two templates with a delayed star formation history (maximum peak at 1 and 3 Gyr). For each of these templates, we allow a possible second burst 3 Gyr after the peak in SFR. The amplitude of the second burst could be 0.25 or 0.5 times the maximum of the first burst. This second burst is generated using a constant SFR. We derive the MFs with these three libraries (called hereafter exponential, delayed and composite libraries). Still, we do not test the impact of stochastic star formation histories.

Figures 14 and 15 show the MFs of the star-forming and quiescent galaxies, respectively. The MFs based on the exponential, delayed and composite libraries are shown with red squares, blue triangles and green crosses, respectively. We do not detect any significant difference between the MFs. Therefore, all our conclusions are equally valid for any of these three libraries.

In detail, we find that quiescent galaxies are almost always fitted with a delayed SFR history peaking after 0.1 or 0.5 Gyr, which is close to an exponentially declining history. For the star forming galaxies, the templates are uniformly distributed between the five delayed star formation histories. By comparing the best-fit ages and the $\tau$ values of the delayed templates, 30% of star-forming galaxies at $z > 2$ are fitted with a template in the rising part of the star formation history. The dispersion between the stellar masses computed with the exponential and delayed libraries is lower than 0.06 dex out to $z < 4$, with no systematic difference. This explains why the delayed and exponential MFs...
We now compare our mass function measurements with the predictions of semi-analytical models. The mock catalogues are based on $\Lambda$CDM simulations from Wang et al. (2008) with the cosmological parameters derived from the third-year WMAP data ($H_0 = 74.3 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_M = 0.226$ and $\Omega_\Lambda = 0.774$). The light cone survey covers an area of $1.4 \times 1.4 \text{ deg}^2$ similar to COSMOS. Galaxy properties were generated using the galaxy formation model, as detailed in De Lucia & Blaizot (2007) and Wang & White (2008). Since the redshift and the galaxy stellar masses are available for all galaxies in the simulation, we can directly compute the predicted MFs. We use our standard cosmology ($H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_M = 0.3$ and $\Omega_\Lambda = 0.7$) to renormalise the predicted stellar mass counts by the comoving volume. We isolate the quiescent population in the simulations. We try three different criteria: a red clump criteria using restframe $UV - r$ versus $r - K$ colours, a cut in log (sSFR) $< -11$ and a cut in $B - I$ corrected for dust extinction. The quiescent MFs are almost identical regardless of selection criteria.

The comparison between the observed and predicted MFs is shown in Fig. 14 for the star-forming sample. First, we find that the predicted and observed faint-end slopes are in good agreement at least up to $z = 2$. Secondly, the model under-predicts the density of massive galaxies. The mismatch between the observed and predicted high-mass end increases with redshift. If we add a $1\sigma$ error of 0.2 dex to the stellar masses, as commonly assumed in the literature (e.g., Cattaneo et al. 2006; Bower et al. 2012), we reduce the tension between model and observation (dotted lines in Fig. 14). We point out that the 0.2 dex uncertainty commonly associated to the stellar mass is mostly explained by systematic uncertainties (choice of the IMF, adopted population synthesis models) and should not be applied to the stellar masses. For a given library, the statistical errors are much smaller. Moreover, we already deconvolved the fit by the expected statistical errors in the stellar masses (see Sect. 4). Therefore, the red solid line is directly comparable to the model prediction, showing that the predicted high-mass end is underestimated. Several factors could explain this mismatch: 1) we do not consider stochastic star formation histories to estimate the stellar masses, while such histories are common for simulated galaxies in semi-analytical models. Such difference could create an intrinsic scatter which could justify a Gaussian smoothing of the observed MF; 2) our high redshift sample is contaminated by low redshift galaxies (i.e. catastrophic failures in the photo-$z$); however Fig. 1 do not show such contamination with our current spectroscopic sample; 3) some assumed physical laws (e.g., IMF) evolve with redshift which generate redshift dependent biases in our stellar mass estimates; 4) the models do not generate enough massive galaxies at $z = 3 - 4$. The last option would require that the models generate $10^{11.5} \text{ M}_\odot$ galaxies in less than two Gyr. Then, these galaxies should stop to grow on a very short timescale by having their star formation activity drastically reduced or quenched.

Figure 15 shows the comparison between observed and predicted MFs for the quiescent population. The mismatch between the observed and predicted faint end slopes is dramatic.
Fig. 14. Galaxy stellar mass functions of the star-forming sample. The points correspond to the $V_{\text{max}}$ estimator (we do not show the other estimators for clarity) and error bars include cosmic variance, Poissonian errors and photo-$z$/stellar mass uncertainties. The red squares, the blue triangles and the green crosses correspond to the MFs computed using the exponential, delayed and composite libraries. The red solid line is the best-fitted double-Schechter function. The black solid, dashed and dotted lines correspond to the MFs predicted by the semi-analytical model, assuming no error on the stellar masses, an error evolving as described in appendix A (using the product of a Lorentzian and Gaussian distribution), and a Gaussian with $\sigma = 0.2$ dex.

At $9.5 < \log (M) < 10$ and $0.5 < z < 0.8$, the model overestimates the low-mass end by a factor 10. Such an effect has been already noticed by Cucciati et al. (2012) in the VVDS field based on the B-band luminosity function. Wang & White (2008), Bielby et al. (2012), Bower et al. (2012), Guo et al. (2011) show that the models overproduce the density of low-mass galaxies for the full population. In this paper, we show that the origin of this discrepancy is the high density of low-mass quiescent galaxies, since the faint end slope of the star-forming galaxies is correctly predicted at $z < 2$. Information such as the host halo mass, the galaxy location in the halo (central or satellite) and the galaxy morphology are kept in the simulation. We use this information to investigate in more detail the properties of the quiescent galaxies overproduced by the models. We first keep only bulge-dominated quiescent galaxies with a bulge-to-disc ratio greater than 0.5 (brown short dashed lines). The slopes are in much better agreement with the data. Therefore, the model is able to generate a reasonable amount of quiescent galaxies when the quenching is associated to a process which makes the galaxy dominated by a bulge. Indeed, Ilbert et al. (2010) showed that between 40 and 70% of the quiescent galaxies have an elliptical morphology at $z < 0.8$ and $9.5 < \log (M) < 10$, while in the model, 20% of the quiescent galaxies are bulge dominated in the same mass range. We also show the predicted MF of central quiescent galaxies (cyan long dashed lines). It appears that the low-mass quiescent simulated galaxies are mostly dominated by satellite/orphans galaxies. One possible interpretation of the mismatch between the faint-end slopes is an over-quenching of the star formation in satellite galaxies and/or an over-quenching of the star-formation in disc galaxies.

7. Conclusions

We study the stellar mass assembly out to $z = 4$ with a unique sample of 220 000 galaxies selected at $K_s < 24$ in the COSMOS field. Galaxies are selected using the new UltraVISTA DR1 near-infrared data release, which reaches between one and two
magnitudes deeper than previous COSMOS near-infrared data. Fluxes are measured on PSF-homogenised images in 25 bands including optical broad and intermediate-band Subaru data taken for the COSMOS project. We also add four bands at 3.6–8 μm from S-COSMOS and the GALEX NUV band. We keep only the sources at $K_s < 24$ located in areas with a good image quality, which represents an effective area of 1.52 deg$^2$.

The photometric redshifts are derived using Le_Phar following a procedure similar to Ilbert et al. (2009). Our photometric redshifts have two regimes: at $i^\text{AB} < 22.5$ ($z_{\text{med}} \sim 0.5$), precision 1% with less than 1% of catastrophic failures. In the high redshift range $1.5 < z < 4$, the precision of the photo-$z$ is tested against the zCOSMOS faint sample, and is 3% for $i^\text{AB}_{\text{med}} \sim 24$ galaxies. We estimate the galaxy stellar masses using a library of synthetic spectra generated using the SPS model of Bruzual & Charlot (2003). We show that our results are independent of the assumed star-formation history (among our tested star-formation histories, i.e. exponentially decreasing, delayed or a possible second burst).

We find that the evolution of the global stellar mass function is strongly mass-dependent. The low-mass end evolves more rapidly than the high-mass end. If we consider an evolution purely driven by star formation, the low-mass galaxies evolve by almost 1 dex between $1.5 < z < 2$ and $0.2 < z < 0.5$, while the stellar mass of the most massive galaxies increases by less than 0.2 dex in the same time interval. The lack of evolution of the massive end can be interpreted as a direct consequence of star formation being drastically reduced or quenched when a galaxy becomes more massive than $M > 10^{10.7–10.9} M_\odot$. We derive the comoving stellar mass density of the full sample from $z = 4$ to $z = 0.2$. We find that the stellar mass is assembled twice as fast at $1 < z < 4$ (14% of the local stellar mass density per Gyr) than at $z < 1$ (6% of the local stellar mass density per Gyr).

We isolate the quiescent population using a classification based on the rest-frame colours $NUV - r^*$ and $r^* - J$. This classification separates cleanly dusty star-forming galaxies and quiescent galaxies. We find that the MF evolution of the quiescent population is definitively mass-dependent at $z < 1$, confirming the trend shown in Ilbert et al. (2010). We do not find any significant evolution of the high-mass end at $z < 1$ (any evolution being limited to $\Delta M < 0.2$ dex), while we observe a clear flattening of the slope in the same redshift range. We interpret this
evolution of the low-mass end of the MF as arising from continuous quenching of galaxies between z ~ 1 and z ~ 0.1, probably by physical processes related to environment.

The UltraVISTA data now allows us to trace the growth in stellar mass density in quiescent galaxies from z ~ 3 to the present day. From z ~ 3 to z ~ 1 we find a rapid increase in the stellar mass density of all quiescent galaxies, independent of stellar mass. We confirm that the steep rise of more than one order of magnitude of this population between 1 < z < 2 observed in previous works (Arnouts et al. 2007; Ilbert et al. 2010) follows an earlier rise by a factor ~3 in 2 < z < 3.5. In total, we find that the density of 10^{10} M_\odot galaxies is continuously increasing, reaching a factor ~40 between 2.5 < z < 3 and 0.8 < z < 1.1. This must indicate that a fraction of star-forming galaxies is continuously quenched at z > 1. Because of the different faint-end slopes of the MF between the quiescent and global populations at z < 3, we infer that the physical processes which quench the star formation are more efficient above M \geq 10^{10.7-10.9} M_\odot (the maximum in density of the quiescent MF). This scenario is consistent with the model proposed by Peng et al. (2010) who introduce a "mass quenching" process. Since the high-mass end of the quiescent MF stops evolving at z < 1, we conclude that: 1) star formation is not efficient enough at z < 1 to produce new massive star-forming galaxies, which could be quenched later; 2) major mergers between massive galaxies are not sufficiently frequent at z < 1 to increase significantly the density of massive quiescent galaxies.

We infer the star formation history from the mass density evolution following the formalism of Wilkins et al. (2008). We find that the inferred star formation history is in excellent agreement with SFRD data at z < 1.5 but under-predict them by 0.2 dex at z > 1.5. However, considering the size of the uncertainties at z > 1.5, the SFRD and mass density data still provide a consistent picture of the star formation history.

We also develop a new method to estimate the sSFR from the mass function evolution. By comparing the star-forming MFs at two different epochs (after having removed the contribution of galaxies quenched during the considered time interval), we derive the sSFR from z ~ 0.5 up to z ~ 4. We find that the sSFR increases continuously at 1 < z < 4 for our considered mass range 10^{10} M_\odot \leq M \leq 10^{10.9} M_\odot. This new method is complementary to direct sSFR measurements at z > 2, which are very sensitive to dust extinction (e.g. Bouwens et al. 2009) or SED modelling (e.g. Stark et al. 2013).

Finally, we compare our data with the predictions of the semi-analytical model of De Lucia & Blaizot (2007) as described in Wang et al. (2008). We find that the model under-predicts the density of massive galaxies for quiescent and star-forming galaxies. The tension between model and observations at the high-mass end can be alleviated if scatter in the modelled stellar masses errors is a 1σ of 0.2 dex. When we compare the observed and predicted MFs for the quiescent population, the difference in the slope is striking. At log (M) ~ 10 and z < 0.8, the model overestimates the low-mass end by a factor 10. On the other hand, the model successfully reproduce the faint-end slope of the star-forming population. This indicates that recipes to quench satellite and/or disc galaxies within semi-analytical models are still incomplete and will need to be modified.

The COSMOS field will be observed during five years for the UltraVISTA survey, allowing to obtain near-IR data two magnitudes deeper. In the meantime, the SPLASH program (Capak et al., in prep.) will observe the COSMOS field with IRAC, allowing a gain of 1.5 mag at 3.6 μm. The combination of this new data will allowed to extend this work at 4 < z < 7 and better constrain the contribution of low-mass galaxies.
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Appendix A: Treatment of the Eddington bias

Caputi et al. (2011) outlined that a bias (Eddington 1913) could affect the estimate of the high-mass end of the stellar mass function. The uncertainties on the stellar masses scatter the galaxies from one stellar mass bin to another. In the case of the stellar mass function, the density exponentially decreases toward massive galaxies. The stellar mass scattering therefore moves more galaxies into the massive end than the reverse. As a consequence, we overestimate the density of massive galaxies.

Caputi et al. (2011) estimated that the Eddington bias could affect the density by up to 0.13 dex for the most massive galaxies. In this paper, we go one step further and we deconvolve the density estimate by the stellar mass uncertainties. The first step is to characterise the stellar mass uncertainties. We do not consider here systematic errors linked to the choice of the stellar synthesis models or to the IMF. We consider only the uncertainties linked to the photometry and to the photometric redshifts. We generate a “noisy” sample by adding noise to the apparent magnitudes and to the photometric redshifts using their associated error bars. Then, we recompute the stellar masses with this “noisy” catalogue. Figure A.1 shows the difference between the original masses and the ones obtained on this “noisy” catalogue at M > 10^{10} M_\odot. The red histogram shows the cumulative distribution of these differences. We first model the stellar mass uncertainties using a Gaussian distribution G(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{x^2}{2\sigma^2}} as it is commonly assumed (e.g. Cattaneo et al. 2006; Bower et al. 2012). The dotted lines correspond to a Gaussian distribution with \sigma = 0.04(1 + z). The fraction of galaxies with a difference larger than 0.1 dex is underestimated and the Gaussian distribution is not a good representation of the main peak at z > 2.5. We also model the distribution by using a Lorentzian distribution L(x) = \frac{1}{\pi} \frac{1}{(x/t)^2 + 1} with \tau = 0.04(1 + z) (short dashed lines in Fig. A.1). This parametrisation of the stellar mass uncertainties produces too many galaxies with differences larger than 0.2 dex. Finally, we adopt a function which is the product between a Lorentzian distribution with \tau = 0.04(1 + z) and a Gaussian distribution with \sigma = 0.5. This distribution is shown with the long...
dashed lines in Fig. A.1 and provides the best representation of the stellar mass uncertainties.

The second step is to take into account the stellar mass uncertainties when we derive the stellar mass function. We deconvolve only the parametric fit of the stellar mass function by the stellar mass uncertainties (not the non-parametric fits). As described in Sect. 4, we fit a double-Schechter function $\phi(M)$ to the $V_{\text{max}}$ non-parametric data. In order to take into account the stellar mass uncertainties, we convolve the double Schechter function by our modelled stellar mass uncertainties

$$\phi_{\text{convolved}}(M) = \int_{-\infty}^{\infty} \phi(x)L(M-x, \sigma)G(M-x, \sigma)dx$$  \hspace{1cm} (A.1) $$

with $\tau = 0.04(1+z)$ and $\sigma = 0.5$. We fit the convolved double Schechter function to the $V_{\text{max}}$ non-parametric data. Figure A.2 shows the result of this convolution at $z > 0.8$ for the global sample. The thick solid black lines show the best fit double Schechter function, deconvolved by the stellar mass uncertainties (our fiducial measurement used in this paper). The differences between the best-fit double-Schechter functions with and without the deconvolution (black and green lines, respectively) is significant only at the high-mass end and remains below 0.1 dex. The blue solid dashed lines correspond to the fiducial MF convolved with the $G \times L$ functions. By construction, the blue dashed line provides a good fit of the $V_{\text{max}}$ non-parametric data points. The pink dotted lines correspond to the fiducial MF convolved by a simple Gaussian with $\sigma = 0.04(1+z)$. As seen in the 0.8 $< z < 1.1$ redshift bin, a convolution by a Gaussian does not explain the presence of some massive galaxies, which is well explained if we use the $G \times L$ convolution functions. If we allow more extreme errors in the stellar mass estimate, using for instance a convolution by the same Lorentzian function multiplied by a Gaussian with $\sigma = 1$, we would observe a larger population of massive galaxies (red long dashed line).

**Fig. A.2.** Global stellar mass function in several redshift bins. The open circles correspond to the $V_{\text{max}}$ non-parametric estimates. The thick black solid lines correspond to the double-Schechter fit deconvolved by the stellar mass uncertainties. The green thin solid lines correspond to the simple fit without deconvolution. The pink dotted lines, the short-dashed blue lines and the long dashed red lines correspond to the fiducial mass function (black solid lines) convolved with $G(\tau = 0.04(1+z)), L(\tau = 0.04(1+z))G(\sigma = 0.5), L(\tau = 0.04(1+z))G(\sigma = 1)$, respectively.
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