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Abstract. A new calibration procedure is proposed for a stereovision setup. It uses the object of interest as the calibration target, provided the observed surface has a known definition (e.g., its CAD model). In a first step, the transformation matrices needed for the calibration of the setup are determined assuming that the object conforms to its CAD model. Then the 3D shape of the surface of interest is evaluated by deforming the a priori given freeform surface. These two steps are performed via an integrated approach to stereoDIC. The measured 3D shape of a machined Bézier patch is validated against data obtained by a coordinate measuring machine. The feasibility of the calibration method’s application to large surfaces is shown with the analysis of a 2-m² automotive roof panel.
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1 Introduction

The measurement of the 3D shape of large structures in industry is key to guaranteeing easy assembly and compliance with shape design, and in turn to sustaining the expected service loads. Contactless measurements are the most adapted method for the geometrical control of a complete structure (e.g., plane fuselage, automotive body-in-white), or to monitor the fabrication process. Various methods exist to perform such 3D metrology. For example, Coordinate Measuring Machines (CMMs) allow the 3D shape to be measured with mechanical or optical probes. Contactless methods such as fringe projection, laser tracker or laser scanner, photogrammetry or stereovision are alternative routes. For the latter, a calibration procedure is required, but availability of a geometrical gauge shape (also called “calibration target” in the following) becomes more and more problematic as the object size gets larger. The aim of the present study is to develop a calibration method that does not involve any other calibration target but the object itself, without compromising the final uncertainty level.

StereoDIC (or 3D surface DIC) is a measurement technique of 3D shapes and surface displacement fields by registering at least two reference and two deformed pictures [1–3]. With a random pattern usually deposited onto the observed part it is possible to reconstruct the 3D shape, its deformations during a mechanical load, and to determine the in-plane strains. The method is based on stereovision principles. Clouds of 3D points are determined from at least a pair of images shot from two (or more) view points. The 3D shape is reconstructed after the calibration procedure, which consists of determining the intrinsic parameters (i.e., internal parameters of cameras) and the extrinsic parameters (angle and position of the cameras in the experimental frame). Various applications of this technique have been performed at various scales [4–7].

Different ways have been proposed to determine the calibration parameters [8], which can be classified in two categories. The first one, used by Faugeras and Toscani [9], is a linearized approach to the problem. The minimization of a quadratic functional is carried out to determine the parameters using classical inversion methods (e.g., pseudoinverse method [9] or singular value decomposition [10]). The difficulty with this method is that the optical distortions are not included. The second method, used by Weng et al. [11] or Zhang [12], consists of a two-step nonlinear optimization. A first linearization yields an initial estimate of the sought parameters. Next, an iterative method (e.g., Levenberg-Marquardt) is
implemented to obtain an optimal evaluation of intrinsic and extrinsic parameters. This method allows optical distortions to be included. In the work of Arfaoui and Plante [13], distortions are expressed with cubic splines, whereas Weng et al. [11] use parametric models.

Most of the calibration methods are based on the knowledge of a reference target geometry. These targets usually contain particular points (e.g., intersection of vertical and horizontal lines, or of center of elliptical spots) which can be easily identified. The extraction of their precise location based on methods such as Peuchot’s pixel detector [14] or corner detection method or center detection method [15, 16] can be performed with an uncertainty of about 1/10th of a pixel. In turn, they give access to the determination of the extrinsic and intrinsic parameters. Alternatively, other works use stereocorrelation to find these parameters [17], it is also the case of the procedure presented herein.

![Examples of calibration targets used to determine the extrinsic and intrinsic parameters of a multi-camera stereovision system](image)

Fig. 1 Examples of calibration targets used to determine the extrinsic and intrinsic parameters of a multi-camera stereovision system

Two different types of calibration targets are used, namely planar and 3D shapes as shown in Figure 1. To calibrate a stereosystem with the first one [2, 18, 19], many pairs (i.e., 10 or more) of pictures are acquired with various positions and angles of the target (Figure 1(a)). This method has become the standard procedure in commercial software [20–24]. For 3D targets (Figure 1(b)), only one pair of pictures is required to take into account out-of-plane data. However the size of the object has to be close to that of the observed part [25, 26] if only one pair is considered. Furthermore, uncertainties are usually higher than those associated with the previous method because of the limited redundancy of the exploited data. This problem may be overcome by using several pairs of pictures. The quality of calibration is usually limited by the metrology of the calibration targets (and to a lesser degree, the uncertainty due to the
point extraction). Any minute geometrical error on the target will directly affect the calibration. In the case of large structures, it is more difficult (and expensive) to ensure the geometrical quality of the calibration target.

An alternative route is to resort to self-calibration methods, which allow stereovision systems to be calibrated without the use of an additional calibration object [27]. Self-calibration consists of finding intrinsic and extrinsic parameters of the cameras directly from the pictures of the object of interest itself. The equations relating intrinsic parameters of the camera to the epipolar geometry have to be solved (i.e., so-called Kruppa's equations [28, 29]). Although very appealing, this self-calibration approach calls for many parameters to be determined from a limited information [12], and it often suffers from large uncertainties.

The aim of the present paper is to introduce a new calibration method with its possible application to industrial parts. The first novelty is related to the description of the observed surface. Contrary to standard stereODIC procedures in which clouds of 3D points are extracted [2, 20–24, 30], the present approach explicitly deals with a continuous description of the observed surface based upon a freeform framework [31]. In that sense, it can be referred to as a global approach to stereODIC, in the spirit of global approaches introduced in 2D-DIC and DVC [3,32,33]. Furthermore, this method is an extension of the approach proposed by Besnard et al [25] in which the surface of interest and the calibration targets were observed at the same time. In the present case, the surface of interest becomes the calibration target and there is no need for using additional objects. The second novelty is related to the extraction of the calibration parameters and surface shape. Both are performed by resorting to an integrated approach to DIC [3].

The outline of the paper is as follows. First, the new approach is presented with a freeform description of surfaces, and some advantages of such a method. Then, the mathematical principle is introduced. Finally, results on test and industrial parts are discussed. An independent measurement (with a coordinate measuring machine) allows for a detailed comparison with the proposed approach. This comparison reveals reduced gaps with respect to the virtual model, decreased operating time and a significantly lower cost. The 3D shape of a large industrial part is also analyzed and its change during welding.
2 Surface Representation with NURBS

To address the challenges of the study, namely, the large size of the observed part, and the difficulties of making a large calibration target, a new calibration methodology is developed based upon \textit{a priori} knowledge of the 3D geometry of the observed surface. It thus departs from standard self-calibration techniques [27]. In the first step of the calibration, the observed object is considered to comply exactly with the theoretical description of its geometry, here a freeform surface description (using Non-Uniform Rational Basis Spline or NURBS patches [31]). This type of model is very common since nowadays most studied parts have a CAD representation [31, 34].

Let us introduce NURBS [31], which is the chosen modeling of the shape of interest. NURBS are a mathematical model for representing freeform surfaces. It is the elementary basis used in CAD software [31, 34]. A NURBS patch is defined by its order, a network of control points with associated weights, and its knot vector (Figure 2).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{nurbs_patch.png}
\caption{Theoretical NURBS patch. The blue squares define the control points and the red surface is the 3D shape of interest. Dimensions are in millimeters.}
\end{figure}
Table 1  Key features of different 3D shape measurement methods (evaluated by the authors)

<table>
<thead>
<tr>
<th>Measurement solution</th>
<th>Contactless</th>
<th>CMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>D.O.F.</td>
<td>≈ 60,000</td>
<td>≈ 60,000</td>
</tr>
<tr>
<td>Measurement time</td>
<td>1 h</td>
<td>3 h</td>
</tr>
<tr>
<td>Image pair</td>
<td>at least 10</td>
<td>at least 1</td>
</tr>
<tr>
<td>Surface description</td>
<td>3D point cloud</td>
<td>3D point cloud</td>
</tr>
</tbody>
</table>

*Only one pair can be used provided the object is not planar or quasi planar.

The surface $X(u, v) = (X, Y, Z)$ is defined in the parametric space ($u, v$) as

$$X(u, v) = \frac{\sum_{i=0}^{m} \sum_{j=0}^{n} N_{i,p}(u)N_{j,q}(v)\omega_{ij}P_{ij}}{\sum_{i=0}^{m} \sum_{j=0}^{n} N_{i,p}(u)N_{j,q}(v)\omega_{ij}}$$  \hspace{1cm} (1)

with

$$\forall u \in [0, 1], N_{i,0}(u) = \begin{cases} 1 & \text{when } u_i \leq u \leq u_{i+1} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

and

$$N_{i,p}(u) = \frac{u - u_i}{u_{i+p} - u_i} N_{i,p-1}(u) + \frac{u_{i+p+1} - u}{u_{i+p+1} - u_{i+1}} N_{i+1,p-1}(u)$$  \hspace{1cm} (3)

where $N_{i,p}$ are mixing functions, $P_{ij} = (X_{ij}, Y_{ij}, Z_{ij})$ are the coordinates of control points of the surface, $\omega_{ij}$ corresponding weights, $(m \times n)$ the number of control points and $(p, q)$ the degrees of the surface. This formalism has many advantages, including that it is relatively simple to implement numerically, and it is already used by any CAD software, particularly in step format. Figure 2 shows the NURBS model of the tested part used in this study, in red, the theoretical surface $X(u, v)$ and in blue the corresponding control polygon $P_{ij}$ of the NURBS patch.

Furthermore, a calibration target is not necessary since the observed surface itself can be used. The practical implementation is easier and faster. The calibration is performed with the first pictures of the series to be analyzed during, say, a mechanical test. The choice of freeform surface descriptions enables the number of parameters required to model the shape to be drastically reduced. Tens of parameters are needed to describe a simple geometry with a freeform surface, whereas, there are thousands of degrees of freedom in a point cloud (Table 1). The normal to the surface, which is of paramount importance to evaluate strains, can be computed at any point without any additional post-processing. Last, the metrological characterization of the observed surface will be directly expressed in the language of description of the CAD model. Therefore, there is no need to reproject or interpolate the measurements since they are expressed in the relevant basis.
3 CAD-Based Calibration and 3D Shape Measurement

The classic camera model is a projection, and results from three simple geometric transformations [9]. The first transformation expresses the 3D coordinates of a point of the observed surface in the camera reference frame. This transformation is described by a matrix by, for instance, using homogeneous coordinates with a rotation and a translation, and the parameters of this matrix are the extrinsic parameters. The second is the perspective projection of this point in the retinal plan. This transformation reveals the scale factors. The third expresses the latter in the picture reference frame. This is an affine transformation composed of four parameters, namely the intrinsic parameters. In the following, all these extrinsic and intrinsic quantities are collectively called the calibration parameters.

In the present case, two main quantities have to be determined, namely, the transformation matrices (as in any stereoDIC algorithm) or equivalently the extrinsic and intrinsic parameters, and the actual metrology of the observed surface as only its theoretical definition (i.e., its CAD model) is known. The two-step calibration procedure introduced hereafter is non standard. The observed surface is therefore the calibration target.

3.1 Transformation Matrices

The relationships between 3D points (of coordinate \(\mathbf{X} = (X,Y,Z)\)) in the frame of the observed part and their projections onto left and right pictures (of coordinates \((x^l, y^l)\) and \((x^r, y^r)\), respectively) are given by

\[
\begin{bmatrix}
  s^l x^l \\
  s^l y^l \\
  s^l
\end{bmatrix} = [M^l][\mathbf{X}] \quad \text{and} \quad \begin{bmatrix}
  s^r x^r \\
  s^r y^r \\
  s^r
\end{bmatrix} = [M^r][\mathbf{X}]
\]

(4)

where \(s^l\) and \(s^r\) are scale factors, and \([\mathbf{X}] = (X,Y,Z,1)^t\) are the corresponding homogeneous coordinates of any 3D point [9, 25].

By remembering that the 3D points belong to a single surface (e.g., NURBS patch) described in the parametric space \((u,v)\), the previous equations are rewritten as

\[
\begin{aligned}
x^{l,r}(u,v) &= \frac{M^l_{11} X(u,v)}{M^l_{12} X(u,v)} \\
y^{l,r}(u,v) &= \frac{M^r_{11} X(u,v)}{M^r_{12} X(u,v)}
\end{aligned}
\]

(5)

where Einstein's convention is used. The problem has a priori 24 unknowns (i.e., 24 parameters \(M^l_{ij}\) of the transformation matrices \([M^l]\) and \([M^r]\)) to be determined. They will be evaluated by resorting to
a DIC-based algorithm. The pictures shot by left and right cameras are respectively denoted by \( f(x^l) \) and \( g(x^r) \), where \( x^l = (x^l, y^l) \) and \( x^r = (x^r, y^r) \). The gray level conservation requires that

\[
f(x^l) = g(x^r)
\]

However, this conservation only holds if the exact calibration parameters are known (i.e., the two transformation matrices) and no acquisition noise is present. In practice, this is not the case, and therefore a global formulation is needed in which the sum of squared differences expressed in the parametric space

\[
T = \int_{ROI} \left[ f(x^l(u, v, M_{ij}^l)) - g(x^r(u, v, M_{ij}^r)) \right]^2 \, du \, dv
\]

is minimized with respect to \( M_{ij}^{l,r} \) over the region of interest (ROI). As in any standard global approach [3, 32], a modified Newton scheme is used to minimize the sum of squared differences. This is achieved by considering the linearized sum of squared differences

\[
T_{lin}(dM_{ij}^{l,r}) = \int_{ROI} \left[ f(x^l) - g(x^r) + (\nabla f \cdot \delta x^l)(x^l) - (\nabla g \cdot \delta x^r)(x^r) \right]^2 \, du \, dv
\]

where corrections associated with changes of the calibration parameters \( dM_{ij}^{l,r} \) update the left and right coordinates (\( \delta x^l \) and \( \delta x^r \)) of any 3D point

\[
\delta x^{l,r} = \frac{\partial x^{l,r}}{\partial M_{ij}^{l,r}} \, dM_{ij}^{l,r}
\]

In Equation (7), \( x^l \) and \( x^r \) denote the current estimates of the 2D positions of 3D points obtained with the current estimate of matrices \([M^l]\) and \([M^r]\). Consequently, a ‘pseudo’ kinematic basis is devised in Equation (9) to compute the changes of \( x^l \) and \( x^r \) with respect to \( M_{ij}^{l,r} \). It corresponds to the sensitivity displacement fields to any of the considered unknown. Since the unknown parameters are a direct output of the registration, this type of analysis corresponds to an integrated DIC [3, 35] scheme. In practice, only 22 parameters are considered since both matrices are determined up to a multiplicative constant (i.e., \( M_{34}^{l,r} \)). To address this issue, three routes can be followed. First, the ROI encompasses the whole CAD definition. In that case, either nominal distances are considered or the measurement of a least one distance is needed to get an absolute (i.e., metric) estimate. Second, if special features for which an absolute distance is available (i.e., nominal or actually measured), it corresponds to the same situation as before. Third, if no special feature for which an absolute distance is available, the user needs put some additional markers for which the distance is known or measured.

Furthermore, an initial guess is needed (i.e., \( x^l_0 = x^l([M^l_0]) \) and \( x^r_0 = x^r([M^r_0]) \)). This corresponds to the first step of the calibration procedure (Figure 3). At least 6 points are selected by the user on
the theoretical surface $X(u,v)$, and on the right and left pictures $(x_{l,r}^{i}, y_{l,r}^{i})$. The three-dimensional coordinates $(X_i, Y_i, Z_i)$ are selected on the CAD model of the observed part. System (4) is solved to determine $[M_0^l]$ and $[M_0^r]$ via a singular value decomposition [10]. From these results, the values $M_{34}^{l,r}$ are not altered anymore.

The updated components of the transformation matrices are determined by assuming that the actual surface is described by a known global description (i.e., its CAD model). A multiscale correlation algorithm is used as in a standard DIC procedure [3]. In contrast to classical DIC in which the reference picture does not change during the minimisation procedure, both pictures are updated at each iteration (see Equation (8)) in the present case.

3.2 Surface Metrology

The second step consists of finding the best CAD-surface by moving control points $P_{ij}$ of the theoretical surface with known transformation matrices (Figure 4) to match the actual shape. Control points $(P_{ij})$ become the new unknowns and are updated by using the same type of correlation procedure as described in Section 3.1. The main difference is given by the sensitivity displacement fields that read

$$\delta x^{i,r} = \frac{\partial x^{i,r}}{\partial X} \frac{\partial X}{\partial P_{ij}} \delta P_{ij}$$

In the present test case, there are 48 unknowns (i.e., $3 \times 16$ coordinates of the 16 control points of the NURBS patch). They correspond to the 48 degrees of freedom given in Table 1. This number may be considered as large, but it is to be compared with standard stereoDIC usage where $10^4$ degrees of freedom or more are not uncommon for the whole region of interest.

3.3 Iterative Scheme

The two previous sections each define an iterative procedure to determine the transformation matrices and the control points of the freeform surface model of the observed part. For each of these steps, the algorithm is iterated to reach the global minimum of the correlation residuals, expressed in percent of the dynamic range of the gray level. When convergence is reached for a given step, say concerning the transformation matrices, the second step consists of a metrological characterization of the actual surface. These two steps are repeated until no more detectable change occurs neither on transformation nor on shape parameters. The outputs of this new calibration procedure are the components of the
**Fig. 3** Principle of the first step of the calibration procedure: the transformation matrices $[M'_0]$ and $[M'_0]$ are sought.

Transformation matrices and the 3D shape of the surface of interest, which plays the role of the calibration target.
Fig. 4 Principle of the second step of the calibration procedure: the 3D shape is measured (i.e., the actual position of the control points $P_{ij}$ is sought).

4 Results and Application

In the sequel, two different applications are discussed. The first case is a machined Bézier patch and corresponds to a proof of concept of the whole procedure proposed herein. The second application deals with a 2-m² automotive roof prior to and after welding.

4.1 Test Part

To validate the calibration procedure a 100 × 100 mm test part made of aluminum alloy was machined (Figure 5(a) (a)). Its CAD surface was designed from a first order NURBS patch in CatiaV5 [36]. The
parameters of the test part are defined in Table 2. Since all the weights are equal to one, the surface actually corresponds to a third order Bézier patch. The test part was milled on a 3-axis High Speed Machine (HSM). To minimize deviations induced by milling between the CAD model and the machined geometry, machining tolerance and scallop height are required to be less than 1 µm. A real time polynomial interpolation is also used for the numerical control (CNC) options of the HSM to minimize chordal errors and to improve the follow-up. Four ‘curves’ (i.e., grooves) corresponding to isoparametric curves are milled on the part (Figure 5(a)). They correspond to

\[
\begin{align*}
C_1(v) &= X(u^* = 1/3, v) \\
C_2(v) &= X(u^* = 2/3, v) \\
C_3(u) &= X(u, v^* = 1/3) \\
C_4(u) &= X(u, v^* = 2/3)
\end{align*}
\]

(11)

However, it is not possible to see the grooves with bare eyes, because they are masked by the random pattern (Figure 5(b)).

After milling, a random pattern is deposited onto the machined part (Figure 5(b)). The pictures are taken by Canon EOS 40D cameras. A LED panel is used to illuminate the scene. This lighting device allows the reflection of the light on the observed part to be minimized (although not completely avoided).
Table 2  Control points of the milled surface, dimension are in mm, and all the associated weights are equal to one; associated knot vectors are $u = \{00001111\}$ and $v = \{00001111\}$

<table>
<thead>
<tr>
<th></th>
<th>$P_{11}$</th>
<th>$P_{12}$</th>
<th>$P_{13}$</th>
<th>$P_{14}$</th>
<th>$P_{21}$</th>
<th>$P_{22}$</th>
<th>$P_{23}$</th>
<th>$P_{24}$</th>
<th>$P_{31}$</th>
<th>$P_{32}$</th>
<th>$P_{33}$</th>
<th>$P_{34}$</th>
<th>$P_{41}$</th>
<th>$P_{42}$</th>
<th>$P_{43}$</th>
<th>$P_{44}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Y</td>
<td>0</td>
<td>25</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>25</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>25</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>25</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Z</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

4.1.1 Results

Figure 6(a) shows the correlation residuals after convergence of the first step. It consists of calculating the difference between left and right pictures at the end of the registration procedure. It is expressed in the parametric space of the 3D surface $(u, v)$. The Root Mean Square (RMS) value of the correlation residual $|f(x^l) - g(x^r)|$ is $\eta = 2.0\%$ of the gray level dynamic range of $f$ (i.e., $\max f - \min f$). This is a very small value so that the matching of the two pictures is deemed successful. The largest differences are due to a spurious specular reflection of light on the surface. The fact that the grooves appear on the residuals is an additional indication of the registration quality (since they cannot be seen on the textured surface, see Figure 5(b)). On this correlation residual map, some errors remain due to the gap between real and theoretical surfaces. Figure 6(b) shows that the geometry of the real shape is close to the theoretical one. Only three iterations are necessary to reach convergence. The RMS value of the correlation residual is slightly lower than in the previous step.

![Fig. 6](image_url)  
(a) First step, RMS value $\eta = 2.0\%$  
(b) Second step, RMS value $\eta = 1.99\%$

Fig. 6 Map of the correlation residuals expressed in percentage of the gray level dynamic range of the analyzed pictures for the two calibration steps. Note that the maps are shown in the parametric space $(u, v)$. 

[Note: The image should be replaced with the correct image URL.]
4.1.2 Correction of Distortions

It is important to mention that a correction of distortions has been performed on the right and left pictures. This correction improves the results on the edges of the pictures. Distortions are evaluated with an integrated DIC approach based upon a parametric model [37]. The correction algorithm uses a global DIC method between a picture of an etched target and its numerical model. This calibration target is a steel plate where randomly generated dots have been engraved. This method differs from traditional ones [11,38,39] because it is not a geometrical method. It is only based on digital image correlation. In the present case, this correction method allows us to separate the distortion correction from the calibration of the stereovision setup.

Figure 7 shows the correlation residual map before taking into account the optical distortions. The main difference can be seen near the edges of the picture (i.e., where the distortions are the highest). The effect of distortion correction is analyzed on the 3D reconstructed surface in the following section. In terms of the RMS value of the correlation residual, there is a clear gain to be expected from the distortion correction.

![Fig. 7](image)

(a) Without correction, RMS value: \( \eta = 2.1 \% \)  (b) With correction, RMS value \( \eta = 2.0 \% \)

**Fig. 7** Comparison between the residual map expressed in percentage of the gray level dynamic range of the analyzed pictures without correction of distortions (a) and with correction of distortions (b) at the end of the first calibration step

4.1.3 Comparison with CMM Measurements

A comparison is performed between the measurement of the tested surface with CMM taken as a reference, and by the stereotDIC approach developed herein. The measurement has been carried out on an
automated machine. The calibration procedure of the CMM has shown that the repeatability was about 0.4 \( \mu m \) and the shape error on the calibration sphere was about 0.7 \( \mu m \). The setup of the global frame was performed by probing some items that constitute a frame \{plane-line-point\}. The CMM table was taken as the reference plane. The intersection of the two side surfaces probed on the milled part was the line, and the point was the intersection of the plane and the line. A total of \( 39 \times 40 = 1560 \) points were measured on the part (Figure 8(a)). The center of the probing sphere was extracted for each point. A post-processing operation was necessary to calculate the surface points (Figure 8(b)). The actual contact point was computed thereafter from the position of the probing sphere and the normal to the surface. The gap between the model and the computed contact point was determined by minimization. Last the optimal repositioning of the shape was obtained resorting to a Newton-Raphson method. All these operations are iterated up to convergence.

Gap measurements from CAD-based stereoDIC are performed with the same calculation method. However, setup and projection steps are useless because the real shape directly results from the correlation algorithm in the frame of the reference surface. For each point \( N \) belonging to the measured shape, it consists of finding point \( M \) of the reference surface that minimizes the distance between \( M \) and \( N \). This procedure is repeated for any point of interest. Figure 9 shows the gap map between the theoretical and the real shapes when measured by CMM (Figure 9(a)) and by CAD-based stereoDIC (Figure 9(b)). The RMS difference is 11.4 \( \mu m \) for the CMM measurement with respect to the virtual model, and 5.7 \( \mu m \).
for the CAD-based stereoDIC measurement. The number of degrees of freedom is also lower for CAD-based stereoDIC than for CMM measurements, and the CMM result being a 3D point cloud, it is by construction noisier than CAD-based stereoDIC, which explains a part of the RMS difference. Moreover, uncertainties on CMM measurements can reach $4 - 5 \, \mu m$ because of the projection [40], which also explains the differences observed. Moreover, Table 1 shows that the measurement time is 4 hours for

![Image](image.png)

**Fig. 9** Comparison of differences between CMM and CAD-based stereoDIC with respect to the virtual CAD model of the patch. Gap values are in mm. Note that the CMM ‘frame’ is associated with the point numbering, and the parametric space for CAD-based stereoDIC

the CMM measurement and 2 hours with the present approach. Furthermore, concerning CAD-based stereoDIC, the complete measurement time mainly depends on the computation time. Improvement of the implementation and/or change of computer will easily decrease this time. On the contrary, the measurement time of CMMs is limited by the machine itself. Last, the object size is not a limitation for CAD-based stereoDIC since only a computer and two cameras are needed. In case of CMM, large scale CMMs allow such objects to be measured but it is much more expensive.

Figure 10 shows the importance of the correction for optical distortions on the result. The measured gap before taking into account the correction is farther away from the theoretical model, in particular on the edges of the picture. The RMS gap is of $5.7 \, \mu m$ for the stereoDIC measurement with the optical distortions correction and $21 \, \mu m$ without. There is a clear (i.e., $\approx$ fourfold) gain when optical distortions are accounted for.
4.2 Application to Large Scale Industrial Part: Automotive Roof

CAD-based stereoDIC is applied to an industrial part. The considered geometry is an automotive roof made by PSA Peugeot-Citroën, whose external surface area is about $2 \text{ m}^2$ (Figure 11). The aim is to determine the deformation of 3D shape induced by the assembly process, here a welding brazing operation. The CAD-based stereoDIC procedure is the same as for the test part, with the difference that the measurement is carried out online (i.e., on a manufacturing cell of an automated assembly line). This cell is composed of two welding brazing robots (to assemble both sides at the same time) and a conveyor on which the body shell is positioned.

The stereovision setup consists of two 12-Mpixel Teli CleverDragon® cameras located about two meters above the observed part and equipped with 24-mm Nikkor (from Nikon) lenses. The acquisition frequency is about $10 \text{ Hz}$, which is high enough compared with the velocity of the welding brazing head (i.e., $30 \text{ mm/s}$), and the integration time is of the order of $10 \text{ ms}$. The definition of the pictures is about $3000 \times 4000$ pixels. Hence, the physical size of the pixel is of the order of $0.3 \text{ mm}$. Such a resolution is necessary for this application. The scene is lit by two light spots on both sides of the body shell.

The difficulty is to limit the light reflection on the roof. To address this point, a grazing lighting was chosen. Yet the result is not completely satisfactory. However, it is believed with the global DIC approach it has a minimal effect on the reconstructed 3D shape. Some additional investigation will be needed to prove this statement. The velocity of welding brazing process being of $25 \text{ mm/s}$, the duration of the test is about $60 \text{ s}$. The analysis of the 3D deformation is carried out using a random pattern deposited onto the entire roof as shown in Figure 11.

**Fig. 10** Comparison between the gap map without (a) or (with) correction of distortions. Note that the same color-bar is used in both maps.
**Fig. 11** Picture of the roof (2 m² surface area) taken by the left camera
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**Fig. 12** Virtual CAD models of the observed roof (see Figure 11)

The CAD model shown in Figure 12(a) is taken as a reference for the stereo-correlation procedure. To work with this geometry, a simplification step is necessary. All the useless elements of the geometry, such as the gutter on the side of the roof are removed. Figure 12(b) shows the geometry after the extraction step. This shape is made up of only one NURBS patch. It is composed of $12 \times 7 = 84$ control points with unitary weight. Thus it corresponds to an $11 \times 6$ order Bézier patch.
4.2.1 Initial and Final Shapes

The calibration procedure is carried out on the post welded shape of the roof. It provides the transformation matrices and the final 3D shape of the roof. This choice is made since the CAD model is based on the final shape of the assembled body in white. The final shape is expected to be closer to its CAD definition. For the initial shape of the roof (i.e., the pre welded part), the same calibration parameters are used and only the second step of the calibration procedure is run (i.e., the control points are moved to match as best as possible the initial shape of the roof). Figure 13(a) shows the map of correlation residuals for the geometry of the roof before assembly. The region to be welded is on the left of the picture, and the back of the roof is at the bottom (the hole for the antenna attachment can be seen in yellow when $u = 1, v \approx 0.5$). The result is satisfactory. The maximum error is at the bottom of the map. The RMS level is of the same order of magnitude as before (i.e., about 2.2%). The black area around the center of Figure 13(a) is believed to be due to illumination artifacts.

![Figure 13](image)

**Fig. 13** Results for the roof placed on the body shell but not welded. Map of the absolute correlation residuals, expressed in percent of the dynamic range of the analyzed pictures (a). Gap between the theoretical shape and the measured surface. Gap values are in mm

After welding brazing, the correlation residuals are almost identical to the previous ones (Figure 14(a)). The registration quality is the same in both cases. Comparing the initial (Figure 13(b)) and final (Figure 14(b)) gaps of the measured 3D surface with its theoretical description, it is concluded that the welded shape is closer to the theoretical model. As for the initial configuration, convergence of the algorithm is reached very quickly and the correlation residuals are small (RMS residual for the pre welded roof: 2.2%, and for post welded roof: 2.3%), showing that the initial guess (the CAD model of the surface) is very close to the real shape of interest.
Fig. 14 Results for the roof welded on the body shell. Map of the absolute correlation residuals, expressed in percent of the dynamic range of the analyzed pictures (a). Gap between the theoretical shape and the measured surface. Gap values are in mm.

4.2.2 CAD Metrology of Roof

After these operations it is possible to evaluate the impact of the welding-brazing process onto the geometry of the roof. Figure 15 represents the gap between the geometry of the roof before and after the welding brazing process. This map shows that the roof has undergone a displacement norm of about 6 mm in the welding brazed zone (on the left of the picture). This is to be expected because of the pressure system used to conform the shape. The impacted zone by welding brazing is relatively wide. However, there is no real impact of the welding brazing on the opposite side (right side). Hot “spots” near the upper right corner are areas where the gap estimation has not converged (i.e., the convergence criterion is not reached). Last, the gap between the CAD model and the welded part has been reduced from its initial value. This constitutes a validation of the welding process.

5 Conclusion

A new method of stereovision system calibration is developed. It is based on the use of the CAD model of the observed part as an initial guess of the registration algorithm. Consequently, no calibration target is needed. It belongs to the class of self-calibration techniques. This method allows for the use of the object of interest as a calibration by itself, thus rendering the stereovision system much more flexible, easy and quick without compromising the quality of the measurements. The two-step calibration is performed by resorting to integrated stereoDIC to determine the components of the transformation matrix and the
Fig. 15 Deformation the roof after welding brazing. The reference is the pre-welded roof geometry, values of the norm of the gap are in mm.

The actual shape of the observed surface in the language of freeform surfaces (i.e., NURBS in the present case).

The result of the method has been validated by comparison with a CMM measurement on a machined third order Bézier patch. The gap between the measured and theoretical shapes was lower for the present approach than that found for CMM measurements. Part of this difference is due to the need for performing frame setup with CMM and any stereoDIC procedure yielding 3D point clouds. To proceed along this path, the evaluation of the uncertainty levels is needed to evaluate the quality of the 3D reconstruction.

The feasibility of the method to deal with large parts has been shown by following in situ the welding process of a 2-m² automotive roof. In particular, it is shown that after the process, the shape is closer to its theoretical description than the initial (i.e., unwelded) roof. In both analyzed examples, rather simple NURBS patches were used. More complex shapes will be studied in the future. The results presented herein constitute a proof of concept of CAD-based stereoDIC. Some additional developments are needed. The first one corresponds to the measurement of 3D displacements. In the present case, the deformation during welding was measured by the comparison of 2 NURBS surfaces. Another way
of performing this operation is to explicitly move the control points of the measured surface to evaluate the 3D displacements.

The choice of freeform surface descriptions is logical for a global approach to stereocorrelation since it is used when designing various parts. It becomes even more interesting since isogeometric analyses are currently being developed to bridge the gap between CAD and finite element methods (FEM) [34]. By construction, the present development is a dense multiview method [41]. It is worth noting that other approaches are based upon the use of facets, say by resorting to Delaunay triangulation [42]. This type of discretization may also be performed in the present framework.
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