Cross-database evaluation of normalized raw pixels for gender recognition under unconstrained settings
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Abstract—This paper presents cross-database evaluations of automatic appearance-based gender recognition methodology using normalized raw pixels and SVM classifier under unconstrained settings. Proposed method uses both histogram specification and feature space normalization on automatically aligned faces to achieve reliable recognition rate for real scenarios. Using a web based unconstrained training database, we applied local window search to increase generalization ability of the proposed method. Our contribution is two-fold. First we showed that aligned and normalized raw pixel intensities are providing the best performance in case of unconstrained cross-database tests than feature-based studies on unaligned faces. Second, we showed that histogram specification provides better normalization than that of histogram equalization for automatically aligned faces in large databases for gender recognition. Variety of cross-database experiments performed on uncontrolled Image of Groups (88.16%), Genki-4K (91.07%) and LFW databases (91.87%) showed that proposed method provides superior generalization ability than that of the state-of-the-art methods.

I. INTRODUCTION

Gender recognition is a challenging task in computer vision. It is a necessary component of demographic studies performing gender, age and ethnicity analysis. Since it is mainly a pattern recognition problem, advancements in this task can also be applicable to other pattern recognition problems. For this reason gender recognition is getting more interest from computer vision domain. Due to its intra-class variability, gender recognition is a special case of a two-class classification task. This variation mainly comes from different age, occlusions, ethnicity, make-up, illumination and data acquisition conditions.

Previous studies are mainly focused on controlled single-database experiments with classical five-fold cross validation technique which, due to acquisition protocols of the controlled databases, may lead to biased results. In general, as indicated by Bekios-Calfa et al. [1], the performance of intra-database experiments is optimistic because of the fact that images in these databases usually have a common demography and acquisition protocol. According to Boon et al. [2], average accuracy in gender recognition studies performed on controlled Feret database [3] is 96% ± 2.5 especially when a cross validation scheme is applied. However, this high performance decrease drastically when a cross-database scheme used 83% ± 6.7. Several researchers provide cross-database evaluation of their methods performed in unconstrained Labeled Faces in the Wild [4] and Image of Groups [5] databases. In these uncontrolled databases, the average cross-database accuracy is even lower 79.05% ± 5.6 see Table I) showing the lack of inconsistency of the generalization ability of the models across different databases. Therefore future research must focus more on improving the generalization ability of the methodologies under unconstrained settings than controlled settings. Detailed comparisons with the state-of-the-art methods are provided in discussion section IV.

Initial studies in the domain considered appearance based features like raw pixels [6], [7]. More recent studies focus on feature based methods [8]–[11], histogram oriented gradients (HOG) and Gabor filters for unconstrained gender recognition [9], LBP operator [12] and its variants are also widely used in feature based methods. A recent survey explaining broad range of methodologies for vision based gender recognition is presented in [2]. According to the literature survey, SVM classifier with RBF kernel is the most common classifier used in gender recognition studies because of its generalization ability. Other methods include Adaboost, nearest neighbor classifier and neural networks.

Makinen et al. [13] studied the performance of automatically aligned faces with non-aligned and manually aligned faces for gender recognition in Feret database to measure robustness of these preprocessing methods along with the state-of-the-art methods. They concluded that the automatic alignment does not increase the gender classification rates and that pixel-based input gives better classification than LBP-based features. However, their experiments performed on a small subset (60 male, 47 female) of controlled Feret database. We believe that controlled databases and their subsets are not representative for reliable recognitions in gender recognition problem. Since the training set is just a small part of the whole gender recognition problem (7 billion people), classifiers learned from a very specific demographic subset do not perform well on unseen faces. Therefore, a successful gender recognition methodology must consider unconstrained settings when selecting the preprocessing methodology. Our experiments on relatively large-scale and unconstrained LFW and Image of Groups databases showed that specific age subsets of the faces tend to be classified better than others. In turn it affects the overall classification performance of the classifier. Therefore the evaluation and interpretation of gender recognition methodologies depend on overall demographic diversity of the training and test database.

In this study, we compared the cross-database performance
of automatically aligned faces using feature space normalization with SVM+RBF classifier to the previously published results on these unconstrained databases. Main contribution of this paper is twofold. First, we showed that aligned and normalized raw pixel intensities provide the best performance in case of unconstrained cross-database tests than LBP based features even in larger subsets of the databases. Second, we showed that histogram specification provides better normalization than that of histogram equalization for automatically aligned faces in large databases for gender recognition.

Section 2 explains the methodology and databases used in the experiment. Section 3 presents experimental setup and results. Section 4 provides comparison and discussion of the obtained results and previous studies in the domain. Final section summarizes and concludes the study with future directions.

II. METHODOLOGY

First, we collected a new gender database using web images by querying search engines. In order to get wide range of ethnicity, we used common "male face" and "female face" query words in different languages including Arabic, Chinese, English, French, German, Italian, Spanish, Russian and Turkish. Manually eliminating the false results, we obtained a new unconstrained database including low resolution 3630 female and 1692 male images. Image size is varies between 60 × 80 and 300 × 400. We combined this new database with manually annotated Genki-4K database [14] to obtain a large-scale training database WebDB having 5640 females and 3686 male samples.

A. Preprocessing

The first step towards unconstrained gender recognition is preprocessing available information in proper way. Geometric and photometric normalization methods are of crucial importance for vision based facial analysis. Normalized information provides better approximation of noisy data to the mathematical models used in computer vision.

We start with the detection of face using well-known "frontal_alt2" haar-like features model [15] available in OpenCV [16]. After that, eye detection is performed to correct in-plane rotation of the face according to the vertical position of left and right pupil. We used the neural network-based eye detector [17] available in the Stacked Trimmed Active Shape Model (STASM) [18] library to locate the positions of the pupils.

1) Face Alignment: Updated face rectangle is defined using the following equations where $F_x$, $F_y$, $F_w$ and $F_h$ represents the $x$, $y$, width and height of the updated face. $Ey_{Center}$ and $Ey_{Left}$ are the $x$ and $y$ positions of the left eye with respect to upper left origin of the image. $IPD$ (Inter-Pupillary Distance) is Euclidean distance between the eye centers.

$$F_x = Ey_{Left} - IPD \times 4.0 \quad (1)$$
$$F_y = Ey_{Center} - IPD \quad (2)$$
$$F_w = IPD \times 1.5 \quad (3)$$
$$F_h = IPD \times 2.5 \quad (4)$$

Note that initial location of the OpenCV face detection results are updated according to the IPD distance. Scalar values 4.0, 1.5 and 2.5 are selected according to experimental observations. Extracted face is then resized to $20 \times 24$ image. Finally, histogram specification is applied to overcome illumination differences. Figure 1 shows the initial and cropped face region after the use of Eq. (1), (2), (3) and (4).

![Fig. 1. Geometric normalization and alignment of the face](image)

2) Histogram Specification: Histogram specification and histogram equalization are fundamental image enhancement techniques used in image processing. Histogram equalization assigns equal number of pixels to all gray levels. However, this method does not consider common facial appearance. Histogram specification is a generalization of histogram equalization where the image is normalized with respect to a desired probability density function (pdf). Since we know an average human face, we can apply the histogram extracted from the average face to all normalized images. Figure 2 shows the effect of histogram specification for a given face image using the histogram of the average face.

![Fig. 2. a) Average image obtained from web database and its histogram. b) Example test image and corresponding histogram. c) Result of histogram specification on b) using the histogram of a)](image)

As seen on Figure 2 (c), estimated new histogram is more close to the histogram of the average face. This feature provides better correction of the image histogram in case of different illumination conditions as seen on Figure 3.

3) Feature Space Normalization: Arnulf et al. [19] showed that preprocessing step can be equivalent to studying the kernel functions of SVMs. In addition they concluded that feature space normalization outperforms input space normalization in
case of SVMs. Therefore we employed feature space normalization on normalized faces obtained in the previous step. Since we have $20 \times 24 = 480$ features for a single image, feature space normalization performed on each of the 480 features. Considering all training database samples, we found the minimum and maximum value in each feature and the new value of the feature is computed between -1 and +1. However, when the training size increases, possibility of having the smallest and largest pixel value (0-255) also increases. Another say, feature space normalization become equivalent to non-normalized methods when individual scaling factors per feature are similar.

III. EXPERIMENTAL SETUP

The experiments have been designed to test the generalization ability of the SVM+RBF classifier trained on normalized raw pixels using unconstrained WebDB, LFW, Genki-4K and Groups databases. In order to apply a consistent protocol, we used the same classification parameters in all experiments. There is a notable unbalance between female and male classes in LFW database (2978 female, 10258 male). Therefore, we focused mainly on Groups database. Due to the difficulties of comparing different cross-database evaluations, we provide all details of the experimental setup.

A. Parameter Selection

After the preprocessing step, normalized faces of size $20 \times 24$ are used for both training the SVM with RBF kernel and selection of optimal cost ($C$) and gamma ($\gamma$) parameters. We used five-fold cross-validation method on WebDB database for the parameter selection by easy tool present in LibSVM [20] where a grid search is applied. Since the combination of large $\gamma$ and large $C$ leads overfitting, we selected $C = 16$ and $\gamma = 0.0078125$ as the optimum values which are similar to the results obtained by Makinen and Raisamo [21]. This setting provides 94.27% accuracy using five-fold cross-validation on our web database WebDB. Figure 4 shows the parameter space and corresponding accuracies obtained from five-fold cross validation.

B. Databases

We selected the LFW, Genki-4K and Groups database which are the most unconstrained databases and therefore giving the lowest accuracies in cross-database tests. WebDB is used for parameter selection and training the model as described in section III-A.

1) Image of Groups (Groups): Groups database [5] includes 5080 images having 28231 faces labeled with the age and gender categories. It involves wide range of illumination, ethnicity, ages, facial expressions, in-plane and out-of-plane poses. Manually labeled eye positions are provided for all faces. However, we automatically detect the faces and eyes using the methods provided in section II-A. We obtained a total of 19835 faces (10303 female, 9532 male).

2) Labeled Faces in the Wild (LFW): LFW database [4] contains 13236 labeled images from 5749 individuals mainly actors, politicians and sport players. We automatically select detected faces where eye detection is successful (11106) and then manually group them into male (8539) and female (2567) categories.

3) Genki-4K Subset: Genki-4K database mainly used in facial expression studies and it contains 4000 face images labeled as either smiling or non-smiling. It involves wide range of subjects, facial appearance, illumination, geographical locations, imaging conditions, and camera model. However, it does not include gender labels. Therefore we manually label the images as female and male classes for our experiments. After the normalization step we obtained 1539 females and 1506 males.

IV. RESULTS AND DISCUSSION

We performed series of experiments on WebDB, LFW, Genki-4K and Groups databases comparing the effect of using histogram specification and histogram equalization. We also studied the relationship between age and gender by cross-database tests. Finally, we compared our cross-database results with the state-of-the-art methods.

A. Histogram Specification Experiments

We compared the results obtained from histogram equalization and histogram specification on Groups database. For training we used Genki-4K, LFW and WebDB databases. Figure 5 shows effect of using histogram equalization and histogram specification on Groups database where age of the subject is greater than 12.
According to Figure 5 we obtain better classification results when using histogram specification method in training and testing. We believe that main reason of this improvement (1%) is better correction of illumination by considering the pdf of the average face.

B. Gender and Age Experiments

Previously Guo et al. [22] showed that gender recognition accuracies can be 10% higher on adult faces than on young or senior faces. Their study on a large database also showed that gender recognition is still affected significantly when using either basic raw pixels or more advanced features like HOG, BIF or LBP descriptors.

Groups database provides age labels in 0-2, 3-7, 8-12, 13-19, 20-36, 37-65 and 65+ age categories. Since our training sets Genki-4K, LFW and WebDB does not contain children faces, for this experiment we present our results by considering sets Genki-4K, LFW and WebDB does not contain children faces. Their study on a large database also showed that adult faces are dominant than young and senior categories. Since our training with WebDB and testing in Groups database. It is clear that adult face categories are dominant than young and senior categories.

C. Cross-database Experiments

We present state-of-the-art gender recognition studies and our results using cross-database evaluations in Table I. Highlighted entries present the best accuracy obtained so far in corresponding test database. We obtained 88.16% accuracy on Groups for adult people having age ≥ 20, 87.36% for age > 12. These results are superior to that of the state-of-the-art results as shown in Table I. Similarly we obtained 91.87% accuracy on WebDB/LFW and 91.07% on Groups/Genki-4K tests.

As shown in Table II, it is notable that all cross-database results are balanced in the range 85.00% and 92.05% which is an indicator of a good generalization level for the proposed method. In addition we did not restrict our test sets for a minimum IPD distance. For this reason we obtain larger test sets than those used in state-of-the-art studies. As shown in Table I, we used 19834 test samples from Groups database without any age and IPD distance limitation, 17132 test samples for age > 12 and 15833 test samples for age ≥ 20. Study by Bekios-Calfa et al. [23] considers unaligned faces for gender recognition. When they consider different pose as labeled powerset LP [24], obtained 79.53% and 78.33% with and without pose factor respectively. However, these results are lower than 91.62% accuracy obtained from our Groups/LFW experiment.

Considering Table II, we strictly separate face of the same identity appearing both in training and test sets. Otherwise, this may lead the classifier learning the identity instead of the gender. Since Genki-4K is a subset of WebDB as described in section II, we did not perform any experiment between Genki-4K and WebDB.
TABLE I. SUMMARY OF CROSS-DATABASE EXPERIMENTS ON GROUPS, LFW AND GENKI-4K DATABASES.

<table>
<thead>
<tr>
<th>Author</th>
<th>Train/Test</th>
<th>Test size</th>
<th>Method</th>
<th>Acc. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dago-Casas [11]</td>
<td>LFW/Groups&lt;sup&gt;a&lt;/sup&gt;</td>
<td>14760</td>
<td>LBP+PCAV+LDA</td>
<td>81.02</td>
</tr>
<tr>
<td>Dago-Casas [11]</td>
<td>LFW/Groups&lt;sup&gt;a&lt;/sup&gt;</td>
<td>14760</td>
<td>Pixels+PCAV+SVN</td>
<td>72.09</td>
</tr>
<tr>
<td>Balmaseda [10]</td>
<td>Morph[25]/Groups</td>
<td>5632</td>
<td>LBP+SVN+Linear</td>
<td>76.74</td>
</tr>
<tr>
<td>Balmaseda [10]</td>
<td>Morph/LFW&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1149</td>
<td>LBP+SVN+Linear</td>
<td>75.10</td>
</tr>
<tr>
<td>Bekios-Calfa [23]</td>
<td>Groups/LFW</td>
<td>15233</td>
<td>PCA+LDA+KNN</td>
<td>79.11</td>
</tr>
<tr>
<td>Bekios-Calva [23]</td>
<td>Groups&lt;sup&gt;b&lt;/sup&gt;/LFW</td>
<td>15233</td>
<td>Pixels+SVN+RBF</td>
<td>79.53</td>
</tr>
<tr>
<td>Our method</td>
<td>WebDB/Groups</td>
<td>19834</td>
<td>Pixels+SVN+RBF</td>
<td>82.09</td>
</tr>
<tr>
<td>Our method</td>
<td>WebDB/Groups&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17132</td>
<td>Pixels+SVN+RBF</td>
<td>87.36</td>
</tr>
<tr>
<td>Our method</td>
<td>WebDB/Groups&lt;sup&gt;b&lt;/sup&gt;</td>
<td>15833</td>
<td>Pixels+SVN+RBF</td>
<td>88.16</td>
</tr>
<tr>
<td>Our method</td>
<td>Genki-4K/Groups&lt;sup&gt;a&lt;/sup&gt;</td>
<td>15833</td>
<td>Pixels+SVN+RBF</td>
<td>86.78</td>
</tr>
<tr>
<td>Our method</td>
<td>LFW/Groups&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17132</td>
<td>Pixels+SVN+RBF</td>
<td>84.57</td>
</tr>
<tr>
<td>Our method</td>
<td>LFW/Groups&lt;sup&gt;b&lt;/sup&gt;</td>
<td>15833</td>
<td>Pixels+SVN+RBF</td>
<td>85.00</td>
</tr>
<tr>
<td>Our method</td>
<td>LFW/Genki-4K&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3045</td>
<td>Pixels+SVN+RBF</td>
<td>87.62</td>
</tr>
<tr>
<td>Our method</td>
<td>Groups/Genki-4K&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3045</td>
<td>Pixels+SVN+RBF</td>
<td>91.07</td>
</tr>
<tr>
<td>Our method</td>
<td>WebDB/LFW</td>
<td>11106</td>
<td>Pixels+SVN+RBF</td>
<td>91.87</td>
</tr>
</tbody>
</table>

<sup>a</sup> one inter-ocular distance ≥ 20 pixels
<sup>b</sup> one image per identity
<sup>c</sup> training step without children faces
<sup>d</sup> ages > 12
<sup>e</sup> ages ≥ 20

V. CONCLUSION

In this study we present unconstrained cross-database experiments on publicly available gender databases LFW, Groups and Genki-4K using histogram specification based normalization and SVM+RBF kernel. We show that histogram specification provides better normalization than histogram equalization in case of unconstrained databases. Using aligned and normalized 20 × 24 raw pixels, we obtained better generalization and consistent results than existing state-of-the-art methods performed on cross-database tests. In addition we studied the effect of age on gender recognition and showed that adult gender recognition rate is higher than that of teenager and senior categories. We concluded that imperfections in face alignment still provide better results than methods using unaligned faces. In future research we will focus more on out-of-plane rotations and high-level classifier fusion to get benefit from individual classifiers.
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