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Abstract

In this paper, a Process/Machine coupling approach applied to Robotized Incremental Sheet Forming (RISF) is presented. This approach consists in coupling a Finite Element Analysis (FEA) of the process with an elastic modelling of the robot structure to improve the geometrical accuracy of the formed part. The FEA, assuming a rigid machine, is used to evaluate the forces at the interface between the tool and the sheet during the forming stage. These forces are used as input data for the elastic model, to predict and correct the tool path deviations. In order to make the tool path correction more effective, the weight of three numerical and material parameters of the FEA on the predicted forces is investigated. Finally, the proposed method is validated by the comparison of the numerical and experimental tool paths and geometries obtained with or without correction of the tool path.
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1. Introduction

The Incremental Sheet Forming (ISF) is an innovative process for small series production and prototyping. The sheet is deformed locally by successive paths of a simple tool, usually a hemispherical punch. Complex shapes can be realized without dies which represents a significant cost benefit. In order to reduce manufacturing costs and improve production versatility, serial robots can be used for industrial processes like the ISF. For example, Meier et al. [2009a] have coupled two industrial robots to perform
two point incremental forming. The first robot moves the forming tool in depth direc-
tion and along the contour path. The second robot drives a supporting tool to hold the
sheet on the backside. For the same purpose Vihtonen et al. [2008] have used a serial
robot and an appropriate clamping device. Nevertheless robot serial structure presents
high compliances and a low absolute positioning accuracy. The process forces acting
on the tool lead to robot structure deflection and then to tool path errors. To compen-
sate the tool path errors induce by the machine (robot) and/or the process compliance
different approaches are available in the literature.

Bres et al. [2010] give a solution that consists in the dynamic elastic modelling
of the machine or the robot structure in order to compensate by a linear or non linear
feedback control the elastic deformations of the structure that degrade the TCP (Tool
Center Point) pose accuracy. Outputs of such control consist in modifying the actuator
torques. However Bigras et al. [2007] have shown that its implementation is difficult
in actual industrial robots where only the TCP pose is controlled. Moreover, the dy-
namic parameters (inertia, center of gravity, gear ratio) must be identified by dedicated
methodologies such as proposed by Khalil and Dombre [2002] or de Wit et al. [1996].

For flexible processes as ISF a promising solution consists in using a robust closed-
loop control of the machine. For those processes, dedicated sensors as stereovision
cameras, lasers, etc. can be involved to perform an on-line feedback control of the
part geometry during the process. However the setup of the machine control param-
ters requires an appropriate and realistic process model that can be difficult to obtain.
This can be done for example from a set of spatial impulse responses measured by lin-
earization around a pre-planned tool path as explained by Allwood et al. [2009] and by
Music and Allwood [2012]. As proposed by Rauch et al. [2009] it is also possible to use
on-line measurements available directly on the machine itself (values of the encoders
and/or torques) as a feedback to achieve a real time closed-loop control. To overcome
the difficulties related to the previous approaches, one solution is based on realistic
parametric models of machines and robots to predict the elastic deformations. The
methodologies proposed in the literature are based either on lumped-parameter model
in Dumas et al. [2011] or more realistic Finite Element models as in Marie and Maurine
Since outputs of these models are TCP pose errors, the term elasto-geometrical model is used. As a result, a correction of the tool path deviations is possible and can be easily implemented in the native programming language of the controller (real-time or off-line programming).

With this second approach, the knowledge of the forces acting on the TCP is essential. Several studies, such as Ambrogio et al. [2007], Jeswiet et al. [2005], Petek et al. [2005], have analysed the influence of experimental setup parameters on the prediction of the forming forces. Duflou et al. [2007a] proposed a force prediction model applied during the forming of a cone as a function of the step-down amplitude, the wall angle, the tool diameter and the sheet thickness. This model, based on a simple regression equation, could predict the peak, steady-state and in-plane forces with a high degree of confidence. Nevertheless this analytical model is only valid for simple geometries.

For more complex geometries, Aerens et al. [2010] involve the previous model. A strategy, based on experimental measurements, is proposed to identify the model parameters. Several materials were tested. For each material, an analytical formula able to predict level of the steady-state tool force is fitted for various parts. The ultimate tensile strength of the considered material seems to govern the level of the steady-state force. Due to the complex tool path in the ISF process, the most common way to estimate these forces is based on a FEA of the process. Meier et al. [2011] have proposed a model-based approach in which a MBS (Multi Body System) model of the robot is coupled with a FEA of an ISF operation. In the MBS model, the links are assumed rigid and the elastic behavior of the robot structure is described considering only the joint stiffness. In fact this coupling approach has not been really carried out since measured forces during a first run without any compensation have been defined as the input data of the robot model instead of using the predicted forces calculated with FEA model.

To avoid errors due to possible inaccuracies in the force prediction from analytical or numerical models, Verbert et al. [2009] have chosen the same strategy. As explained by the authors, the main drawback of this procedure is that the forming of a dummy part is required. The hypotheses used in the FEA of the process made by Meier et al. [2009b] can explain the inaccuracies of the numerical model and finally the choice
of this strategy. With these hypotheses the simulated forces through the forming of a straight groove present a maximum overestimation of 30% compared to the measured ones. This result underlines the difficulty to accurately compute the forces induced by the process.

The FEA of the ISF operation is commonly applied to predict the final geometry of the part. Most studies on the simulation of the ISF like the one from Ambrogio et al. [2004] are based on the same hypotheses: thin shell elements, frictionless conditions between the tool and the sheet, rigid tool, hardening power law, encastre boundary conditions for the clamping system... These models are usually effective to predict the final shape but when results of force prediction are presented, they are systematically overestimated. In the literature, this overestimation is usually justified by three main factors described below:

- The first one concerns the deformation mechanisms during the process which are not well identified. Eyckens et al. [2009] have shown that Through-Thickness Shear (TTS) appears by measuring small deformed holes in cone wall angles. Emmens and van den Boogaard [2009] have demonstrated that this shear can delay the onset of necking and may explain the high levels of deformation in ISF (strain levels of about 70%-120% can be reached). Allwood and Shouler [2007] demonstrate, in a simplified version of incremental forming, that the through-thickness shear is significant in the direction of the tool movement. In Allwood and Shouler [2009], TTS is incorporated into Marciniak-Kuczynski model and it is shown that the forming limit curve increases with increasing TTS. Henrard et al. [2011] have recently studied the ability of FEA to predict the correct tool force during a Single Point Incremental Forming (SPIF) operation. The forming of two frustum cones with different wall angles (20° and 60°) has been simulated to compare the effects of various numerical and material parameters. TTS can be neglected for the 20° cone, while it is significant for the 60° cone. Two different types of element were chosen for the simulation of each geometry: shell elements neglecting TTS, and brick elements modelling TTS. For the 60° cone, the error between the experimental and simulated values is reduced from 40% to 20%
when the TTS is considered with the brick elements.

- The second factor which can influence the level of the simulated forming forces is the modelling of the plastic behavior of the sheet material. The calibration of the hardening law is one of the most influent on the force level. Indeed hardening laws are typically identified from tensile test until a level of strain which is about 20% whereas the level of strain reached during the process can be 2 or 3 times greater. In Flores et al. [2007], a strong discrepancy between the simulation force prediction based on an elastic-plastic law with isotropic or kinematic hardening model is observed. For a AA3003-O, a decrease of 20% of the predicted forces is observed when kinematic hardening is introduced in the FE simulation of a frustum cone with a wall angle of 50°. But recently, Henrard et al. [2011] have also compared the influence of several plastic behavior (Swift and Voce hardening laws, isotropic or kinematic hardening models, isotropic von Mises and the anisotropic Hill yield criteria) on the force prediction. The forming material is also an aluminium alloy (AA3003-O). It is shown that, for this material and for important wall angle (60°) cone, leading to accumulated equivalent engineering strain of about 200%, the choice of isotropic or anisotropic yield locus is negligible. Moreover, an isotropic saturating law such as Voce’s seems the most suitable hardening behavior. A difference of about 20% on the axial force is observed between the Voce and Swift hardening laws. An other conclusion of this study, is that the kinematic hardening behavior appears to have only a little effect on the force prediction for this material. As one can see it, this point remains debatable but for the 5086 aluminum alloy considered in this study, the hardening is mainly isotropic and the contribution of the kinematic hardening is low and will be neglected in this study.

- Finally the boundary conditions applied to the simulation (modelling of the clamping system) can also lead to an artificial stiffening of the model as it has been remarked by Bouffioux et al. [2007]. To avoid the force overestimation due to encastre boundary conditions, the clamping system has been modeled by
springs distributed along the sheet edges. The nodes of the edges are fixed in
rotation and in translation following the axial tool direction while the displace-
ments in the sheet plan are possible and depend on the stiffness springs. To
correlate with experimental force values, a unique spring stiffness has been com-
puted using an inverse method based on an indentation test.

With the aim to reduce the process time and to propose a simplified method, an off-
line compensation procedure based on an elastic modelling of the machine structure
coupled with a FEA of the process, is proposed in this work. The SPIF procedure
and the process parameters are firstly described. An experimental investigation studies
the robot ability during the forming of a frustum cone by comparing the experimental
results from a three axis milling machine and the robot. Due to the high stiffness of
its structure, the measured forces on the milling machine are defined as a reference.
Then, a FE model of the process is proposed and the force prediction of this model
is numerically investigated. Finally, the predicted force is used as an input data of
the robot elastic model in order to compute tool path correction of the robot. The
effectiveness of the proposed method is verified by comparing the nominal and the
measured tool path. This approach is finally validated on a non-symmetrical geometry:
a twisted pyramid.

2. Process description

2.1. Part and tools

The part consists of a frustum cone of 45° wall angle centered on a sheet of 200 ×
200 × 1 mm³ (Figure 1). The depth of the frustum cone is 40 mm. The chosen material
is an 5086 H111 aluminum alloy. The forming tool is a hemispherical punch with a
15 mm diameter. The feed rate value of the tool is 2 m/min and the tool rotation
is locked. Grease is not an ideal lubricant but it has been used to reduce the friction
coefficient between the sheet and the tool. The clamping system is composed of a blank
holder screwed on a rigid frame (Figure 2).
2.2. Process parameters

The incremental step direction is along \( z_p \) (Figure 3). The trajectory consists of successive circular tool paths at constant \( z_p \). The incremental step size value (\( \Delta z \)) is 1 \( mm \) per loop. Different strategies to perform a frustum cone in SPIF are available in the literature (multi-pass, begin the forming at the center of the sheet...) and their application leads to different results in terms of geometrical accuracy. However, our first objective is to correct the errors due to the low stiffness of serial robots. These errors will appear whatever the forming strategy. In consequence, a classical strategy has been chosen for the study in order to build a generic method applicable for all the forming strategies.

2.3. Measurement systems

The forces acting on the tool are measured using a six-component force cell (ATI Omega 190). The three orthogonal components of the forming force \( F_x, F_y, F_z \)
Figure 1) are used in this study. The force $F_z$ is the axial force applied in the axial direction of the tool whereas the other two components $F_x$ and $F_y$, located in the xy-plane, evolve as sinusoidal signals. During the forming process the real tool path is measured by a Nikon Metrology K600-10 photogrammetric measurement system. This system has a pose measuring accuracy of $\pm 37 \, \mu m$ for a single point. After the forming process the part geometry is measured by a coordinate-measuring machine (CMM). The tactile measurement of the machine presents an accuracy of $\pm 3.5 \, \mu m$ for a single point.

2.4. Forming machines

In order to evaluate the ability of an industrial serial robot (Fanuc S420iF) to form a part with ISF process, a comparison of the experimental results obtained from a three axis milling machine (Famup MCX500) and the robot is made. The milling machine is a three axis cartesian structure. It can develop up to 7000 $N$ at the extremity of the tool with a precision of $\pm 15 \, \mu m$. Due to the high stiffness of the cartesian structure of the milling machine, the errors on the tool path induced by the elastic deformations of the machine can be neglected. Consequently, the experimental results obtained with this machine will be considered as the reference. The robot has a payload capacity of 1200 $N$. Its kinematic closed loop increases the global stiffness of the structure. Its maximum accuracy error with a load of 650 $N$ applied on the TCP is about 3.2 $\mu m$. The clamping system is fixed on a rigid table near the robot base to maximize the stiffness of the robot during the process (Figure 4).

To show the weight of the robot stiffness on the forming force, the static equilibrium of the tool, during the process, is presented. Because feed rates are closed to $1 \, m/mn$
the process can be considered as quasi-static. It is assumed that the tool is always in contact with the sheet. The gravity and the friction are neglected. $F_{S/R}$ is the wrench exerted by the sheet on the robot (Eq. 1) and $F_{R/S}$ is the wrench exerted by the robot on the sheet (Eq. 2).

$$F_{S/R} = K_S (P_R - P_0)$$

$$F_{R/S} = K_R (P_R - P_T)$$

Where:

- $P_0 = [P_{0x}, P_{0y}, P_{0z}, R_{0x}, R_{0y}, R_{0z}]^T (O_p, x_p, y_p, z_p)$ is the initial pose of the contact point between the tool and the sheet (Figure 5).
- $P_R$ is the pose actually reached by the TCP without correction.
- $P_T$ is the targeted pose.
- $K_S$ is the stiffness matrix $(6 \times 6)$ of the sheet and clamping device which depends on the position and the type of the clamping system, and on the sheet material and process parameters.
- $K_R$ is the stiffness matrix $(6 \times 6)$ of the robot structure, which depends on the
joint configuration of the robot and on its geometrical and mechanical parameters
(joint stiffness, quadratic moments of links,...).

The static equilibrium, at the contact point between the tool and the sheet, gives:

$$F_{S/R} = \frac{K_S K_R}{K_S + K_R} (P_0 - P_T)$$  \hspace{1cm} (3)

It means that the lowest stiffness between $K_R$ and $K_S$ will have the major impact on the forming force $F_{S/R}$ and finally on $P_R$.

2.5. Results

The measured force along the tool axis for both the milling machine and the robot is shown Figure 6. The force components are given as an average per loop. A difference of about 400 N is observed at the end of the trajectory, which represents 30% of the final value. It shows that the elastic behaviour of the robot has to be considered with the respect to the stiffness of the sheet and the clamping device. The difference between the two final force levels can be explained by the low stiffness of the robot structure which leads to a decrease of the incremental step size value during the forming stage. At the end of the trajectory the real incremental step size value varies from 0.1 to 0.8 mm during a loop which is lower than the constant value (1 mm) applied with the
milling machine. These observations on the forming forces are confirmed by results shown Figure 7. On this figure, the influence of a lower incremental step size on both the final depth and the wall angle of the frustum cone made by the robot is clearly observed. The part is measured along the cut axis before the unclamping of the sheet and the maximum difference between the measured geometries of the part made with the milling machine and the robot is 4 mm. A 2 mm step is considered on the CMM to measure the shape of the robot made part. Due to this discretization, the cut section of the formed part shown Figure 7 is not smooth near the bottom of the part.

![Figure 6: Comparison of the measured force in function of the theoretical depth of the cone (Δz).](image)

![Figure 7: Comparison of the final shape along the cut axis](image)

The tool path error of the robot is depicted in Figure 8. It represents the difference between the nominal trajectory (computed with a CAD software) and the measured
tool path of the robot without correction. For more legibility, the errors along $x_p$, $y_p$ and $z_p$ axis are presented separately in the plane $(O_p, x_p, y_p)$ for the whole tool path respectively on the (Figure 8(a), 8(b), 8(c)). As one can see, a significant TCP deviation can be observed. The maximum errors are about $-5\, mm$, $\pm 3.5\, mm$ and $-5\, mm$ respectively along $x_p$, $y_p$ and $z_p$ directions. The absolute values of the mean errors are about $1\, mm$ along $x_p$, $y_p$ and $2.6\, mm$ along $z_p$ axis. Obviously these errors are not compatible with the process requirements.

![Tool path errors](image)

**Figure 8:** Tool path errors along $x_p$ (a), $y_p$ (b) and $z_p$ (c) without correction (Fanuc S420iF)
3. FE simulation: Improvement of the force prediction

To limit the path error through a coupling approach, a precise force prediction is required. In the literature, the main factors identified like the most important in the forming force prediction by FE simulation are: (i) the choice of the element type, (ii) the consideration of the through thickness shear, (iii) the plastic behavior model of the tested material and finally (iv) the modeling of the boundary conditions applied to the sheet. These different key parameters have been clearly identified in particular in two complete studies on this subject Henrard et al. [2011], Bouffioux et al. [2007].

In sections 3.1 to 3.4, the parameters listed above are presented and discussed and their influence on the force prediction is evaluated through three different FE models numerically investigated in section 3.5.

3.1. Model description

All the numerical simulations are done with the ABAQUS© software using an implicit formulation. A 45° pie model is chosen to minimize the computation time (Figure 9). This approach has been first described by Henrard et al. [2011] and it has been shown that the results of a whole blank and a 45° pie models are very close. In particular, the axial force $F_z$ computed by the partial model is generally lower than the one calculated with the full model but the difference doesn’t exceed 10%. Symmetry boundary conditions are applied on the 0° and 45° sections. The tool path of the 45° pie model is computed with a CAD software (Figure 10). The starting points of each incremental step are defined on the same side. The same z level strategy as the one previously described in section 2.2 is applied.

3.2. Element type and mesh

The meshing size is smaller at the contact point between the tool and the sheet over the trajectory. Two types of elements are compared (S4R and C3D8I). The S4R element is a 4-node, quadrilateral, stress/displacement shell element with reduced integration and a large-strain formulation. It is particularly dedicated for stamping processes of thin shells and allows reduction of the computation time. The C3D8I element
is a 8-node linear brick with full integration and incompatible modes. By means of a preliminary study, it has been shown that it is sufficient to define four elements to correctly predict the shear in the shell thickness. The main difference between the S4R and the C3D8I elements is the ability of the brick element to model the through thickness shear. When, C3D8I elements are used in the contact zone between the tool and the sheet (Figure 11), S4R elements are kept on the other areas. This ‘mix model’ leads to a reasonable computation time despite the choice of C3D8I elements. Shear angle values of about $10^\circ$ in each direction ($\gamma_{13}$ et $\gamma_{23}$) have been noted on the final mesh with 4 brick elements in the shell thickness. Similar values have been obtained by Eyckens et al. [2009].
3.3. Boundary conditions

In the literature the clamping system is usually modeled as an encastré boundary condition. However, sliding between the sheet and the clamping system can appear and reduce the predicted force level. To quantify the clamping system modeling, two types of boundary conditions are investigated. The first one consists in defining encastré boundary condition on the four edges of the sheet in contact with the clamping system. For the second case, the clamping system is modeled by pressure areas applied on the contact zone between the sheet and the blank holder (Figure 12).

![Figure 11: Description of the mix model](image1)

![Figure 12: Description and modelling of the clamping system](image2)

The pressure (4.3 MPa) applied on each tightening area is estimated from the experimental torque applied on each screw (20 Nm) and measured by means of a torque wrench. The contact between the frame and the sheet is modeled with a friction coef-
303 ficient of 0.05.

304

305 3.4. Material behavior

Based on previous works of Zhang et al. [2010], an elasto-plastic model with an isotropic von Mises yield criterion is used to describe the behavior of the 5086 H111 aluminum alloy. It has been shown previously that this material exhibits a quasi-isotropic plane behavior and a low transversal thickness anisotropy. The elastic behavior of the material is defined by the Young modulus $E=66\text{ GPa}$ and the Poisson’s ratio $\nu=0.3$.

Two different hardening laws are implemented on the model. First a Ludwick law is chosen:

$$\bar{\sigma} = \sigma_e + K_1 \varepsilon_p^n$$  (4)

where $\bar{\sigma}$ is the equivalent stress, $\sigma_e$ the initial yield stress ($\sigma_e = 125.88\text{ MPa}$), $\varepsilon_p$ is the equivalent plastic strain, $K_1 = 447.08\text{ MPa}$, $n = 0.413$.

Secondly a Voce law described by Diot et al. [2006] to model saturation or softening effects of aluminum alloys is applied. The formulation is given by:

$$\bar{\sigma} = \sigma_e + K_2 \sqrt{1 - e^{-B \varepsilon_p}}$$  (5)

with $\sigma_e = 130.2\text{ MPa}$, $K_2 = 330.37\text{ MPa}$, $B = 3.94$.

The constants of the two hardening laws defined above are determined from the experimental stress/strain curve of a tensile test made in the rolling direction. This experimental curve and the identified laws are presented in Figure 13.

Due to the high level of deformation reached in the process, the hardening law must be chosen carefully. Figure 13 shows the strain range reached in ISF (up to 120%) in comparison with the strain level reached in the uni-axial tensile test (about 20%). For high levels of deformation, it is difficult to identify accurately the hardening behavior with only a database from a uni-axial tensile test. The choice of the Voce law leads to
a constant stress for strain higher than 60%. On the contrary the Ludwick law presents a stiffer behavior for large strains.

3.5. Models

Finally, to quantify the influence of each parameter discussed above on the force prediction three different modelling configurations are proposed. The table 1 sums up the different assumptions for each model.

<table>
<thead>
<tr>
<th>Table 1: Description of the compared models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Model 0</td>
</tr>
<tr>
<td>Model 1</td>
</tr>
<tr>
<td>Model 2</td>
</tr>
</tbody>
</table>

Model 0 is built with the same hypotheses of the literature. Model 1 uses brick elements to model accurately the through thickness shear. Model 2 represents a more realistic clamping system with pressure areas applied on the contact zone between the sheet and the blank holder. Based on Model 2, the weight of the hardening law (Ludwick or Voce) is evaluated. For each model, the predicted force along the tool axis is compared with the experimental force value from the milling machine. This value is defined as the reference since the milling machine is assumed to be perfectly rigid. The mean force at each loop of the trajectory is computed when the TCP crosses the middle axis of the 45° pie model.
3.6. Influence of TTS

The importance of TTS on the force prediction is evaluated through the comparison of results from Model 0 and Model 1. It is verified that the force reaches a maximum steady state value according to the work of Duflou et al. [2007b]. The Figure 14 shows that the choice of thin shell elements does not give a good agreement between experimental and predicted force. A maximum difference between Model 0 and experiments of approximately 750 N is identified which represents 40% of the final value. The predictions of Model 1 give better results. With TTS consideration the improvement of the force prediction is about 30%. For that purpose, brick elements have to be considered. Nevertheless the prediction of the final geometry of the part is very close for both elements (Figure 15).

![Figure 14: Effect of the finite element type on the force](image)

3.7. Influence of boundary conditions

To measure the effect of the boundary conditions, results of Model 1 and Model 2 are compared. The Figure 16 shows a comparison between the simulated forces from the two different boundary conditions. As expected, the more realistic model with the pressure (Model 2) gives a predicted force level lower than Model 1 and closer to the experiments. This modelling improves the force prediction of 55% compared to the Model 1. However, before a value of 20 mm for $\Delta Z$ the predicted forces is lower than the measured one. This difference is linked with a slight sliding during the simulation.
3.8. Influence of the hardening law

Based on Model 2, the weight of the hardening law (Ludwick and Voce) is evaluated. The maximum reached plastic strain level is about 80% as it is shown in Figure 17. The effects of this choice on the force $F_z$ are depicted in Figure 18. The maximal difference between these curves is about 150 N which represents 10% of the maximal force value. The Voce law gives a better correlation with experiments than the Ludwick law. Because no experimental setup has been made to identify the hardening law for high levels of deformation, the Voce law is chosen for the application of the correction of the tool path errors.
3.9. Conclusion

From FE investigations presented above, an accurate estimation of both the force magnitude along the tool axis $F_z$ and the $xy$-plane force $F_{xy}$ has been obtained. This force prediction could be used before performing the coupling approach instead of a force estimation obtained from an analytical model or a first test run made on a stiff machine. The calculation time is about 1 hour for the first model and 6 hours for the last one (Simulation was made using a computer with a 2.33Ghz CPU - 16GB of Ram). If we compare the time and the cost needed to perform the test on a milling machine this strategy can be a good alternative. This method offers also the possibility to be easily included on an optimization loop to improve the forming strategy in order to enhance
the geometrical accuracy of the process. Obviously the time calculation increases when a more complex part which cannot be represented by a symmetrical model is studied but Giraud-Moreau et al. [2013] have shown that remeshing techniques could be an interesting alternative to reduce the computational times. One must be noted that a comparable degree of confidence between experimental and predicted forces has been observed previously by Henrard et al. on a different aluminium alloy.

4. Elastic model of the robot

The elastic modelling of the robot is performed using the analytical method proposed by Deblaise et al. [2006]. This modelling has been already described in the RISF context by Belchior et al. [2013]. It consists in describing the elastic behavior of the robot as a unique elastic beam. The resulting analytical model can be written by:

$$0\Delta_R = \left(0K_R\right)^{-1}0F_{R/S}$$  (6)

$0\Delta_R$, $0F_{R/S}$ and $0K_R$ are expressed within the robot base frame $(O_0, x_0, y_0, z_0)$. $0F_{R/S}$ is a $6 \times 1$ vector $\begin{bmatrix} F_x & F_y & F_z & M_x & M_y & M_z \end{bmatrix}$ which represents the equivalent wrench acting at the TCP. The components $F_x$, $F_y$ and $F_z$ are computed by the FE simulation (cf. section 3.8) and $M_x=M_y=M_z=0$ because the TCP corresponds to the forming tool tip and a point contact with the sheet is assumed. $0\Delta_R$ stands for the elastic displacements and $0K_R$ is the equivalent $6 \times 6$ stiffness matrix that describes the whole elastic behavior of the robot structure. As explained in Belchior et al. [2013] for each pose of the tool path the joint variables of the robot are computed with its inverse geometrical model and their values are then used to calculate the components of $0K_R$.

To identify the stiffness parameters of the FANUC S420iF structure within the workspace corresponding to the forming application, a set of 150 TCP poses have been generated. A complete characterization of the robot has been obtained by stressing all its joints by means of a cable-pulley device used to generate forces at the end-effector along all axis of the reference frame $R_0$. The magnitude of the loads applied during this
Figure 19: FANUC S420iF modelling

calibration stage was chosen according to the robot payload. The identification phase
is performed using a first loading configuration to reach the 150 poses and another
loading configuration is chosen for the validation phase. All stiffness parameters of the
robot involved in the calculation of the equivalent stiffness matrix $^0K_R$ are identified
through a multi-objective optimization procedure based on a genetic algorithm using
the software modeFRONTIER®. For the FANUC S420iF, 33 joint stiffness values have
to be identified from measured data. The differences between controlled and reached
poses have been measured for each level of payload and without to obtain the real
elastic displacements. If $^0\Delta P_{R,m,p}^{n,P}$ and $^0\Delta P_{R,c,p}^{n,P}$ stand respectively for the vectors of the
measured and calculated displacements for the pose and the load $p$, the error function
is defined by:

$$
^0E_R^p = \left\| ^0\Delta P_{R,c,p}^P - ^0\Delta P_{R,m,p}^P \right\| 
$$

(7)

The joint stiffness values gathered in the vector $\Gamma$ are identified by minimizing, for
a set of $n_p$ poses and loads, the following function:

$$
C (\Gamma) = \sum_{i=1}^{n_p} \sqrt{(^0E_R^p)^2} 
$$

(8)

For the forming of the frustum cone previously described the mean computed val-
ues of three main components of $K_R$ are $K_{xx} = 937 \text{ N/mm}$, $K_{yy} = 597 \text{ N/mm}$
and \( K_{zz} = 898 \, N/mm \). During the forming trajectory, the variation of these ones are respectively \( \pm 1.1\% \), \( \pm 2.3\% \) and \( \pm 3.2\% \). If the stiffness of the robot is kept constant during the process, these fluctuations can represent at the end of the trajectory a variation of the predicted displacement of \( \pm 0.2 \, mm \). Obviously these variations will increase for larger parts which shows the necessity to compute \( K_R \) at each point of the robot tool path.

The identified elastic model allows to predict the TCP displacements induced by elastic behavior of the robot structure over the workspace whatever the load applied on the tool. The prediction maximum and mean errors respectively of \( \pm 0.3 \, mm \) and \( \pm 0.15 \, mm \) remain compatible with the process requirements.

5. Coupling approach Process/Machine

This approach consists in coupling the FEA of the forming process and the elastic modelling of the robot. To perform this approach a post-processor is adopted (Figure 20) according to the approach described by Meier et al. [2011]. Using the assumption of a quasi static process, only the elastic behavior of the mechanical structure is considered. Measurements of the TCP elastic displacements have been conducted with the controller on and off (actuators blocked) and have shown exactly the same elastic behavior of the robot. As a result, it has been assumed that the robot controller does not compensate the elastic displacements and do not have to be integrated in the elastic model. The needed data are the process and material parameters and the values of the robot stiffness matrix. The approach is a total off-line method without feedback loop.

![Post-processor scheme](image)

The forming forces are evaluated by means of a FE simulation of the process per-
formed with ABAQUS® software assuming an ideal stiff robot and a theoretical path. The values of the stiffness matrix $K_s$ (which depend on material properties, sheet dimensions, boundary conditions of the sheet) are not explicitly calculated but are taken into account through the FE modeling. For symmetrical parts specific boundary conditions can be applied to reduce computation time. In the other cases, a full FE modeling must be adopted. The elastic model of the robot and the calculated forces are then used to estimate the TCP pose errors induced by the elastic deformations of the robot structure at each point of the theoretical path. Those errors are added to the nominal path to obtain the final corrected tool path.

5.1. Experimental validation

5.1.1. Frustum cone

To evaluate the effectiveness of this post-processor, the same frustum cone is formed with the robot applying the corrected tool path. The force magnitude needed on each point of the tool path is derived from the one predicted by the 45° pie model. The axial component is supposed to be constant during an incremental step. Its value is determined when the TCP crosses the middle axis of the 45° pie model. The $F_x$, $F_y$ components of the xy-plane force are built using sinusoidal signal. Their amplitude varies along the trajectory in function of the maximum value computed by the FE during an incremental step. Therefore an ideal force is computed for each point of the robot trajectory.

The absolute errors between the nominal and measured tool paths before and after correction, in the plane $(O_p, x_p, y_p)$, are depicted in Figure 21. As one can see:

- Without correction: a significant TCP deviation can be noticed. The maximum value of the error norm is about $7 \text{ mm}$ at the end of the trajectory and the mean value is about $3.1 \text{ mm}$. The error is not uniformly distributed along the path because of the direction of the resulting forces. When the force direction is mainly along $x_p$ it produces resulting torques on robot joints.

- With correction: The maximum value of the error norm is about $0.9 \text{ mm}$ and the mean value is about $0.5 \text{ mm}$. The final TCP error that can be observed after
the tool path compensation is mainly induced by the residual identification errors due to the elastic calibration. However, the TCP pose accuracy can be improved about 85% during the forming of this part.

![Figure 21: Norm of the error measured between the nominal and tool paths during the forming of the frustum cone (a) without correction and (b) with correction](image)

For the final shape, the difference along the cut axis obtained respectively with the milling machine and the robot is less than 1 mm when a correction is applied against approximately 4 mm without correction (Figure 22). The shape of the frustum cone made by the robot shows an inward bulging of the unprocessed bottom central area with or without compensated path (Figure 22) whereas this phenomenon is not observed for milling machine made parts (Figure 7). As explained in Belchior et al. [2013], this effect is due to the non-symmetrical behavior of the robot during a loop of the tool path. Because the correction is not exactly the same for the points close to the $x_p$ axis and for the ones close to the $y_p$ axis, it causes this geometrical error. Despite this, these experimental results show the method relevance.

5.2. Twisted pyramid

By using the same procedure, a twisted pyramid is formed with the same aluminum alloy sheet. Its non-symmetrical geometry will confirm the robustness of both the process FE analysis and the elastic calibration of the FANUC robot (Figure 23). The tool path
consists of constant z levels (Figure 24) with an incremental step size value \( \Delta_z = 1 \text{ mm} \) per loop. For this geometry, the more realistic FE modelling (Model 2) with a Voce law is directly used to compute the tool forces. Due to its non-symmetrical geometry a full model is adopted leading to an increase of the computation time (240 hours). A CAD program is directly used to compute the tool path for the simulation. The FEA gives the predicted axial and radial forces for each point of this tool path. The elastic model is then directly employed to compute the compensated tool path.

The absolute errors between the nominal and measured tool paths before and after correction given in the user frame \( R_p \) are depicted in Figure 25. The following comments can be made:

- Without correction: a significant TCP deviation can be observed. The maximum
value of the error norm is about 6 mm at the end of the trajectory and the mean
value is about 3 mm. The non-symmetry of the part implies the non-symmetry
of the error. This phenomenon is explained by the various inclinations of the
different faces of the twisted pyramid. It leads to modifications of the direction of the
resulting forces during the path and then robot torque values.

• With correction: the pose accuracy is considerably improved. The maximum
value of the error norm is about 1 mm and the mean value is about 0.6 mm. The
effect of the inclination of each face of the pyramid is well compensated thanks
to the good prediction of the FE forming forces (Figure 26) and to the realistic
identification of the elastic behavior of the FANUC robot structure. The final
TCP error after the tool path compensation is mainly induced by the residual
identification errors after the elastic calibration. They introduce a difference
between the predicted and measured forces which grows up with the incremental
step size value (Figure 26). For more readability the presented forces are given as
an average per loop. Nevertheless, the reduction of the TCP pose error compared
to the milling machine results is about 80% during the forming of this part.
6. General conclusion

In this paper a correlation between numerical and experimental forces of a SPIF operation was performed. The prediction accuracy of the force needed to form a classical frustum cone was improved with the study of three influent parameters: finite element type, boundary conditions and hardening law. With Model 1, brick elements have been used to model accurately the TTS. An improvement of 30% of the force prediction has been obtained compared to the Model 0 built with the classical hypotheses of the literature. With Model 2, a more realistic clamping system with pressure areas applied on
the contact zone between the sheet and the blank holder has been defined. This model-
ing has increased the accuracy of the force prediction of 55% compared to Model
1. Based on Model 2, the influence of the hardening law (Ludwick or Voce) has been
evaluated. A better correlation with experiments has been obtained using the Voce law
instead of the Ludwick law. Using the more realistic FE modelling to compute forces,
the coupling approach Machine/Process was applied to correct the tool path errors of
RISF operations. The frustum cone and a non-symmetrical part (a twisted pyramid)
were formed with this methodology. The experimental results show the method rele-
vance since the errors due to the unstiffness of the serial robot for the both formed parts
have been reduced with approximately 80%.
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