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How does the electronic continuum model perform in the prediction of the surface tension of salt solutions?

Jean Claude Neyt, Aurélie Wender, Véronique Lachet, Anthony Szymczyk, Aziz Ghoufi, Patrice Malfreyt

1. Introduction

Whereas Raman and IR measurements [1,2] show that the structure of the liquid–vapour interface of the NaF and NaCl salts are similar to that of the pure water, they also establish higher concentrations of bromide and iodide in the interfacial region of NaBr and NaI salts. The atomistic description of these interfaces by using atomistic models remains an active field of research [3–8]. It was often suggested that the presence of the anions at the liquid–vapor interface was mainly due to the polarizability [3,4,9–13]. Actually, these atomistic simulations address a number of fundamental questions concerning the choice of the model for considering the polarizability either implicitly [8,7,14,15] or explicitly [16–22].

Three methodologies coexist to consider explicit electronic polarization into atomistic models: induced dipole model [23–25], fluctuation charge model [26,27] and classical Drude oscillator model [17]. However, recent molecular simulations [5,8] were able to reproduce enhancements of iodide density at the water surface by using force fields that do not consider explicitly the polarizability.

A new challenge arises when a quantitative prediction of the surface tension of salt solutions is proposed over a range of concentrations. The modeling of these interfacial systems addresses questions about the dependences of the interfacial properties on both the system-sizes and atomistic models. The force field must then balance the computational efficiency with an reasonable level of accuracy for the microscopic interactions.

Actually, the nonpolarizable models have been shown to be successful in predicting the temperature dependence of the surface tension of many molecular systems [28–30] although these models have been adjusted from only bulk thermodynamic properties. Recently, we have investigated the salt concentration dependence on the surface tension and density of NaCl aqueous solutions by comparing nonpolarizable models and polarizable models based upon the Drude oscillator formalism. Whereas the Drude polarizable force fields fail to reproduce quantitatively the increase of the surface tension and density with increasing salt concentrations, the atomistic description of the interface shows anions which are closer to the water surface than cations. With some nonpolarizable models, the interface is devoid of ions but the salt concentration dependence of the surface tension is well-reproduced.

Recently, an alternative method was proposed to consider electronic polarization into a simple nonpolarizable model. This methodology is referred to as the electronic continuum (EC) model [6,32] and consists of scaling all the electrostatic interactions by the factor $1/\epsilon_{\text{e}}$ where $\epsilon_{\text{e}}$ represents the electronic dielectric constant of the medium. In the case of molecular simulations involving water models such as SPC/E [33] and TIP4P/2005 [34], the phenomenological parameter $\epsilon_{\text{e}}$ was taken to 1.78 [32,35] in order to reproduce the experimental dipole moment of the liquid phase [36].

When salt molecules are considered in aqueous solutions, a question arises about the validity of the value of the scaling factor over a large range of salt concentrations [37]. A new issue appears when this approach is applied to interfacial systems. Indeed, as
underlined recently by Jungwirth and coworkers [38], this theoretical framework assumes an homogeneous distribution of solvent molecules within each region in the bulk of the same relative permittivity. What about the transferability of this approach to the liquid–vapor interfaces of salt solutions? However, recently, very nice results about the affinity of different anions has been investigated in different types of salt aqueous interfaces such as liquid–vapor and water–oil systems [38]. This Letter concludes by an overestimation of the affinity of the ions at the water liquid–vapor interface.

Nevertheless, this rescaling procedure consisting of changing the charges of the ions has already been applied in previous simulations [12,13] of the air–water interface. The distribution of the ions at the interface has been shown to be significantly impacted by the charge of the ion. We propose here to test this rescaling ionic procedure on classical nonpolarizable force fields for the prediction of the salt concentration dependence of the surface tension over a large range of NaCl concentrations. We take the route of focusing on only the surface tension of NaCl aqueous solutions because an thorough comparison between polarizable and nonpolarizable models is available for this salt [39]. We also investigate by molecular simulations in bulk conditions the performance of the EC model on the prediction of the density of salt aqueous solutions. We will complement this Letter by a description of the distribution of the ions at the interface in terms of arrangements and orientations.

2. Model and method

2.1. Potential model

The water is modeled using the TIP4P/2005 description [34]. Two sets of parameters are used for the sodium and chloride ions: one set resulting from the OPLS force-field [14,21] and the other one from the model developed by Reif [7]. The Lennard–Jones parameters and the partial charges of these two ions are given in Table 1. In the EC model, the charges of the ions are scaled by a factor \( (1/\sqrt{\epsilon}) \approx 0.75 \) where \( \epsilon = 1.78 \) for water. The total configurational energy sums the intramolecular and intermolecular energy contributions. Since the water TIP4P/2005 is considered as rigid, the intramolecular interactions are zero. The intermolecular interactions are composed of repulsion-dispersion and electrostatic contributions that are represented by Lennard–Jones and Coulombic potentials, respectively. The electrostatic interactions are calculated using the Ewald sum method.

2.2. Simulation method

The equation of motions are solved using the Nosé–Hoover algorithm using 0.1 ps for the thermostat relaxation time with a time step of 1 fs. The initial simulation box is a rectangular parallelepipedic box of dimensions \( L_x L_y L_z \) \((L_x = L_y = 40 \text{ Å})\) formed by water and ions. The total number of water molecules was fixed to 2000 and the number of Na\(^+\) and Cl\(^-\) ions was increased from 20 to 200 over the range of molalities investigated here. After some of equilibration cycles under constant-NpT conditions, the box was elongated along the z-direction with \( L_z = 120 \text{ Å}\) to create two interfacial regions. Periodic boundary conditions are applied in the three directions. Standard deviations of the ensemble averages are calculated by breaking the production runs into block averages. The calculated number of block averages is adjusted in order to allow the convergence of the surface tension within each block. The cutoff radius is set to 12 Å. The systems are equilibrated for 2 ns followed by a production phase in the range of 5–10 ns.

2.3. Surface tension calculation

The methods used here for the surface tension calculation are based upon the mechanical route definition and use the tensorial components of the pressure. The first explicit form expresses the components of the pressure tensor as a function of the derivative of the intermolecular potential. This operational expression was given by Kirkwood and Buff [40] and is referred here as the KB expression \( \gamma_{KB} \). The definition of Irving and Kirkwood [41] \( \gamma_{IK} \) is based upon the notion of the force across a unit area and takes advantage of expressing the local components of the pressure tensor along the direction normal to the surface. A novel method based upon the thermodynamic definition of the surface tension \( \gamma_{TA} \) has been established by Gloor et al. [42] and consists in perturbing the cross-sectional area of the system [43] containing the interface. \( \gamma_{KB} \) can be interpreted as a local version of the KB version. Due to the truncation of the Lennard–Jones potential, the surface tension must be corrected by specific long range corrections (LRC). The operational expressions of these LRC contributions are also given in Ref. [44] for the IK, KB, KBZ and TA approaches. For multicomponent systems such as salts, the operational expression of \( \gamma_{KB,LRC} \) is not longer valid. As a result, we take the route of replacing this contribution by that of \( \gamma_{KB} \).

3. Results and discussions

NpT MD bulk simulations of the NaCl solutions has been carried out over a molality range of 0.5–5.5 mol kg\(^{-1}\) at 0.1 MPa and 298 K. The charges of the sodium and chloride ions are scaled by 0.75 in the OPLS and Reif models in line with the implicit scaling factor of the TIP4P/2005 model. The resulting calculated densities are reported as a function of the salt concentration in Figure 1. For comparison, we report the densities [39] calculated from the original ion models. First, we observe that all models predict an increase of the density with the salt concentration. Second, decreasing the magnitude of the charges of the ions amounts to underestimating the aqueous NaCl densities. Whereas the best agreement with experiments is obtained with the OPLS model that gives an average deviation of 0.2% over the range of concentrations, the scaling procedure applied to this model leads to an average deviation of 4% from experiments. For the Reif model, the simulated densities are overestimated with respect to experiments with an average deviation of 2.2%. For the EC version of the Reif model, the average deviation from experiments is about the same (2.5%) but now the calculated densities are underestimated.

<table>
<thead>
<tr>
<th>Ion</th>
<th>OPLS model [14,21]</th>
<th>EC + OPLS</th>
<th>Reif model [7]</th>
<th>EC + Reif</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na(^+)</td>
<td>1.8974</td>
<td>4.14724</td>
<td>4.0813</td>
<td>3.4711</td>
</tr>
<tr>
<td>Cl(^-)</td>
<td>808.8</td>
<td>59.27</td>
<td>0.4656</td>
<td>217.37</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>+0.75</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>Na(^+)</td>
<td>4.0813</td>
<td>3.4711</td>
<td>+0.75</td>
<td>-0.75</td>
</tr>
<tr>
<td>Cl(^-)</td>
<td>0.4656</td>
<td>217.37</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Densities of NaCl solutions calculated using NPT MD simulations as a function of the molal concentration of NaCl. The experimental densities [45] are represented by the solid black line. The statistical fluctuations, that correspond to about 0.5% of the simulated density, are smaller than the size of the different symbols. The different models for the ions are indicated in the legend.

Figure 2. Surface tensions as a function of the molal concentration of NaCl for the OPLS and Reif models and EC versions of these models as illustrated in the legend. The surface tension is averaged over the KB, KBZ, IK and TA methods. We also plot the experimental surface tension increments [9].

We now turn to the calculation of the surface tension of NaCl solutions over a large range of molalities. We report for comparison in Figure 2 the surface tensions calculated from the standard OPLS and Reif models. We also plot the experimental surface tensions calculated from the surface tension increments [9]. The surface tensions are reported in Table 2 with the long range corrections for the thermodynamic and mechanical definitions at different salt concentrations. First, the standard nonpolarizable models give a linear dependence of the surface tension on the molality. Linear regressions give slopes of 2.48 ± 0.04 and 1.5 ± 0.2 for the Reif and OPLS models, respectively. Such a linear dependence on salt concentration has been already reproduced for the NaF salt by atomistic simulations using nonpolarizable models [5]. Second, when the EC correction is applied to the nonpolarizable models, we observe that the simulations are unable to reproduce a monotonic increase of the surface tension with the salt concentration. A maximum deviation from experiment of 1.7% is even obtained with the EC correction at the highest molalities. This is exactly what we observe with the polarizable models based on the Drude oscillator model [31] for which the surface tension are found to increase non-monotonically with the salt concentration. This evidences the impact of the scaling procedure of the charges on the prediction of the surface tension over a large range of concentrations. A better reproduction of the surface tension over this concentration range would require a combination of the charge scaling procedure with a consistent re-parameterization of the nonpolarizable force fields.

In order to dismiss a lack of convergence of the liquid–vapor equilibrium, we plot in Figure 3 the normal and tangential components of the pressure tensor along the z direction normal to the surface. The kinetic (ideal-gas) term of the pressure \( p(z) \) is the same in the normal and tangential components. As a result, it has been omitted for clarity in Figure 3. We also plot the profiles of the difference between the normal and tangential components of the pressure tensor and of the integral of this difference \( \gamma(z) = \int_{z_1}^{z_2} (p_n(z) - p_t(z))dz \) along the direction normal to the interface. These profiles correspond to well-equilibrated two-phase configurations with two symmetric \( p_n - p_t \) peaks around the middle of the box: \( p_t(z) \) must be negative at the interfaces. The bulk phases are well-developed and they do not contribute to the surface tension: \( p_n(z) = p_t(z) \) in the bulk phases. The
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<table>
<thead>
<tr>
<th>m (mol kg(^{-1}))</th>
<th>( \gamma_{KB} )</th>
<th>( \gamma_{KBZ} )</th>
<th>( \gamma_{IK} )</th>
<th>( \gamma_{TA} )</th>
<th>( \gamma_{EC} )</th>
<th>( \gamma(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.3 ± 0.1</td>
<td>1.6 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>1.1</td>
<td>1.4 ± 0.1</td>
<td>1.6 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
</tr>
<tr>
<td>2.25</td>
<td>1.4 ± 0.1</td>
<td>1.7 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
</tr>
<tr>
<td>3.44</td>
<td>1.4 ± 0.1</td>
<td>1.7 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
</tr>
<tr>
<td>4.77</td>
<td>1.5 ± 0.1</td>
<td>1.8 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
</tr>
<tr>
<td>6.1</td>
<td>1.6 ± 0.1</td>
<td>1.9 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
<td>1.1 ± 0.1</td>
</tr>
</tbody>
</table>

Figure 3. Profiles of the configurational part of the normal \( p_n(z) - p_t(z) \) and tangential \( p_t(z) = 1/2(p_n(z) + p_t(z)) \) of the pressure tensor. The difference \( p_n(z) - p_t(z) \) is also represented with its integral \( \gamma(z) \) (right axis).
The density profiles of the salt ions and water are given in Figure 4. When the standard nonpolarizable Reif and OPLS models are considered, the composition of the interfacial region is the same: the ions are excluded from the liquid–vapour interface and the profiles of the chloride anions and sodium cations are similar. These models reproduce then the long-standing picture of an interface devoid of ions [46]. However, this traditional picture was challenged by recent molecular simulations using polarizable models [4,31,47,48], theory [10,49] and experiments [2,50]. Interestingly, when the charge scaling procedure is applied to these models, the structure at the interface changes significantly. For the (Reif + EC) model, we observe that the two ions populate the interfacial region near the water surface and the density profiles of Na\(^+\) and Cl\(^-\) remain qualitatively similar. For the (OPLS + EC) model, the effect is still more pronounced: we observe a preferential adsorption of anions at the water surface whereas sodium cation is repelled from the surface. This enhancement of anion concentration is followed by a region of density depletion of anions that corresponds to an excess in the sodium concentration. This double ionic layer structure develops an electric field that may impact significantly the orientation of water molecules in this zone. The description of the interface with the OPLS + EC model agrees qualitatively with what is expected from the introduction of polarizability for ions at the aqueous interface [4,47] even if the ionic charge separation at the water surface is exaggerated by the scaling procedure. We also observe that the scaling procedure does affect the composition of the interfacial region with arrangements of ions dependent on the force field. It is interesting to note from previous molecular simulations using nonpolarizable models [5,8] that the enhancement of anion density at the interface can be obtained by increasing the size of the anion.

The orientational structure of the water molecules in the interfacial region is illustrated in Figure 5 through the distribution of the angle between the water dipole vector and the vector normal to the surface. First, Figure 5 shows there is a broad range of possible orientations in the interfacial region whereas this angle distribution (not shown here) is flat in isotropic bulk environment. In the case of a liquid–vapour interface of a pure water system, the preferential orientation places the water molecular plane parallel to the interface. The presence of salt reorients the water molecules with an increase of the population of angles greater than 140° as a result, the water molecules point their dipole moment toward the vapor phase whereas they direct their dipoles toward the liquid phase for \(\theta = 180°\); as a result, the water molecules point their dipole moment toward the vapor phase whereas they direct their dipoles toward the liquid phase for \(\theta = 180°\). Distributions of angle close to 90° indicate that the symmetry axis of water molecules lies parallel to the surface as indicated in the legend. Concerning the Drude oscillator model, water and ions are represented using the Drude oscillator SW4-NDP and AH-NDP models [31].

---

**Figure 4.** Density profiles along the z direction for the water molecules (right axis), sodium and chloride ions (left axis) as indicated in the legend. Top panel: Reif model and bottom panel: OPLS model at a molality of about 2 m.

**Figure 5.** Distribution of the \(\theta\) angle between the molecular dipole vector of water and the vector normal to the surface at about 3 m. \(\theta = 0°\) means that the water molecules point their hydrogen atoms toward the vapor phase whereas they direct their dipoles toward the liquid phase for \(\theta = 180°\); distributions of angle close to 90° indicate that the symmetry axis of water molecules lies parallel to the surface as indicated in the legend. Concerning the Drude oscillator model, water and ions are represented using the Drude oscillator SW4-NDP and AH-NDP models [31].
bulk liquid phase. The number of such orientations is increasing from the Drude oscillator model to the electronic continuum in response to the double electric layer formation. This agrees very well with the fact that the ionic double layer is much more marked with the EC correction.

4. Summary

Molecular simulations of NaCl aqueous liquid–vapour interfaces have been performed with the electronic continuum model in order to evaluate the impact of this correction of the prediction of salt concentration dependence on the density and surface tension. Whereas the original version of the nonpolarizable models exhibits quantitative salt concentration dependence of the surface tension, the electronic continuum correction is unable to reproduce a monotonic increase of the surface tension with the molality. This inability of reproducing the surface tension and the liquid density at different salt concentrations cannot be attributed to a poor convergence of the two-phase simulations that exhibit profiles of pressure components in line with the expected mechanical equilibrium of planar interfaces. Whereas the nonpolarizable models give a picture of an interface devoid of ions, the electronic continuum model tends to migrate the ions toward the water surface: the extent of this migration depends on the force field used. The combination of the OPLS and EC models leads to the formation of an ionic double layer in line with what is observed with polarizable models. The water molecules align themselves with the electric field generated by the ionic double layer: they point their dipoles toward the bulk liquid phase.
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