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Abstract
In a previous paper [4], we adapted Nitsche’s method for the approximation of the linear elastodynamic unilateral contact problem. The space semi-discrete problem was analyzed and some schemes (θ-scheme, Newmark and a new hybrid scheme) were proposed and proved to be well-posed under appropriate CFL conditions. In the present paper we look at the stability properties of the above-mentioned schemes and we achieve the corresponding numerical experiments. In particular we prove and illustrate numerically some interesting stability and (almost) energy conservation properties of Nitsche’s semi-discretization combined to the new hybrid scheme.
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1 Introduction and problem setting
When considering contact problems in elastodynamics, it is well-known that special difficulties arise when semi-discretization in space is achieved with the standard finite element method (by “standard” we mean a mixed method with a Lagrange multiplier that stands for the contact stress). In particular the semi-discrete problem is ill-posed (see, e.g., [18]), and, additionally, when conservative time-marching schemes like Crank-Nicolson are then applied, the resulting numerical solution exhibits (see, e.g., [18, 9, 19]):

1. some spurious oscillations on the contact stress that quickly contaminate the whole solution (velocity and displacement),

2. a poor energetic behaviour, with a mechanical energy that increases at each impact instead of remaining constant (for a conservative system).
Note that these problems are not cured if the time-step is chosen smaller, and are even amplified. One obvious remedy is to carry out the time-discretization with a dissipative scheme like backward Euler, but the price to pay is a solution that is quickly damped, after a few impacts (see Proposition 3.2 and Section 4.1.2.a). So various strategies have been proposed to remedy to these severe numerical pathologies and to obtain stable and conservative schemes, without compromising too much the computational efficiency and the easiness of implementation (see the state-of-the-art and some comparisons in e.g., [18, 9, 19]). We may summarize the existing works as follows:

1. an impact law can be added, as for rigid bodies impact [22]. Unfortunately this does not remove all the spurious oscillations. Moreover, for deformable bodies, such an impact law should be superfluous.

2. the contact stress can be treated in an implicit fashion, as in [3, 16, 10, 8] or as in [23, 24] (semi-explicit schemes). The drawback of this approach is mostly energy dissipation when contact conditions are activated, so that the shape of the solution is damped and changes after a few impacts (see e.g., numerical tests in [9]).

3. the time-discretization is modified so as to preserve the energy. This can be done for instance through the ”velocity update method” [21], in which an extra correction term is added each time the velocity is updated. An alternative strategy consists in using the contact condition in velocity, which also enables energy conservation [20]. In the context of penalty methods, a very specific time-discretization of the penalty term allows to conserve a modified discrete energy [2, 15]. In general all these schemes do not prevent spurious oscillations on the contact stress, and do not respect exactly the contact constraint [25].

4. the space semi-discretization is changed, so that the contact nodes do not work, which leads to the so-called “modified mass” method [18] and its extensions [13, 25, 14]. This strategy leads in particular to a well-posed semi-discrete problem. Moreover it is energy conservative, and the numerical solution is almost free of spurious oscillations. Its main drawback is that the mass matrix needs to be changed, but this can be done efficiently and without affecting too much the numerical solution.

When applied to contact-impact in elastodynamics Nitsche’s method has the good property of leading to a well-posed semi-discrete problem (system of Lipschitz differential equations) as it is shown in [4]. This feature is shared also by the penalty method and modified mass methods. Moreover the symmetric variant of Nitsche’s space semi-discretization also conserves an augmented energy, as the penalty method (see, [4]). On the contrary a standard finite element discretization using Lagrange multipliers leads to an ill-posed measure differential inclusion (see, e.g., [18]).

In this second part, we study theoretically the stability and energy conservation properties of fully discrete schemes based on space semi-discretization with Nitsche’s method. For the $\theta$-scheme and the Newmark scheme, combined to the symmetric variant of Nitsche, the unconditional stability can be proved only for the most dissipative schemes $\theta=1$ for the $\theta$-scheme (Corollary 3.2) and $\gamma = 1, \beta = \frac{1}{2}$ for Newmark (Corollary 3.5)). Conversely, for the new hybrid scheme, there is no such price to pay for unconditional stability, though small numerical dissipation occur during the contact phase (Proposition 3.7).

We complete this theoretical work by numerical experiments, to illustrate the stability and energy conservation properties established, and, also to study the presence of spurious oscillations on the displacement and the contact stress.
Let us introduce some useful notations. In what follows, bold letters like \( \mathbf{u}, \mathbf{v} \), indicate vector or tensor valued quantities, while the capital ones (e.g., \( \mathbf{V}, \mathbf{K} \ldots \)) represent functional sets involving vector fields. As usual, we denote by \( (H^s(\cdot))^d, s \in \mathbb{R}, d = 1, 2, 3 \) the Sobolev spaces in one, two or three space dimensions (see [1]). The usual norm of \( (H^s(D))^d \) is denoted by \( \| \cdot \|_{s,D} \) and we keep the same notation when \( d = 1 \) or \( d > 1 \). The letter \( C \) stands for a generic constant, independent of the discretization parameters.

We consider an elastic body \( \Omega \) in \( \mathbb{R}^d \) with \( d = 1, 2, 3 \). Small strain assumptions are made (as well as plane strain when \( d = 2 \)). The boundary \( \partial \Omega \) of \( \Omega \) is polygonal (\( d = 2 \)) or polyhedral (\( d = 3 \)). The normal unit outward vector on \( \partial \Omega \) is denoted \( \mathbf{n} \). We suppose that \( \partial \Omega \) consists in three nonoverlapping parts \( \Gamma_D, \Gamma_N \) and the contact boundary \( \Gamma_C \), with \( \operatorname{meas}(\Gamma_D) > 0 \) and \( \operatorname{meas}(\Gamma_C) > 0 \). The contact boundary is supposed to be a straight line segment when \( d = 2 \) or a polygon when \( d = 3 \) to simplify. In its initial stage, the body is in contact on \( \Gamma_C \) with a rigid foundation and we suppose that the unknown contact zone during deformation is included into \( \Gamma_C \). The body is clamped on \( \Gamma_D \) for the sake of simplicity. It is subjected to volume forces \( \mathbf{f} \) in \( \Omega \) and to surface loads \( \mathbf{g} \) on \( \Gamma_N \).

We consider the unilateral contact problem in linear elastodynamics during a period of time \( [0, T) \) where \( T > 0 \) is the final time. We denote by \( \Omega_T := (0, T) \times \Omega \) the time-space domain, and similarly \( \Gamma_{DT} := (0, T) \times \Gamma_D, \Gamma_{NT} := (0, T) \times \Gamma_N \) and \( \Gamma_{CT} := (0, T) \times \Gamma_C \). The problem then consists in finding the displacement field \( \mathbf{u} : [0, T) \times \Omega \rightarrow \mathbb{R}^d \) verifying the equations and conditions (1)–(2):

\[
\begin{align*}
\rho \ddot{\mathbf{u}} - \operatorname{div} \sigma(\mathbf{u}) &= \mathbf{f}, & \mathbf{u} &= 0 & \text{in } \Omega_T, \\
\mathbf{u} &= 0 & \text{on } \Gamma_{DT}, \\
\sigma(\mathbf{u}) \mathbf{n} &= \mathbf{g} & \text{on } \Gamma_{NT}, \\
\mathbf{u}(0, \cdot) &= \mathbf{u}_0 & \dot{\mathbf{u}}(0, \cdot) &= \dot{\mathbf{u}}_0 & \text{in } \Omega,
\end{align*}
\]

where the notation \( \dot{x} \) is used for the time-derivative of a vector field \( x \) on \( \Omega_T \), so that \( \dot{\mathbf{u}} \) is the velocity of the elastic body and \( \ddot{\mathbf{u}} \) its acceleration; \( \mathbf{u}_0 \) and \( \dot{\mathbf{u}}_0 \) being initial displacement and velocity. The density of the elastic material is denoted by \( \rho \), and is supposed to be a constant to simplify the notations (this is not restrictive and the results can be extended straightforwardly for a variable density). The notation \( \sigma = (\sigma_{ij}), \quad 1 \leq i, j \leq d \), stands for the stress tensor field and \( \operatorname{div} \) denotes the divergence operator of tensor valued functions. The notation \( \varepsilon(\mathbf{v}) = (\nabla \mathbf{v} + \nabla \mathbf{v}^T)/2 \) represents the linearized strain tensor field and \( \mathbf{A} \) is the fourth order symmetric elasticity tensor having the usual uniform ellipticity and boundedness property. For any displacement field \( \mathbf{v} \) and for any density of surface forces \( \sigma(\mathbf{v}) \mathbf{n} \) defined on \( \partial \Omega \) we adopt the following notation

\[
\mathbf{v} = v_n \mathbf{n} + v_t \quad \text{and} \quad \sigma(\mathbf{v}) \mathbf{n} = \sigma_n(\mathbf{v}) \mathbf{n} + \sigma_t(\mathbf{v}),
\]

where \( v_t \) (resp. \( \sigma_t(\mathbf{v}) \)) are the tangential components of \( \mathbf{v} \) (resp. \( \sigma(\mathbf{v}) \mathbf{n} \)). The conditions describing unilateral contact without friction on \( \Gamma_{CT} \) are:

\[
u_n \leq 0 \quad \sigma_n(\mathbf{u}) \leq 0 \quad \sigma_n(\mathbf{u}) u_n = 0 \quad \sigma_t(\mathbf{u}) = 0.
\]

The rest of the paper is outlined as follows. In Section 2, the different fully discrete formulations for dynamic contact with Nitsche are re-introduced. Energy estimates for each time-marching scheme are presented in Section 3. Numerical experiments are described in Section 4. Conclusions are drawn and perspectives are given in Section 5.
2 The Nitsche-based finite element method

2.1 Definitions and notations

Let $V^h \subset V$ be a family of finite element spaces (see [5]) indexed by $h$ coming from a family $T^h$ of triangulations of the domain $\Omega$ ($h = \max_{K \in T^h} h_K$ where $h_K$ is the diameter of the triangle $K$). The family of triangulations is supposed regular and conformal to the subdivision of the boundary into $\Gamma_D, \Gamma_N$ and $\Gamma_C$. To fix ideas, we choose a standard Lagrange finite element method of degree $k$ with $k = 1$ or $k = 2$, i.e.:

$$V^h = \left\{ v^h \in (C^0(\Omega))^d : v^h|_K \in (P_k(K))^d, \forall K \in T^h, v^h = 0 \text{ on } \Gamma_D \right\}.$$ (3)

Let us introduce the notation $[\cdot]_+$ (resp. $[\cdot]_-$) for the positive (resp. negative) part of a scalar quantity $a \in \mathbb{R}$: $[a]_+ = a$ if $a > 0$, and $[a]_- = 0$ otherwise. Moreover

$$a = [a]_+ - [a]_-$$ (4)

for all $a \in \mathbb{R}$. The positive part has the following properties for all $a, b \in \mathbb{R}$:

$$a \leq [a]_+, a[a]_+ = [a]^2,$$ (5)

$$([a]_+ - [b]_+)(a - b) \geq ([a]_+ - [b]_+)^2 \geq 0.$$ (6)

The Heaviside function will be noted $H(\cdot)$. We define it as follows, for $a \in \mathbb{R}$ (with a slight modification when $a = 0$ so that $H(a) + H(-a) = 1, \forall a \in \mathbb{R}$):

$$H(a) = \begin{cases} 1 & \text{if } a > 0, \\ \frac{1}{2} & \text{if } a = 0, \\ 0 & \text{if } a < 0. \end{cases}$$

We consider in what follows that $\gamma = \gamma_h$ is a positive piecewise constant function on the contact interface $\Gamma_C$ which satisfies

$$\gamma_h|_{K \cap \Gamma_C} = \gamma_0 h_K,$$

for every $K$ that has a non-empty intersection of dimension $d - 1$ with $\Gamma_C$, and where $\gamma_0$ is a positive given constant. Note that the value of $\gamma_h$ on element intersections has no influence.

Let us introduce the discrete linear operator

$$P_{\gamma_h} : V^h \rightarrow L^2(\Gamma_C)$$

and also the bilinear form:

$$A_{\Theta \gamma_h}(u^h, v^h) = a(u^h, v^h) - \int_{\Gamma_C} \Theta \gamma_h \sigma_n(u^h) \sigma_n(v^h) d\Gamma,$$

with $\Theta \in \mathbb{R}$ a fixed parameter. Our space semi-discretized Nitsche-based method for unilateral contact problems in elastodynamics then reads:

Find $u^h : [0, T] \rightarrow V^h$ such that for $t \in [0, T]$:

$$\langle \rho \ddot{u}^h(t), v^h \rangle + A_{\Theta \gamma_h}(u^h(t), v^h) + \int_{\Gamma_C \gamma_h} \left[ P_{\gamma_h}(u^h(t)) \right] + P_{\Theta \gamma_h}(v^h) d\Gamma = L(t)(v^h),$$

$$\forall v^h \in V^h;$$ (7)

$$u^h(0, \cdot) = u_0^h, \quad \dot{u}^h(0, \cdot) = \dot{u}_0^h,$$
with \( P_{\varphi_n}(v_h) := v_h^0 - \Theta \gamma_n \sigma_n(v^h) \) and where \( u^h_0 \) (resp. \( \dot{u}^h_0 \)) is an approximation of the initial displacement \( u_0 \) (resp. the initial velocity \( \dot{u}_0 \)), for instance the Lagrange interpolant or the \( L^2(\Omega) \)-projection of \( u_0 \) (resp. \( \dot{u}_0 \)). The notation \( \langle \cdot, \cdot \rangle \) stands for the \( L^2(\Omega) \)-inner product.

In the rest of the paper, \( \tau > 0 \) stands for the time-step, and we consider a uniform discretization of the time interval \([0, T] \): \((t^0, \ldots, t^N)\), with \( t^n = n\tau \), \( n = 0, \ldots, N \). Let \( \theta \in [0, 1] \), we use the notation:

\[
x^{h,n+\theta} = (1 - \theta)x^{h,n} + \theta x^{h,n+1}
\]

for arbitrary quantities \( x^{h,n}, x^{h,n+1} \in V^h \). Hereafter we denote by \( u^{h,n} \) (resp. \( \dot{u}^{h,n} \) and \( \ddot{u}^{h,n} \)) the resulting discretized displacement (resp. velocity and acceleration) at time step \( t^n \).

### 2.2 Proposed time-marching schemes

#### 2.2.1 A \( \theta \)-scheme

We approximate the semi-discrete problem (7) using a \( \theta \)-scheme, whose parameter is \( \theta \in [0, 1] \). For \( n \geq 0 \), the fully discretized problem reads:

\[
\begin{cases}
\text{Find } u^{h,n+1}, \dot{u}^{h,n+1}, \ddot{u}^{h,n+1} \in V^h \text{ such that:} \\
\quad u^{h,n+1} = u^{h,n} + \tau \dot{u}^{h,n+\theta}, \\
\quad \dot{u}^{h,n+1} = \dot{u}^{h,n} + \tau \ddot{u}^{h,n+\theta}, \\
\quad \langle \rho \ddot{u}^{h,n+1}, v^h \rangle + A\varphi_n(u^{h,n+1}, v^h) + \int_{\Gamma} \frac{1}{\gamma_n} [P_{\gamma_n}(u^{h,n+1})]_{+} P_{\varphi_n}(v^h) \, d\Gamma = L^{n+1}(v^h), \\
\forall v^h \in V^h,
\end{cases}
\]

with initial conditions \( u^{h,0} = u_0^h \), \( \dot{u}^{h,0} = \dot{u}_0^h \), \( \ddot{u}^{h,0} = \ddot{u}_0^h \) (see Remark 2.1 below), and where \( L^{n+1}(\cdot) = L(t^{n+1})(\cdot) \).

We recall that this scheme is consistent of order 1 in \( \tau \) if \( \theta \neq \frac{1}{2} \) and of order 2 if \( \theta = \frac{1}{2} \). For linear elastodynamics, it is also known to be unconditionally stable for \( \theta \geq \frac{1}{2} \) and conditionally stable when \( \theta < \frac{1}{2} \). It is fully explicit when \( \theta = 0 \). It is dissipative when \( \theta > \frac{1}{2} \) and conserves the energy when \( \theta = \frac{1}{2} \).

**Remark 2.1.** The initial condition \( \ddot{u}^{h,0} \) is determined in fact through:

\[
\langle \rho \ddot{u}^h, v^h \rangle = L^0(v^h) - A\varphi_n(u^h_0, v^h) - \int_{\Gamma} \frac{1}{\gamma_n} [P_{\gamma_n}(u^h_0)]_{+} P_{\varphi_n}(v^h) \, d\Gamma \quad \forall v^h \in V^h,
\]

which corresponds to the inversion of the mass matrix \( M^h \).

#### 2.2.2 A Newmark scheme

We approximate the semi-discrete problem (7) with a Newmark scheme, whose parameters are \( \beta \in [0, 1/2], \gamma \in [0, 1] \). For \( n \geq 0 \), the fully discretized problem reads:

\[
\begin{cases}
\text{Find } u^{h,n+1}, \dot{u}^{h,n+1}, \ddot{u}^{h,n+1} \in V^h \text{ such that:} \\
\quad u^{h,n+1} = u^{h,n} + \tau \dot{u}^{h,n} + \frac{\tau^2}{2} \ddot{u}^{h,n+2\beta}, \\
\quad \dot{u}^{h,n+1} = \dot{u}^{h,n} + \tau \ddot{u}^{h,n+\gamma}, \\
\quad \langle \rho \ddot{u}^{h,n+1}, v^h \rangle + A\varphi_n(u^{h,n+1}, v^h) + \int_{\Gamma} \frac{1}{\gamma_n} [P_{\gamma_n}(u^{h,n+1})]_{+} P_{\varphi_n}(v^h) \, d\Gamma = L^{n+1}(v^h), \\
\forall v^h \in V^h,
\end{cases}
\]
with initial conditions $u^{h,0} = u^0_h$, $\dot{u}^{h,0} = \dot{u}_0^h$, $\ddot{u}^{h,0} = \ddot{u}_0^h$ (see Remark 2.1).

This scheme is consistent of order 1 in $\tau$ when $\gamma \neq \frac{1}{2}$, of order 2 when $\gamma = \frac{1}{2}$ and $\beta \neq \frac{1}{12}$, and of order 4 when $\gamma = \frac{1}{2}$ and $\beta = \frac{1}{12}$. When applied to linear elastodynamics (without contact), it is not stable when $\gamma < \frac{1}{2}$, unconditionally stable when $\gamma \geq \frac{1}{2}$ and $\frac{1}{12} \leq \beta \leq \frac{1}{2}$, and conditionally stable when $\gamma \geq \frac{1}{2}$ and $0 \leq \beta \leq \frac{1}{12}$.

### 2.2.3 A new Hybrid scheme

We introduce a new time-marching scheme for Problem (7). Inspired by the works of Gonzalez [12] and Hauret & Le Tallec [15], the idea is to propose an hybrid discretization of the Nitsche-based contact term: the linear part of Problem (7) is treated with a conservative Crank-Nicolson scheme, whereas the non-linear part arising from contact is discretized with a linear combination of Crank-Nicolson and Midpoint schemes. The interest of such a strategy is that the resulting scheme is unconditionally stable in the symmetric case (see Proposition 3.7) and still consistent of second order in time. Conversely to the method proposed in [15] for penalty, it is no more conservative strictly speaking. Yet the diffusive effects are very small and only occur during the transition contact / non-contact (see the proof of Proposition 3.7). Moreover, this new scheme is easy to implement, and only requires slight modifications from the standard Crank-Nicolson implementations. It could be adapted also for penalty. For $n \geq 0$, the fully discretized problem reads:

\[
\begin{align*}
\text{Find } u^{h,n+1}, u^{h,n+1}, \dot{u}^{h,n+1} \in V^h \text{ such that:} \\
&u^{h,n+1} = u^{h,n} + \tau \dot{u}^{h,n+\frac{1}{2}}, \\
&\dot{u}^{h,n+1} = \dot{u}^{h,n} + \tau \ddot{u}^{h,n+\frac{1}{2}}, \\
&\langle \rho \ddot{u}^{h,n+\frac{1}{2}}, v^h \rangle + A_{\Theta \gamma_h}(u^{h,n+\frac{1}{2}}, v^h) + \int_{G \gamma_h} \frac{1}{\tau} \Phi(u^{h,n}, u^{h,n+1}) P_{\gamma_h}(v^h) d\Gamma = L^{n+\frac{1}{2}}(v^h), \\
&\forall v^h \in V^h,
\end{align*}
\]

with the initial conditions $u^{h,0} = u^0_h$, $\dot{u}^{h,0} = \dot{u}_0^h$, $\ddot{u}^{h,0} = \ddot{u}_0^h$ (see Remark 2.1) and with the following expression for $\Phi(u^{h,n}, u^{h,n+1})$:

\[
\Phi(u^{h,n}, u^{h,n+1}) := H(P_{\gamma_h}(u^{h,n})) [P_{\gamma_h}(u^{h,n+\frac{1}{2}})]_+ + H(-P_{\gamma_h}(u^{h,n})) [P_{\gamma_h}(u^h)]^{n+\frac{1}{2}}.
\]

Remark that $[P_{\gamma_h}(u^h)]^{n+\frac{1}{2}} = \frac{1}{2}([P_{\gamma_h}(u^{h,n})]_+ + [P_{\gamma_h}(u^{h,n+1})]_+)$ represents the Crank-Nicolson part, whereas $[P_{\gamma_h}(u^{h,n+\frac{1}{2}})]_+ = \frac{1}{2} (P_{\gamma_h}(u^{h,n}) + P_{\gamma_h}(u^{h,n+1}))$ stands for for the Midpoint part. So, when $P_{\gamma_h}(u^{h,n}) > 0$, the Midpoint scheme is applied, and when $P_{\gamma_h}(u^{h,n}) < 0$, the Crank-Nicolson scheme is applied instead. When $P_{\gamma_h}(u^{h,n}) = 0$ both schemes coincide.

We recall (see the proof in [4]) that the schemes (8) (resp. (9) and (10)) are well-posed when $(1 + \Theta)^2\gamma_0 < C(1 + (\rho h^2)/(\gamma^2\beta^2))(\text{resp. } (1 + \Theta)^2\gamma_0 < C(1 + (\rho h^2)/(\gamma^2\beta^2)))$ and $(1 + \Theta)^2\gamma_0 < C(1 + (\rho h^2)/\gamma^2)$.

### 3 Energy estimates and stability

In this section we will define the following energies:

\[
E^{h,n} := \frac{1}{2}\rho \|u^{h,n}\|_{\Omega}^2 + \frac{1}{2}\phi(u^{h,n}, u^{h,n}),
\]
which is associated to the solution \( u^{h,n} \) of Problems (8), (9) or (10). Set also

\[
E^{h,n}_\Theta := E^{h,n} - \frac{\Theta}{2} \left[ \|\gamma_h \frac{1}{2} \sigma_n (u^{h,n})\|_{\partial \Gamma_C}^2 - \|\gamma_h - \frac{1}{2} [P_{\gamma_h}(u^{h,n})]\|_{\partial \Gamma_C}^2 \right] := E^{h,n} - \Theta R^{h,n}.
\]

Note that the energies \( E^{h,n}_\Theta \) and \( E^{h,n}_\Theta \) are the fully discrete counterparts of the semi-discrete energies \( E^h(t) \) and \( E^{\Theta}_\Omega(t) \) studied in [4].

In order to simplify slightly the notations in the energy estimates below, we will make use of the convention: \( P^n := P_{\gamma_h}(u^{h,n}) \) for any \( n \in \mathbb{N} \).

### 3.1 Energy estimates for the \( \Theta \)-scheme

We start with the following proposition for Problem (8) where the \( \Theta \)-scheme is combined with Nitsche’s method.

**Proposition 3.1.** Suppose that \( L^n \equiv 0 \) for all \( n \geq 0 \) and that Problem (8) is well-posed. The following energy identity holds for all \( n \geq 0 \):

\[
E^{h,n+1}_\Theta - E^{h,n}_\Theta = \left( \frac{1}{2} - \theta \right) \left[ \rho \|\dot{u}^{h,n+1} - \dot{u}^{h,n}\|_{\partial \Omega}^2 + A_{\Theta \gamma_h}(u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n}) \right]
\]  
\[+ \Theta \|\gamma_h - \frac{1}{2} ([P^{n+1}]_+ - [P^n]_+)\|_{\partial \Gamma_C}^2 \]
\[+ \Theta \int_{\Gamma_C} \frac{1}{\gamma_h} ((1 - \theta)[P^n]_+ [P^{n+1}]_- - \theta [P^{n+1}]_+ [P^n]_-) \, d\Gamma \]
\[+ (\Theta - 1) \int_{\Gamma_C} \frac{1}{\gamma_h} (\theta [P^{n+1}]_+ + (1 - \theta)[P^n]_+) (u^{h,n+1}_n - u^{h,n}_n) \, d\Gamma. \tag{12}
\]

**Proof.** Using the definition of \( E^{h,n+1}_\Theta, E^{h,n}_\Theta \) and \( A_{\Theta \gamma_h} \), we get

\[
E^{h,n+1}_\Theta - E^{h,n}_\Theta = \frac{\rho}{2} \langle \dot{u}^{h,n+1} + \dot{u}^{h,n}, \dot{u}^{h,n+1} - \dot{u}^{h,n} \rangle + \frac{1}{2} A_{\Theta \gamma_h}(u^{h,n+1} + u^{h,n}, u^{h,n+1} - u^{h,n})
\]
\[+ \frac{\Theta}{2} \int_{\Gamma_C} \frac{1}{\gamma_h} ([P^{n+1}]^2_+ - [P^n]^2_+) \, d\Gamma. \tag{13}
\]

From the definition of the scheme in (8), we have \( u^{h,n+1} - u^{h,n} = \tau \dot{u}^{h,n+\theta} \). So

\[
\frac{2}{\tau} (u^{h,n+1} - u^{h,n}) = 2(\theta \dot{u}^{h,n+1} + (1 - \theta)\dot{u}^{h,n}) = (\dot{u}^{h,n+1} + \dot{u}^{h,n}) + (2\theta - 1)(\dot{u}^{h,n+1} - \dot{u}^{h,n})
\]

which yields the identity

\[
\dot{u}^{h,n+1} + \dot{u}^{h,n} = \frac{2}{\tau} (u^{h,n+1} - u^{h,n}) + (1 - 2\theta)(\dot{u}^{h,n+1} - \dot{u}^{h,n}). \tag{14}
\]

The first term in (13) is handled by using (14):

\[
\frac{\rho}{2} \langle \dot{u}^{h,n+1} + \dot{u}^{h,n}, \dot{u}^{h,n+1} - \dot{u}^{h,n} \rangle
\]
\[= \rho \left( \frac{1}{2} - \theta \right) \|\dot{u}^{h,n+1} - \dot{u}^{h,n}\|_{\partial \Omega}^2 + \frac{\rho}{\tau} \langle u^{h,n+1} - u^{h,n}, \dot{u}^{h,n+1} - \dot{u}^{h,n} \rangle. \tag{15}
\]
Besides, using again the definition of the scheme in (8), we have for any $v \in V^h$:

$$\frac{\rho}{\tau} \langle u^{h,n+1} - \dot{u}^{h,n}, v \rangle = \rho \langle \dot{u}^{h,n+\theta}, v \rangle = \rho \theta \langle \dot{u}^{h,n+1}, v \rangle + \rho (1 - \theta) \langle \dot{u}^{h,n}, v \rangle.$$  

(16)

By using again the definition of the scheme, expression (16) becomes:

$$\frac{\rho}{\tau} \langle \dot{u}^{h,n+1} - \dot{u}^{h,n}, v \rangle = -\theta A_{\Theta \gamma_h} (u^{h,n+1}, v) - \theta \int_{\Gamma_C \gamma_h} \frac{1}{2} [P^{n+1}] + P_{\Theta \gamma_h} (v) \, d\Gamma$$

$$- (1 - \theta) A_{\Theta \gamma_h} (u^{h,n}, v) - (1 - \theta) \int_{\Gamma_C \gamma_h} \frac{1}{2} [P^n] + P_{\Theta \gamma_h} (v) \, d\Gamma.$$  

(17)

Using expression (17) with $v = u^{h,n+1} - u^{h,n}$, putting the result in (15) and then in (13) gives:

$$E_{\Theta}^{h,n+1} - E_{\Theta}^{h,n} = \rho \left( \frac{1}{2} - \theta \right) \| \dot{u}^{h,n+1} - \dot{u}^{h,n} \|^2_{0,\Omega} - \theta A_{\Theta \gamma_h} (u^{h,n+1}, u^{h,n+1} - u^{h,n})$$

$$- \theta \int_{\Gamma_C \gamma_h} \frac{1}{2} [P^{n+1}] + P_{\Theta \gamma_h} (u^{h,n+1} - u^{h,n}) \, d\Gamma$$

$$- (1 - \theta) A_{\Theta \gamma_h} (u^{h,n}, u^{h,n+1} - u^{h,n})$$

$$- (1 - \theta) \int_{\Gamma_C \gamma_h} \frac{1}{2} [P^n] + P_{\Theta \gamma_h} (u^{h,n+1} - u^{h,n}) \, d\Gamma$$

$$+ \frac{1}{2} A_{\Theta \gamma_h} (u^{h,n+1} + u^{h,n}, u^{h,n+1} - u^{h,n})$$

$$+ \frac{\Theta}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]^2_+ - [P^n]^2_+ \right) \, d\Gamma$$

$$= \left( \frac{1}{2} - \theta \right) \left( \rho \| \dot{u}^{h,n+1} - \dot{u}^{h,n} \|^2_{0,\Omega} + A_{\Theta \gamma_h} (u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n}) \right)$$

$$- \int_{\Gamma_C \gamma_h} \theta [P^{n+1}]_+ + (1 - \theta) [P^n]_+ \, P_{\Theta \gamma_h} (u^{h,n+1} - u^{h,n}) \, d\Gamma$$

$$+ \frac{\Theta}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]^2_+ - [P^n]^2_+ \right) \, d\Gamma.$$  

(18)

It remains then to estimate the last two integral terms in (18). Writing

$$P_{\Theta \gamma_h} (u^{h,n+1} - u^{h,n}) = \Theta P_{\gamma_h} (u^{h,n+1} - u^{h,n}) + (1 - \Theta) (u^{h,n+1} - u^{h,n}),$$  

(19)

and using the identities (4) and (5) we obtain:

$$- \int_{\Gamma_C \gamma_h} \theta [P^{n+1}]_+ + (1 - \theta) [P^n]_+ \, P_{\Theta \gamma_h} (u^{h,n+1} - u^{h,n}) \, d\Gamma$$

$$+ \frac{\Theta}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]^2_+ - [P^n]^2_+ \right) \, d\Gamma$$

$$= \left( \frac{1}{2} - \theta \right) \Theta \| \gamma_h - \frac{1}{2} ([P^{n+1}]_+ - [P^n]_+) \|^2_{0,\Gamma_C}$$

$$+ \Theta \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( (1 - \theta) [P^n]_+ [P^{n+1}]_+ - \theta [P^{n+1}]_+ [P^n]_- \right) \, d\Gamma$$

$$+ (\Theta - 1) \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( \theta [P^{n+1}]_+ + (1 - \theta) [P^n]_+ \right) \left( u^{h,n+1} - u^{h,n} \right) \, d\Gamma.$$
That concludes the proof of (12). □

A straightforward byproduct of the above result is that the backward Euler scheme \( \theta = 1 \) preserves the energy \( E_{1}^{h,n} \) for the symmetric Nitsche’s method \( \Theta = 1 \), which is stated below:

**Corollary 3.2.** Suppose that \( L^n \equiv 0 \) for all \( n \geq 0 \). Then, for \( \gamma_0 \) sufficiently small, \( \Theta = 1 \) and \( \theta = 1 \) (backward Euler scheme), the following stability estimate holds for the solution of Problem (8), for all \( n \geq 0 \):

\[
E_{1}^{h,n+1} - E_{1}^{h,n} = \frac{1}{2} \rho \| u_{h,n+1} - u_{h,n} \|_0^2 - \frac{1}{2} A_{\gamma h}(u_{h,n+1} - u_{h,n}, u_{h,n+1} - u_{h,n}) \\
- \frac{1}{2} \gamma h^{-\frac{1}{2}} ([P_{n+1}]_+ - [P^n_+])_0^2 - \int_{\Gamma_C} \frac{1}{\gamma h} ([P_{n+1}]_+ [P^n_+])_d\Gamma \\
\leq 0.
\]

Consequently, the scheme (8) is unconditionally stable when \( \Theta = 1, \theta = 1 \) (i.e., stable for all \( h > 0 \) and all \( \tau > 0 \)).

**Proof.** Set \( \Theta = \theta = 1 \) in (12) and note that \( A_{\gamma h} (\cdot, \cdot) \) is an inner product in \( V^n \) whenever \( \gamma_0 \) is small enough. □

**Remark 3.3.** Conversely to the backward Euler case, in the Crank-Nicolson case \( (\theta = \frac{1}{2}) \), and for the symmetric version \( (\Theta = 1) \), a positive term in \( [P^n_+]_+[P_{n+1}]_- \) remains in the right part in the estimate (12), so we cannot conclude to unconditional stability. In Section 4, we will show numerically that energy can be created and so the scheme can be indeed unstable for impact problems. When \( \Theta \neq 1 \), we did not manage yet to obtain stability results.

### 3.2 Energy estimates for the Newmark scheme

With similar arguments as in [17] we establish also an energy estimate for Problem (9) where the Newmark scheme is combined with Nitsche’s method.

**Proposition 3.4.** Suppose that \( L^n \equiv 0 \) for all \( n \geq 0 \) and that Problem (9) is well-posed. The following energy identity holds for all \( n \geq 0 \):

\[
P^{h,n+1}_\Theta - P^{h,n}_\Theta = \left( \frac{1}{2} - \gamma \right) \left[ A_{\gamma h} (u_{h,n+1} - u_{h,n}, u_{h,n+1} - u_{h,n}) + \Theta \| \gamma h^{-\frac{1}{2}} ([P_{n+1}]_+ - [P^n_+])_0^2 \right] \\
+ \Theta \int_{\Gamma_C} \frac{1}{\gamma h} ((1 - \gamma) [P^n_+]_+ [P_{n+1}]_- - \gamma [P_{n+1}]_+ [P^n_-])_d\Gamma \\
+ \tau \left( \beta - \frac{\gamma}{2} \right) \left[ A_{\gamma h} (u_{h,n+1} - u_{h,n}, u_{h,n+1} - u_{h,n}) \\
+ \int_{\Gamma_C} \frac{1}{\gamma h} ([P_{n+1}]_+ - [P^n_+])_d\Gamma \right] \\
+ \Theta \int_{\Gamma_C} \frac{1}{\gamma h} ([P^n_+])_0^2 + (1 - \gamma) [P^n_+]_+ (u_{h,n+1} - u_{h,n})_d\Gamma. \tag{21}
\]
Proof. Using the definition of $E_{\Theta}^{h,n+1}, E_{\Theta}^{h,n}$ and $A_{\Theta_{\gamma_h}}$, we get:

$$E_{\Theta}^{h,n+1} - E_{\Theta}^{h,n} = \rho \left\langle \dot{u}^{h,n+1} - \dot{u}^{h,n}, u^{h,n+1} + u^{h,n+1} \right\rangle + \frac{1}{2} A_{\Theta_{\gamma_h}} (u^{h,n+1} - u^{h,n}, u^{h,n} + u^{h,n+1}) + \frac{\Theta}{2} \int_{\Gamma_{C_{\gamma_h}}} \left( [P^{n+1}]_{+} - [P^{n}]_{+} \right) d\Gamma. \tag{22}$$

With the first equation of (9), and then the third equation of (9) we obtain for $\mathbf{v}^h \in \mathbf{V}^h$:

$$\rho \left\langle \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n} + \tau \dot{\mathbf{u}}^{h,n}, \mathbf{v}^h \right\rangle = -\rho \frac{\tau^2}{2} \left( (1 - 2\beta) \left\langle \dot{\mathbf{u}}^{h,n}, \mathbf{v}^h \right\rangle + 2\beta \left\langle \ddot{\mathbf{u}}^{h,n+1}, \mathbf{v}^h \right\rangle \right)$$

$$= \tau^2 \left( \frac{1}{2} - \beta \right) \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} d\Gamma \right)$$

$$= \tau \left( 1 - \gamma \right) \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} d\Gamma \right)$$

$$- \tau \gamma \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} d\Gamma \right). \tag{23}$$

Similarly with the second equation and then the third equation of (9) we get for $\mathbf{v}^h \in \mathbf{V}^h$:

$$\rho \left\langle \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}, \mathbf{v}^h \right\rangle = \rho \tau \left( (1 - \gamma) \left\langle \dot{\mathbf{u}}^{h,n}, \mathbf{v}^h \right\rangle + \gamma \left\langle \dot{\mathbf{u}}^{h,n+1}, \mathbf{v}^h \right\rangle \right)$$

$$= \tau (1 - \gamma) \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} d\Gamma \right)$$

$$- \gamma \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} d\Gamma \right). \tag{24}$$

We sum (23) with $\tau$ times equation (24) which yields:

$$\rho \left\langle \mathbf{u}^{h,n} - \mathbf{u}^{h,n+1} + \frac{\tau}{2} \left( \mathbf{u}^{h,n} + \dot{\mathbf{u}}^{h,n+1} \right), \mathbf{v}^h \right\rangle$$

$$= \tau^2 \left( \frac{\gamma}{2} - \beta \right) \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} \right)$$

$$+ \tau \left( \beta - \frac{\gamma}{2} \right) \left( A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1}, \mathbf{v}^h \right) + \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} + \int_{\Gamma_{C_{\gamma_h}}} \left\langle P^n \right\rangle_{+} \right) \tag{25}$$

Let us re-order the above expression:

$$\rho \left\langle \mathbf{u}^{h,n} + \dot{\mathbf{u}}^{h,n+1}, \mathbf{v}^h \right\rangle = \frac{2\rho}{\tau} \left\langle \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}, \mathbf{v}^h \right\rangle + 2\tau \left( \beta - \frac{\gamma}{2} \right) \left[ A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}, \mathbf{v}^h \right) \right.$$

$$+ \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} \left\langle [P^{n+1}]_{+} - [P^n]_{+} \right\rangle \left\langle P_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n} \right) \right\rangle d\Gamma \left). \right) \tag{26}$$

Taking $\mathbf{v}^h = \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}$ and using (25) into (22) yields:

$$E_{\Theta}^{h,n+1} - E_{\Theta}^{h,n} = \frac{\rho}{\tau} \left\langle \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}, \dot{\mathbf{u}}^{h,n+1} - \dot{\mathbf{u}}^{h,n} \right\rangle + \tau \left( \beta - \frac{\gamma}{2} \right) \left[ A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}, \mathbf{u}^{h,n+1} - \dot{\mathbf{u}}^{h,n} \right) \right.$$

$$+ \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} \left\langle [P^{n+1}]_{+} - [P^n]_{+} \right\rangle \left\langle P_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n} \right) \right\rangle d\Gamma \right)$$

$$+ \frac{1}{2} A_{\Theta_{\gamma_h}} \left( \mathbf{u}^{h,n+1} - \mathbf{u}^{h,n}, \mathbf{u}^{h,n} + \mathbf{u}^{h,n+1} \right) + \frac{\Theta}{2} \int_{\Gamma_{C_{\gamma_h}}} \frac{1}{P^n} \left\langle [P^{n+1}]_{+} - [P^n]_{+} \right\rangle d\Gamma \left). \right). \tag{27}$$
We rewrite the first term in the above expression using (24), with \( v = u^{h,n+1} - u^{h,n} \):

\[
E^{h,n+1} - E^{h,n} = (\gamma - 1) \left( A\theta \gamma_h(u^{h,n}, u^{h,n+1} - u^{h,n}) + \int_{\Gamma_C \gamma_h} \frac{1}{2} (P^n_+ + P\theta \gamma_h(u^{h,n+1} - u^{h,n}) \, d\Gamma \right)
\]

\[-\gamma \left( A\theta \gamma_h(u^{h,n+1}, u^{h,n+1} - u^{h,n}) + \int_{\Gamma_C \gamma_h} \frac{1}{2} (P^{n+1}_+ + P\theta \gamma_h(u^{h,n+1} - u^{h,n}) \, d\Gamma \right)
\]

\[+ \tau \left( \beta - \frac{\gamma}{2} \right) \left[ A\theta \gamma_h(u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n}) \right.
\]

\[+ \frac{1}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]_+ - [P^n]_+ \right) \, d\Gamma
\]

\[+ \frac{1}{2} A\theta \gamma_h(u^{h,n+1} - u^{h,n}, u^{h,n} + u^{h,n+1}) + \frac{\Theta}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]_+ - [P^n]_+ \right) \, d\Gamma.
\]

We reorder all the terms and use property (19):

\[
E^{h,n+1} - E^{h,n} = \left( \frac{1}{2} - \gamma \right) A\theta \gamma_h(u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n})
\]

\[+ (\gamma - 1) \Theta \int_{\Gamma_C \gamma_h} \frac{1}{2} (P^n_+ + (P^{n+1} - P^n) \, d\Gamma
\]

\[-\gamma \Theta \int_{\Gamma_C \gamma_h} \frac{1}{2} (P^{n+1}_+ + (P^{n+1} - P^n) \, d\Gamma
\]

\[+ \frac{\Theta}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]_+ - [P^n]_+ \right) \, d\Gamma
\]

\[+ \tau \left( \beta - \frac{\gamma}{2} \right) \left[ A\theta \gamma_h(u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n}) \right.
\]

\[+ \frac{1}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]_+ - [P^n]_+ \right) \, d\Gamma
\]

\[+ (\gamma - 1)(1 - \Theta) \int_{\Gamma_C \gamma_h} \frac{1}{2} (u^{h,n+1} - u^{h,n}) \, d\Gamma
\]

\[-(\gamma - 1)(1 - \Theta) \int_{\Gamma_C \gamma_h} \frac{1}{2} (u^{h,n+1} - u^{h,n}) \, d\Gamma.
\]

Using (4) and (5), this expression can be simplified into:

\[
E^{h,n+1} - E^{h,n} = \left( \frac{1}{2} - \gamma \right) A\theta \gamma_h(u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n}) + \Theta \| \gamma_h - \frac{1}{2} ([P^{n+1}]_+ - [P^n]_+) \|_{0,\Gamma_C}^2
\]

\[+ \Theta \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( ((1 - \gamma) [P^n]_+ + [P^{n+1}]_+ - \gamma [P^{n+1}]_+ + [P^n]_-) \right) \, d\Gamma
\]

\[+ \tau \left( \beta - \frac{\gamma}{2} \right) \left[ A\theta \gamma_h(u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n}) \right.
\]

\[+ \frac{1}{2} \int_{\Gamma_C \gamma_h} \frac{1}{2} \left( [P^{n+1}]_+ - [P^n]_+ \right) \, d\Gamma
\]

\[+ \Theta \Theta \int_{\Gamma_C \gamma_h} \left( \frac{1}{2} \left( (\gamma [P^{n+1}]_+ + (1 - \gamma) [P^n]_+) (u^{h,n+1}_n - u^{h,n}_n) \right) \, d\Gamma.
\]
This is exactly (21). □

A consequence of the above proposition is that Newmark for \( \gamma = 1 \) and \( \beta = \frac{1}{2} \) preserves the energy \( E_{h,n} \) for the symmetric Nitsche method (\( \Theta = 1 \)), which is stated below:

**Corollary 3.5.** Suppose that \( L^n \equiv 0 \) for all \( n \geq 0 \). Then, for \( \gamma_0 \) sufficiently small, \( \Theta = 1, \gamma = 1, \) and \( \beta = 1/2 \), the following stability estimate holds for the solution of Problem (9) for all \( n \geq 0 \):

\[
E_{h,n+1} - E_{h,n} = -\frac{1}{2} \langle \Theta_\gamma h \{ u^{h,n+1} - u^{h,n}, u^{h,n+1} - u^{h,n} \} \rangle \\
+ \frac{1}{2} \theta h^{-\frac{1}{2}} \left( [P_{n+1}]_+ - [P_n]_+ \right) \| \rho \}_{0,\Gamma} - \int_{\Gamma_C \gamma h} \frac{1}{2} \left( [P_{n+1}]_+ + [P_n]_- \right) d\Gamma \\
\leq 0.
\]

(26)

So the scheme (9) is unconditionally stable when \( \Theta = 1, \gamma = 1 \) and \( \beta = \frac{1}{2} \) (i.e., stable for all \( h > 0 \) and all \( \tau > 0 \)).

**Proof.** The proof of (26) is straightforward by using (21). □

**Remark 3.6.** The same observations as in Remark 3.3 apply also here, setting \( \gamma = \frac{1}{2} \) and \( \beta = \frac{1}{4} \) to recover Crank-Nicolson.

### 3.3 Energy estimates for the Hybrid scheme

**Proposition 3.7.** Suppose that \( L^n \equiv 0 \) for all \( n \geq 0 \) and that Problem (10) is well-posed. The following energy identity holds for all \( n \geq 0 \):

\[
E_{\Theta}^{h,n+1} - E_{\Theta}^{h,n} \\
= -\Theta \int_{\Gamma_C \gamma h} \frac{1}{2} \left( H(P^n)H(P^n + P^{n+1})[P^{n+1}]_+ + H(P^n)H(-P^n - P^{n+1})[P^n]_+ + [P^n]_- [P^{n+1}]_+ \right) d\Gamma \\
+ (\Theta - 1) \int_{\Gamma_C \gamma h} \frac{1}{2} \left( H(P^n)[P^n + P^{n+1}]_+ + H(-P^n) ([P^n]_[P^n]_+ + [P^{n+1}]_+ \right) \left( u^{h,n+1} - u^{h,n} \right) d\Gamma.
\]

(27)

**Proof.** From the definitions of \( E_{\Theta}^{h,n+1}, E_{\Theta}^{h,n} \), \( A_{\Theta} \gamma h \), the scheme (10), and using the test function \( v^h = \tau u^{h,n+\frac{1}{2}} \) in Problem (10), we get:

\[
E_{\Theta}^{h,n+1} - E_{\Theta}^{h,n} \\
= \rho \langle \hat{u}^{h,n+\frac{1}{2}}, \hat{u}^{h,n+\frac{1}{2}}, u^{h,n+\frac{1}{2}} \rangle + \frac{1}{2} \langle A_{\Theta} \gamma h \{ u^{h,n+1} - u^{h,n}, u^{h,n} + u^{h,n+1} \} \rangle \\
+ \frac{\theta}{2} \int_{\Gamma_C \gamma h} \left( [P^{n+1}]_+^2 - [P^n]_+^2 \right) d\Gamma \\
= \rho \langle \hat{u}^{h,n+\frac{1}{2}}, \tau u^{h,n+\frac{1}{2}} \rangle + A_{\Theta} \gamma h \langle \hat{u}^{h,n+\frac{1}{2}}, \tau u^{h,n+\frac{1}{2}} \rangle + \frac{\theta}{2} \int_{\Gamma_C \gamma h} \left( [P^{n+1}]_+^2 - [P^n]_+^2 \right) d\Gamma
\]
\[ E_{\Theta}^{h,n+1} - E_{\Theta}^{h,n} \]

\[ = - \int_{\Gamma_C} \frac{1}{\gamma_h} \Phi(u^{h,n}, u^{h,n+1}) P_{\gamma_h}(r u^{h,n+\frac{1}{2}}) \, d\Gamma + \frac{\Theta}{2} \int_{\Gamma_C} \frac{1}{\gamma_h} \left( \left[ P^{n+1} \right]_+^2 - [P^n]_+^2 \right) \, d\Gamma \]

\[ = - \int_{\Gamma_C} \frac{\Theta}{\gamma_h} \Phi(u^{h,n}, u^{h,n+1})(P^{n+1} - P^n) \, d\Gamma + \frac{\Theta}{2} \int_{\Gamma_C} \frac{1}{\gamma_h} \left( \left[ P^{n+1} \right]_+^2 - [P^n]_+^2 \right) \, d\Gamma \]

\[ + (\Theta - 1) \int_{\Gamma_C} \frac{1}{\gamma_h} \Phi(u^{h,n}, u^{h,n+1}) \left( u^{h,n+1} - u^{h,n} \right) \, d\Gamma \]

\[ = \Theta X + (\Theta - 1)Y, \quad (28) \]

with obvious notations for the integrals \( X \) and \( Y \). Note that the identity (19) is used to obtain the last expression. We now consider the function \( \Psi \) to be integrated in \( X \), namely

\[ \Psi(u^{h,n}, u^{h,n+1}) := - \frac{1}{\gamma_h} \Phi(u^{h,n}, u^{h,n+1})(P^{n+1} - P^n) + \frac{1}{2\gamma_h} \left( \left[ P^{n+1} \right]_+^2 - [P^n]_+^2 \right). \]

We rewrite \( \Psi(u^{h,n}, u^{h,n+1}) \) using the definition of \( \Phi(u^{h,n}, u^{h,n+1}) \) in (11):

\[ \Psi(u^{h,n}, u^{h,n+1}) = - \frac{1}{2\gamma_h} \left( H(P^n)[P^n + P^{n+1}]_+ + H(-P^n) \left( \left[ P^n \right]_+ + [P^{n+1}]_+ \right) \right)(P^{n+1} - P^n) \]

\[ + \frac{1}{2\gamma_h} \left( \left[ P^{n+1} \right]_+^2 - [P^n]_+^2 \right). \quad (29) \]

It is easy to check that expression (29) can be formulated in the following equivalent way (it suffices to discuss the five cases \( P^n < 0; P^n = 0; P^n > 0 \) and \( P^n + P^{n+1} < 0; P^n > 0 \) and \( P^n + P^{n+1} > 0; P^n > 0 \) and \( P^{n+1} < 0; P^n > 0 \) and \( P^{n+1} = 0 \)):

\[ \Psi(u^{h,n}, u^{h,n+1}) \]

\[ = - \frac{1}{2\gamma_h} \left( H(P^n)H(P^n + P^{n+1})[P^{n+1}]_+^2 + H(P^n)H(-P^n - P^{n+1})[P^n]_+^2 + [P^n][P^{n+1}]_+ \right). \]

\[ \quad (30) \]

Equality (30) shows that \( \Psi(u^{h,n}, u^{h,n+1}) \) is the sum of three nonpositive terms which implies that \( \Psi(u^{h,n}, u^{h,n+1}) \leq 0 \) on \( \Gamma_C \). Estimate (27) follows from (28), (11) and (30).

A consequence of the above proposition is that the Hybrid scheme is dissipative with respect to the energy \( E_{\Theta}^{h,n} \) for the symmetric Nitsche method (\( \Theta = 1 \)), which is stated below:

**Corollary 3.8.** Suppose that \( L^n \equiv 0 \) for all \( n \geq 0 \) and that Problem (10) is well-posed. Suppose also that \( \Theta = 1 \). The following stability estimate holds for the solution of Problem (10) for all \( n \geq 0 \):

\[ E_{1}^{h,n+1} - E_{1}^{h,n} \]

\[ = - \int_{\Gamma_C} \frac{1}{2\gamma_h} \left( H(P^n)H(P^n + P^{n+1})[P^{n+1}]_+^2 + H(P^n)H(-P^n - P^{n+1})[P^n]_+^2 + [P^n][P^{n+1}]_+ \right) \, d\Gamma \]

\[ \leq 0. \quad (31) \]

So the scheme (10) is unconditionally stable when \( \Theta = 1 \) (i.e., stable for all \( h > 0 \) and all \( \tau > 0 \)).

**Proof.** The proof of (31) is straightforward by using (27) and the nonnegativity of \( H \). \( \Box \)

**Remark 3.9.** Note that the energy loss at each time-step for this Hybrid scheme is only due to the contact terms.
4 Numerical experiments

We first carry out numerical experiments in 1D, where we can compare our results with an analytical solution. Then numerical experiments in 2D/3D will be described. These numerical tests are performed with the help of the finite element library Getfem++

Since we study implicit time-marching schemes, a discrete contact problem needs to be solved at each time-step \( t^n \). To this purpose we make use of a generalized Newton’s method, which means that Problems (8), (9) and (10) are derived with respect to \( u^h \) to obtain the tangent system. The term generalized Newton’s method comes from the fact that the positive part \([x]_+\) is non-differentiable at \( x = 0 \). However, no special treatment is considered. If a point of non-differentiability is encountered, the tangent system corresponding to one of the two alternatives \((x < 0 \text{ or } x > 0)\) is chosen arbitrarily. Note that the fact for the solution to be non-differentiable at an integration point is a very rare situation corresponding to what is called a grazing contact (both \( u_n = 0 \) and \( \sigma_n = 0 \)). Further details on generalized Newton’s method applied to contact problem can be found for instance in [26] and the references therein. For this generalized Newton’s method, the parameters will always be: residual-based convergence criterion \( \varepsilon^* = 10^{-8} \) and maximal number of iterations \( N_N = 100 \).

4.1 1D numerical experiments: multiple impacts of an elastic bar

4.1.1 Setting

We first deal with the one-dimensional case \( d = 1 \) with a single contact point, namely an elastic bar \( \Omega = (0, L) \) with \( \Gamma_C = \{0\} \), \( \Gamma_D = \{L\} \) and \( \Gamma_N = \emptyset \). The elastodynamic equation is then reduced to find \( u : \Omega_T = (0, T) \times (0, L) \to \mathbb{R} \) such that:

\[
\rho \ddot{u} - E \frac{\partial^2 u}{\partial x^2} = f, \quad \text{in } \Omega_T, \tag{32}
\]

where \( E \) is the Young modulus and the Cauchy stress tensor is given by \( \sigma(u) = E(\partial u / \partial x) \). Note that \( \sigma_n(u) = (\sigma(u) n) \cdot n = \sigma(u) \) on \( \Gamma_C \). In this case, problem (1)–(2) admits one unique solution (see e.g. [6]) for which the following energy conservation equation holds, for \( t \) a.e. in \((0, T)\):

\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \rho \dot{u}^2(t) d\Omega + \int_{\Omega} E \left( \frac{\partial u}{\partial x}(t) \right)^2 d\Omega \right) = - \int_{\Omega} f(t) \dot{u}(t) d\Omega. \tag{33}
\]

We consider a finite element space (3) using linear finite elements \((k = 1)\) and a uniform subdivision of \([0, L]\) with \( M \) segments (so \( L = M h \)). We denote the vector which contains all the nodal values of \( u^{h,n} \) (resp. \( \dot{u}^{h,n} \) and \( \ddot{u}^{h,n} \)) by \( U^n := [U^n_0, \ldots, U^n_N]^T \) (resp. \( \dot{U}^n, \ddot{U}^n \)). The component of index 0 corresponds to the node at the contact point \( \Gamma_C \). We also note \( M \), resp. \( K \), the mass, resp. the stiffness, matrix that results from the finite element discretization.

We introduce the Courant number which is defined as:

\[
\nu_C := c^0 \frac{T}{h} = \sqrt{\frac{E}{\rho h}},
\]

where \( c^0 \) is the wave speed associated to the bar. For each simulation, we compute and plot the following time-dependant quantities:

---

1see http://download.gna.org/getfem/html/homepage/
1. The displacement $u$ at the contact point $\Gamma_C$, given at time $t^n$ by $u^{h,n}(0) = U^n_0$.

2. The contact pressure $\sigma_C$, which, in the discrete case, is different from $\sigma(u)$. If a standard (mixed) method is used for the treatment of contact, it is directly given by the Lagrange multiplier, i.e., $\sigma^n_C := \lambda^{h,n}$ at time $t^n$. In the case of the Nitsche-based formulation, it can be computed as follows at time $t^n$:

$$\sigma^n_C := -\frac{1}{\gamma_h} \left[ (u^{0,n}(0)) - \gamma_h \sigma_n(u^{h,n})(0) \right] = -\frac{1}{\gamma_h} \left[ -U^n_0 - \gamma_h \frac{E}{h} (U^n_1 - U^n_0) \right],$$

which comes from the contact condition $\sigma_n(u) = -\frac{1}{\gamma} [P_{\gamma}(u)]_+$ (see [4]).

3. The discrete energy $E^h$ which is at time $t^n$

$$E^{h,n} := \frac{1}{2} \left( (\dot{U}^n)^T M \dot{U}^n + (U^n)^T K U^n \right),$$

and the discrete augmented energy $E^h_{\Theta}$:

$$E^h_{\Theta} = E^{h,n} - \Theta R^{h,n},$$

$$R^{h,n} = \frac{1}{2} \gamma_h \left( (\sigma_n(u^{h,n})(0))^2 - (\sigma^n_C)^2 \right).$$

### 4.1.2 Numerical results and discussion

We propose a benchmark associated to multiple impacts which allows to check both the presence of spurious oscillations and the long term energetic behaviour of the method. In the absence of external volumic forces, the bar is initially compressed. It is then released without initial velocity. It impacts first the rigid ground, located at $x = 0$, and then get compressed again.

So we solve equation (32) setting $f = 0$. We take the following values for the parameters: $E = 1$, $\rho = 1$, $L = 1$, $u_0(x) = \frac{1}{2} - \frac{x}{2}$ and $\dot{u}_0(x) = 0$. This problem admits an analytical exact solution $u$ which derivation and expression is detailed in [7]. In particular, it has a periodic motion of period 3. At each period, the bar stays in contact with the rigid ground during one time unit (see Figure 1). The chosen simulation time is $T = 12$, so that we can observe 4 successive impacts.

![Figure 1: Multiple impacts of an elastic bar. The bar is clamped at $x = L$ and the contact node is located at the bottom. The analytical solution is periodic of period 3, with one impact during each period (here between $t = 1$ and $t = 2$).](image)

We discretize the bar with $M = 100$ finite elements ($h = 0.01$) and take $\tau = 0.015$. The resulting Courant number is $\nu_C = 1.5$. 
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a. Behaviour of diffusive schemes  We first investigate the most diffusive schemes for which theoretical stability results are available. We recall that these schemes introduce numerical dissipation even in the linear regime. To fix ideas, we chose the symmetric variant of the Nitsche method (Θ = 1) with a small parameter $\gamma_0 = 10^{-6}$. We investigate backward Euler ($\theta$-scheme with $\theta = 1$), Newmark with $\gamma = 1$ and $\beta = \frac{1}{2}$, and Newmark with $\gamma = \beta = \frac{1}{2}$. The results are depicted in Figure 2.

![Figure 2: Multiple impacts with Nitsche (Θ = 1). Comparison of backward Euler, Newmark ($\gamma = 1$, $\beta = \frac{1}{2}$) and Newmark ($\gamma = \beta = \frac{1}{2}$). Displacement $u$ (left), contact pressure $\sigma_C$ (center) and discrete energy $E^h$ (right).](image)

For backward Euler, the whole solution is free of spurious oscillations, but it is strongly damped after each impact. The energy decreases so as to reach approximatively 20% of its initial value after the fourth impact. This is in agreement with the theory (see Corollary 3.2).

For the most diffusive variant of Newmark ($\gamma = 1$, $\beta = \frac{1}{2}$), the displacement and the contact pressure are free of spurious oscillations, and are strongly damped, but not as much as for backward Euler. The energy also decreases strongly and reaches at the end approximatively 40% of its initial value. This illustrates as well the theoretical stability study (see Corollary 3.5).

For the variant of Newmark with $\gamma = \beta = \frac{1}{2}$, the displacement is only slightly damped, and the energy is practically conserved, but some spurious oscillations are observed in the contact pressure and in the energy. Note the interest of this variant, which, among the family of Newmark schemes, is the most diffusive that remains of order 2. Comparatively to the variant of order 1 ($\gamma = 1$, $\beta = \frac{1}{2}$), it introduces only a very small amount of numerical dissipation and seems to remain stable.

The augmented energy $E^h_{\Theta}$ is not displayed, but is almost equal to the mechanical energy $E^h$ in this case (due to the factor $\gamma_0$, of the order of $10^{-8}$, in the term $R^h$).

b. Behaviour of (almost) conservative schemes  We now consider two time-marching schemes that conserve the energy in the linear regime (i.e., when contact constraints are not activated): the Newmark scheme (9) with parameters $\gamma = 0.5$ and $\beta = 0.25$ (“Nitsche” in the figures), and the Hybrid scheme (10) (“Nitsche–Hybrid” in the figures). Recall that, with these parameters, the Newmark scheme (or equivalently the $\theta$-scheme with $\theta = 0.5$) corresponds to the well-known Crank-Nicolson scheme. Moreover we make comparisons between semi-discretizations with Nitsche and with standard (mixed) method (see, e.g., [27, 28]) (“mixed” in the figures). For the mixed method, we also discretize in time with Newmark, and $\gamma = 0.5$, $\beta = 0.25$. We first investigate the symmetric variant $\Theta = 1$ with a small parameter $\gamma_0 = 10^{-6}$. The results are depicted in Figure 3.
Figure 3: Multiple impacts. Comparison of mixed, Nitsche and Nitsche-Hybrid methods. Displacement $u$ (top left), zoom on displacement $u$ during the fourth impact (top center), energy $E^h$ (top right) and contact pressure $\sigma_C$ at midpoint (bottom).

The first observation is that for these parameters, Nitsche’s method combined to Crank-Nicolson time-discretization behaves quite similarly as the mixed method. In particular, strong increasing spurious oscillations on the contact stress are observed, as well as small increasing spurious oscillations on the displacement. Note that for the contact stress, we plotted the value $\sigma_C^{n+\frac{1}{2}}$, i.e., the value at the midpoint (though no strong difference with $\sigma_C^n$ has been observed). The energy is not conserved and increases strongly. Remark that the amplitude of oscillations on the contact stress and the energy increase is less important for Nitsche’s method than for the mixed method. This is simply due to the value of $\gamma_0$ (if we set $\gamma_0$ smaller we recover nearly the same values as in the mixed method).

Conversely, for Nitsche’s method combined to the Hybrid time-marching scheme, the spurious oscillations on the displacement disappear. Some spurious oscillations are still present on the contact stress, but the amplitude is lower than for mixed and Nitsche’s methods. The energy is almost preserved: as predicted by the theory (Corollary 3.8) it decreases slightly, of approximately 1 percent.

The augmented energy $E_{\theta}^h$ is not plotted, but is also in this case nearly the same as the energy $E^h$ (the magnitude of $R^h$ is of approximately $10^{-8}$).

c. Influence of Nitsche’s parameters In this part we study the influence of Nitsche’s parameters $\Theta$ and $\gamma_0$.

For a small $\gamma_0 (= 10^{-6})$, the numerical behaviour remains the same whatever is the value of $\Theta = -1, 0, 1$. In particular, for Nitsche we recover the same curves as in Figure 3, with spurious oscillations on the displacement and the contact stress, as well as a significant increase of the energy. At the opposite, for the Nitsche-Hybrid scheme, the displacement remains free of spurious oscillations and the energy loss is the same as in the symmetric case (approximately 1 percent of
energy loss). Some spurious oscillations remain on the contact stress, but are of smaller amplitude in comparison with mixed and Nitsche’s methods.

For a moderate $\gamma_0(=0.1)$, we compare also the values $\Theta = -1, 0, 1$ as well as Nitsche and Nitsche-Hybrid. The results are depicted in Figure 4 for Nitsche’s scheme.

Figure 4: Multiple impacts. Nitsche with $\gamma_0 = 0.1$, and $\Theta = 1, 0, -1$. Displacement $u$ (top left), zoom on displacement $u$ during the fourth impact (top center), energy $E^h$ (top right) and contact pressure $\sigma_C$ at midpoint (bottom).

Small spurious oscillations remain on the displacement, as well as significant spurious oscillations on the contact pressure. These oscillations are larger for $\Theta = -1$. The energy increase is only of a few percents (approximatively 2 to 4 %) for $\Theta = 0, 1$ and of nearly 30 % for $\Theta = -1$. As a result, the effect of increasing $\gamma_0$ is to reduce the spurious oscillations and to moderate the energy increase. This effect is stronger for $\Theta = 0, 1$ than for the skew-symmetric method $\Theta = -1$.

The augmented energy $E^h_{\Theta}$ is almost equal to the energy $E^h$, despite the increased value of $\gamma_0$ (the magnitude of $R^h$ is of approximatively $10^{-4}$). As a result, it is not displayed here.

For the Hybrid scheme, the results are depicted in Figure 5.
Figure 5: Multiple impacts. Nitsche-Hybrid with $\gamma_0 = 0.1$, and $\Theta = 1, 0, -1$. Displacement $u$ (top left), zoom on displacement $u$ during the fourth impact (top center), contact pressure $\sigma_C$ at midpoint (top right), energy $E^h$ (bottom left), zoom on the energy during the first impact (bottom right).

For the Nitsche-Hybrid scheme, the difference between $\gamma_0 = 10^{-6}$ and $\gamma_0 = 0.1$ is less perceptible than for Nitsche. Note however that, for all values of $\Theta$, there are some low amplitude oscillations on the displacement, which are not present when $\gamma_0 = 10^{-6}$. There are still some spurious oscillations on the contact pressure (the curves for $\Theta = 0$ and $\Theta = -1$ are not displayed, but are almost the same as the displayed curve for $\Theta = 1$). The energy curves for different values of $\Theta$ are not superimposed any longer and they present small oscillations during each contact phase, that are not visible when $\gamma_0 = 10^{-6}$. The energy is still approximatively conserved, with a dissipation of a few percents. Once more, the curves for the augmented energy $E^h_{\Theta}$ are the same as for the energy $E^h$.

For a high $\gamma_0(= 1)$, we compare also the values $\Theta = -1, 0, 1$ as well as Nitsche and Nitsche-Hybrid. The results are depicted in Figures 6 and 7 for Nitsche.

Figure 6: Multiple impacts. Nitsche with $\gamma_0 = 1$, and $\Theta = 1, 0, -1$. Displacement $u$ (left), zoom on displacement $u$ during the fourth impact (center) and energy $E^h$ (right).
Figure 7: Multiple impacts. Nitsche with $\gamma_0 = 1$, and $\Theta = 1, 0, -1$. Augmented energy $E^h_\Theta$ (left) and contact pressure $\sigma_C$ at midpoint (center and right).

First, for $\Theta = 1$ the results are quite unphysical, and are not displayed, except the energy: after having reached the rigid support, the bar still continues to extend. The energy $E^h$ increases monotonically up to an extremely high value, while the augmented energy $E^h_\Theta$ remains almost constant. For the non-symmetric methods $\Theta = -1, 0$, the results are comparable and close to those of $\gamma_0 = 0.1$: the spurious oscillations on the displacement and on the contact pressure are more or less of the same magnitude, and the energy increases only of $3\%$ approximatively. For $\Theta = -1, 0$, the augmented energy $E^h_\Theta$ remains nearly identical as $E^h$, conversely to the case $\Theta = 1$.

When $\gamma_0$ is increased above the value of 1, the Newton solver fails to converge in the symmetric case $\Theta = 1$. For $\Theta = 0$, when $\gamma_0$ is of the order of 10 or 100, the energy is not conserved anymore and low-frequency spurious oscillations appear in the solution. For $\Theta = -1$, and $\gamma_0 = 10, 100$, the results are the same as for $\gamma_0 = 1$, and the solution deteriorates only when $\gamma_0$ is very high, of the order of $10^4$.

The results are then depicted in Figure 8 for Nitsche-Hybrid.

Figure 8: Multiple impacts. Nitsche-Hybrid with $\gamma_0 = 1$, and $\Theta = 0, -1$. Displacement $u$ (top left), zoom on displacement $u$ during the fourth impact (top center), energies $E^h$ (top right) and $E^h_\Theta$ (bottom left), and contact pressure $\sigma_C$ at midpoint (bottom center and right).
For $\Theta = 1$, despite the high value of $\gamma_0$, we still obtain a solution but that is unphysical: the sign of displacement and velocity are inversed respectively to the analytical solution, and the energies $E^h$ and $E^h_\Theta$ increase a lot during each impact, up to $10^4$ times their initial value. These results are not displayed. For $\Theta = -1$, the spurious oscillations on the displacement and contact pressure are slightly greater than for small or moderate values of $\gamma_0$. The energies $E^h$ and $E^h_\Theta$ are not preserved any longer, but their increase is small, less than 3 percent.

In the symmetric case $\Theta = 1$, for values of $\gamma_0$ higher than 1, the Newton algorithm fails to converge. For $\Theta = 0$, the same behaviour as for Nitsche is observed: when $\gamma_0$ is higher than 1, low-frequency spurious oscillations appear on the solution and the energy is not preserved. For $\Theta = -1$, increasing $\gamma_0$ above 1 results in an unphysical solution with a strong energy increase (but the Newton algorithm still converges).

Finally, remark that the behaviour of the symmetric scheme $\Theta = 1$ is in agreement with the theory (see [4, Propositions 3.5, 3.6]) which predicts that well-posedness requires $\gamma_0$ small in this case.

d. Comparison with modified mass method  
We compare our results to those obtained with the modified mass method of Khenous & al (see, e.g., [18]). The method chosen to compute the modified mass matrix is the simplest possible, since we set the entries associated to the contact node to 0 and no mass redistribution is effectuated (see also [9]). We combine the modified mass method either to the standard (mixed) method or to Nitsche’s method for the treatment of contact conditions. The chosen time-marching scheme is still Crank-Nicolson (Newmark with $\gamma = \frac{1}{2}$, $\beta = \frac{1}{4}$). For Nitsche’s semi-discretization, we set $\Theta = 1$ and $\gamma_0 = 10^{-6}$. These two methods are compared to the Nitsche-Hybrid scheme, with the same parameters and without modified mass. The results are depicted Figure 9.

Figure 9: Multiple impacts. Comparison of mixed with modified mass, Nitsche with modified mass and Nitsche-Hybrid methods. Displacement $u$ (top left), zoom on displacement $u$ during the fourth impact (top center), discrete energy $E^h$ (top right) and contact pressure $\sigma_C$ at midpoint (bottom).
The three methods compare well and there is no significant difference. In particular, the displacement is free of spurious oscillations for the three methods, and the energy is quite well preserved, with only 1 or 2 percent of dissipation. There are still some small spurious oscillations on the contact pressure, which are comparable for the three methods.

This behaviour is well-known for modified mass combined to mixed discretization of the contact (see, e.g., [18, 9]). These results show that, also for Nitsche’s discretization of the contact condition, the modified mass improves the quality of the solution in terms of spurious oscillations and energy conservation. The treatment through modified mass compares well in this case to the new Nitsche-Hybrid method.

e. Influence of space/time discretization parameters

We study the convergence towards the exact solution when the space and time discretization parameters $h$ and $\tau$ tend to 0. We investigate various space semi-discretizations: mixed, Nitsche (with $\Theta = 1$ and $\gamma_0 = 10^{-6}$) and modified mass method. The chosen time-marching schemes are the Crank-Nicolson scheme and the Hybrid scheme (for Nitsche). The curves are obtained by setting $h = \tau$, so the Courant number remains constant: $\nu_C = 1$. We start with the values $h = \tau = 1$ and, each time, we divide by a factor 4 the previous values in order to refine the discretization.

To compute the error curves on the displacement $u$, we introduce the following notations (see [11]): let

$$u^{h,\tau} := (u^{h,0}, \ldots, u^{h,N}) \in (V^h)^{N+1}$$

be the collection of all the fully discrete solutions for all time steps $t^0, \ldots, t^N$. Let

$$u^\tau := (u(t^0), \ldots, u(t^N)) \in V^{N+1}$$

be the collection of all the snapshots of the exact solution for all time steps $t^0, \ldots, t^N$. We define the errors $e^{h,\tau} := u^{h,\tau} - u^\tau$ and $e^{h,n} := u^{h,n} - u(t^n)$ for all $n = 0, \ldots, N$ (so that $e^{h,\tau} = (e^{h,0}, \ldots, e^{h,N})$). We will make use of the following discrete counterparts of the $L^2(0,T;L^2(\Omega))$ and $L^2(0,T;H^1(\Omega))$ norms:

$$\|e^{h,\tau}\|_{L^2(\tau;L^2(\Omega))} := \left(\tau \sum_{n=0}^{N} \|e^{h,n}\|_{L^2(\Omega)}^2\right)^{\frac{1}{2}} \quad \text{and} \quad \|e^{h,\tau}\|_{L^2(\tau;H^1(\Omega))} := \left(\tau \sum_{n=0}^{N} \|e^{h,n}\|_{H^1(\Omega)}^2\right)^{\frac{1}{2}}.$$

We also compute error curves on the contact pressure $\sigma_C$ at midpoint, and on the energy $E$. These errors, noted respectively $e^{h,\tau}_\sigma$ and $e^{h,\tau}_E$, are calculated in the $l^2(\tau)$ norm which is defined as follows for a scalar (finite) sequel $x^\tau := (x^n)_{n=0,\ldots,N}$: $\|x^\tau\|_{l^2(\tau)} := \left(\tau \sum_{n=0}^{N} (x^n)^2\right)^{\frac{1}{2}}$. The error curves are depicted in Figure 10.
We observe that all the methods converge in the $L^2(\Omega)$ norm, but that the convergence is slower for the standard mixed and Nitsche methods. The Nitsche-Hybrid and modified mass methods converge better. The error is smaller for the Nitsche-Hybrid scheme but the convergence rate is slightly faster for the modified mass.

In the $H^1(\Omega)$ norm, the mixed and Nitsche methods fail to converge, which is related to the presence of small spurious oscillations on the displacement $u$. Conversely, the Nitsche-Hybrid and modified mass methods converge in this norm. Once again, the error is smaller for Nitsche-Hybrid at the beginning, but the slope is higher for the modified mass so that both curves coincide for the smallest value of $\tau$. Note in particular that the convergence for the Nitsche-Hybrid scheme is quite slow.

For mixed and Nitsche methods, the approximation of the contact pressure $\sigma_C$ does not seem to be improved when $h = \tau$ become smaller, and the slope of the curves is near 0. Conversely, convergence is observed for both Nitsche-Hybrid and modified mass methods. Once again, the error is smaller at the beginning for Nitsche-Hybrid, but convergence is faster for the modified mass.
Finally, we recover the fact that mixed and Nitsche methods (combined to Crank-Nicolson) do not preserve the energy. If discretization parameters are taken smaller, the result is worse in the sense that the energy blows up and there is no convergence to a solution which preserves the energy. At the opposite, and quite in agreement with theoretical results (see Corollary 3.8 and, e.g., [18]), Nitsche-Hybrid and modified mass methods conserve almost the energy, and the conservation is better when the parameters \( h \) and \( \tau \) are taken smaller. The Nitsche-Hybrid method provides a smaller error and converges slightly faster than the modified mass method.

4.2 2D/3D numerical experiments: multiple impacts of a disc / a sphere

Numerical experiments are then carried out in 2D, to assess the behaviour of Nitsche’s method in a more realistic situation. We study the impact of a disc on a rigid support. The physical parameters are the following: the diameter of the disc is \( D = 40 \), the Lamé coefficients are \( \lambda = 20 \) and \( \mu = 20 \), and the material density is \( \rho = 1 \). The total simulation time is \( T = 40 \).

The volumic load in the vertical direction is set to \( \|f\| = 0.1 \) (gravity, oriented towards the support). On the upper part of the boundary is applied a homogeneous Neumann condition \( g = 0 \) and the lower part of the boundary is the contact zone \( \Gamma_C \). There is no initial displacement \( (u_0 = 0) \) and no initial velocity \( (\dot{u}_0 = 0) \). We introduce an initial gap which value is 5. In such a situation, there is up to our knowledge no analytical solution to validate the numerical results. For space semi-discretization, Lagrange finite elements of order \( k = 2 \) have been used. The mesh size is \( h = 4 \). Integrals of the non-linear term on \( \Gamma_C \) are computed with standard quadrature formulas of order 4.

We carry out some tests, with a time-step \( \tau = 0.1 \). The Nitsche parameters are \( \Theta = 1, \gamma = 0.001 \).

The results are depicted in Figure 11.

![Figure 11: 2D impact of a disc. Deformed configuration and von Mises strain at \( t = 0, 12, 18, 24, 38 \), for Nitsche-Hybrid. Energy \( E^h \) for different methods.](image-url)
Once again, we compare mixed and Nitsche’s semi-discretization combined with Crank-Nicolson, the Nitsche-Hybrid method and the modified mass method (still with Crank-Nicolson). We only plot the deformation for the Nitsche-Hybrid method, but similar results are obtained with Nitsche and modified mass methods.

For Nitsche-Hybrid, the deformation presents no spurious oscillations and the energy $E_h$ is almost preserved, in adequation with the theory and the numerical experiments in 1D. The same observation applies of course for the modified mass method. Also, for Nitsche, the results are very similar to those observed with Nitsche-Hybrid. This is due to the moderate value of $\gamma_0$, as it was already observed in the 1D case. The choice of this value is motivated by generalized Newton’s algorithm, which has difficulties to converge whenever $\gamma_0$ is too small (see [26]). Finally, for the mixed discretization, we recover that the energy is not preserved, and some spurious oscillations appear in the strain (not displayed).

A similar experiment is carried out in 3D. The parameters are exactly the same as in 2D, except for the mesh size $h \simeq 8$ (400 elements are used). The results are depicted in Figure 12.

![Figure 12: 3D impact of a sphere. Deformed configuration and von Mises strain at $t = 0, 12, 18, 24, 38$, for Nitsche-Hybrid. Energy $E_h$ for different methods.](image)

The conclusions are identical as in the 2D case. In particular Nitsche, Nitsche-Hybrid and modified mass methods preserve quite well the energy, conversely to the mixed method.

5 Conclusion and perspectives

By itself, the Nitsche-based treatment of contact conditions in elastodynamics does not cure the whole range of numerical problems that arise for other discretizations, such as the classical mixed method. Though at the semi-discrete level, Nitsche’s method permits to recover a well-posed problem and conservation of an augmented energy when $\Theta = 1$, these properties are lost when time-discretization is carried out with a standard conservative scheme such as Crank-Nicolson.
There is indeed a term in the energy estimates that allows creation of artificial energy (see for instance Remark 3.3). This is also observed in practice where the energy may increase significantly at each impact, and is accompanied of spurious oscillations both on the contact pressure and on the displacement.

One first remedy is to combine Nitsche and modified mass methods, and then the energy is quite well preserved and, at least, the displacement is free of spurious oscillations. The resulting scheme behaves very similarly to the mixed method combined to modified mass, the only difference (and maybe advantage) is that it remains a primal formulation (no Lagrange multiplier is needed).

Another remedy is to apply the Hybrid time-marching scheme, in which the contact term may be discretized with either Crank-Nicolson or Midpoint when contact conditions are activated. The choice of each alternative is effectuated in order to prevent creation of artificial energy. This new scheme is slightly dissipative, but the amount of numerical dissipation is very small, and vanishes when \( \tau \) becomes smaller. The resulting (fully discrete) Nitsche-Hybrid method performs quite as well as the modified mass in terms of energy conservation and of quality of the whole solution.

Note that this Hybrid time-discretization takes advantage of the Nitsche-based formulation, and it would not be possible to adapt it to a mixed formulation of contact conditions. However, it may be adaptable to penalized contact. In comparison to modified mass methods, it requires a small additional effort in terms of implementation.

Among the perspectives are the theoretical analysis of convergence of semi-discrete and fully discrete methods, a numerical study of explicit time-marching schemes, and also the design of other well-fitted time-marching schemes.
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