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STABILITY THEOREMS FOR GAGLIARDO-NIRENBERG-SOBOLEV

INEQUALITIES:

A REDUCTION PRINCIPLE TO THE RADIAL CASE

B. RUFFINI

Abstract. In this paper we investigate the quantitative stability for Gagliardo-Nirenberg-

Sobolev inequalities. The main result is a reduction theorem, which states that, to solve the

problem of the stability for Gagliardo-Nirenberg-Sobolev inequalities, one can consider only the

class of radial decreasing functions.

1. Introduction

1.1. Background. The sharp Gagliardo-Nirenberg-Sobolev inequality (briefly: GNS) in R
n,

with n ≥ 2, takes the form, for a suitable constant G = G(n, p, s, q) > 0,

G‖u‖q ≤ ‖∇u‖θp‖u‖
1−θ
s (1.1)

where the parameters s, q, p satisfy

1 < p < n,

1 ≤ s < q < p⋆, p⋆ =
np

n− p
and

θ

p⋆
+

1− θ

s
=

1

q
.

(1.2)

In (1.1), and in what follows in this paper, the symbol ‖u‖r denotes the Lr-norm of a function

u on R
n

‖u‖rr =

∫

Rn

|u|r =

∫
|u|r

while if the set of integration is a proper subset E of Rn, we use the notation ‖ · ‖Lr(E). Analo-

gously, to lighten the notations, we shall omit the set of integration when an integral is defined

on the whole R
n. The function u is taken in Dp,s(Rn), that is the closure of C∞

c (Rn) under

the norm ‖u‖Dp,s = ‖∇u‖p + ‖u‖s, anyhow we can always suppose, in this paper, to deal with

regular functions, so that the gradient ∇u of a function u is well defined.

Inequality (1.1) belongs to the class of the celebrated Sobolev inequalities, which are a

fundamental tool in several applications in the Calculus of Variation, and it can be derived

by combining the interpolation inequality between the Ls, Lq and Lp⋆ norms on R
n with the

classical Sobolev inequality

S(n, p)‖u‖p⋆ ≤ ‖∇u‖p. (1.3)

Here S(n, p) is the optimal Sobolev constant, namely

S(n, p) = inf

{
‖∇u‖p
‖u‖p⋆

: u ∈W 1,p(Rn) \ {0}

}
, (1.4)
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being W 1,p(Rn) the Sobolev space of functions which are, together with their weak gradient, in

Lp(Rn) (see [9]). Explicit formulas for S(n, p) and minimizers in (1.4) are known since the work

of Aubin [1] and Talenti [15]. We stress that the same result is not available for the optimal

constants and functions in (1.1) with the exception of the one-parameter family of exponents

p(s− 1) = q(p− 1) if q, s > p p(q − 1) = s(p− 1) if q, s < p, (1.5)

see [8, 5]. What can be said in full generality, is that optimal functions in (1.1) exist and, ac-

cording to the Pólya-Szegö inequality (see for instance [2]), are non-negative, radially symmetric

functions with decreasing profile (see [2, 14]). Furthermore, they are unique up to translations,

rescaling and multiplication by (non-zero) constants. In this paper we deal with the problem of

getting a quantitative stability version of inequality (1.1). To state rigorously this problem, we

introduce the (GNS) deficit δ(u) of a function u ∈ Dp,s(Rn) as

δ(u) =
‖∇u‖θp‖u‖

1−θ
s

G‖u‖q
− 1, (1.6)

and notice that inequality (1.1) reads, in terms of δ(u), as

δ(u) ≥ 0. (1.7)

Then, for a quantitative version of the GNS inequality, we mean an improvement of inequality

(1.7) of the form

δ(u) ≥ κ0dist(u,M)α0 , (1.8)

where κ0, α0 are positive constants not depending on u and dist(·,M) indicates an appropriate

distance from M , the set of the optimizers for (1.1). The concept of distance we shall adopt is

the following

λ(u) = inf

{
‖u− v‖qq
‖u‖qq

: v is optimal for (1.1), ‖v‖q = ‖u‖q

}
(1.9)

and we will call it asymmetry of u. Results in this direction have been recently obtained with

some ad-hoc techniques valid for special classes of parameters among those in (1.2), see [6]

and [3]. In particular, the parameters considered in [6] are contained in those introduced in

(1.5) (although the authors focus, because of their later applications, just on the particular case

p = 2, q = 6, s = 4), and the knowledge of minimizers is exploited in a crucial way. In [3],

the authors address a class of parameters, p = s = 2, q > 2, for which the minimizers are not

explicitly known and they follow a strategy developed by Bianchi and Egnell in [4], which heavily

relies on the Hilbertian structure corresponding to p = 2 and seems complicate to generalize.

Thus the above techniques seem adaptable to prove the stability for the GNS inequalities only

for a particular class of parameters. In this paper, thanks to a general symmetrization technique

introduced by Cianchi, Fusco, Maggi and Pratelli in [7], we are able to prove a reduction principle

which is valid for the whole class of parameters (1.2). Namely we reduce the problem to that of

showing the stability just for radial symmetric functions, reducing the complexity of the task in

its generality from a n−dimensional to a 1−dimensional problem. Although this does not solves

completely the problem, it offers a more simple way to attack it.

1.2. Main result and plan of the paper. Consider the class of parameters (1.2). The main

result we shall prove is the following
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Main Theorem. Consider the functionals δ(·) and λ(·) defined in (1.6) and (1.9) respectively.

Suppose that there exist two positive constants k0 and α0 such that the stability inequality

δ(u) ≥ κ0λ(u)
α0 (1.10)

holds for any radial non-increasing function u ∈ Dp,s(Rn). Then there exist two positive con-

stants k1 and α1 such that the inequality

δ(u) ≥ κ1λ(u)
α1 (1.11)

holds true for any function in Dp,s(Rn).

A first result we shall use, in the direction of proving the Main Theorem, is a sort of continuity

at 0 of the asymmetry λ with respect to the deficit δ. Namely we prove, in Corollary 2.4 of Section

2, that given a sequence of functions (uh)h such that δ(uh) converges to 0 as h goes to infinity,

then λ(uh) converges to 0 as well. This result is accomplished by means of the compactness

Theorem 2.1, where we prove that a sequence of functions whose deficits are infinitesimal, up

to be (suitably) rescaled and translated, is compact in Lq(Rn). After Corollary 2.4 is settled,

we pass to the proof of the Main Theorem. Its proof is given in Section 3 and Section 4,

each of them devoted to obtain a simplification of the class of functions we deal with. More

precisely we make use of a further reduction step, aimed to prove that if the stability inequality

(1.10) holds true for radial decreasing functions, it also holds for n-symmetric functions, that is

functions which are symmetric with respect to n orthogonal hyperplanes. Namely we prove, in

Section 3, that if there exist positive constants κ0 and α0 such that for any radial decreasing

function u ∈ Dp,s(Rn) inequality (1.10) holds true, then there exist positive constants κ1 and

α1 depending on n, p, q and s such that for any n-symmetric function u ∈ Dp,s(Rn) we have

δ(u) ≥ κ1λ(u)
α1 . (1.12)

Eventually, in Section 4, we prove that to get the stability for GNS inequality, it is not restrictive

to consider only n-symmetric functions. To do this, we show the existence of two positive

constants κ2 and α2 such that for every non-negative function u ∈ Dp,s(Rn) there exists an

n-symmetric function ū such that the following reduction inequalities hold true

λ(u) ≤ κ2λ(ū)
α2 , δ(ū) ≤ κ2δ(u)

α2 . (1.13)

It is then easy to see that combining (1.12) with the reduction inequalities (1.13) we get the

claim of the Main Theorem.

2. Continuity of λ with respect to δ via a compactness theorem

We devote this section to the proof of the following theorem.

Theorem 2.1. Let (uh)h be a sequence in Dp,s(Rn) such that δ(uh) converges to 0 as h → ∞.

Then there exist (λh)h ⊂ (0,+∞) and (xh)h ⊂ R
n such that the rescaled sequence

wh(x) = τλh
uh(x− xh) = λ

n/q
h uh(λh(x− xh)) (2.1)

satisfies:

(i) δ(wh) = δ(uh); λ(wh) = λ(uh);

(ii) ‖wh‖q = ‖uh‖q for h ∈ N;

(iii) there exist constants C0, C1 > 0, depending only on n, p, q, s, such that

1

C0
≤ ‖∇wh‖p ≤ C0,

1

C1
≤ ‖wh‖s ≤ C1;
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(iv) wh → w strongly in Lq(Rn) as h→ ∞ with w ∈ Dp,s(Rn).

In what follows we will always implicitly suppose that the parameters n, p, s, q and θ satisfy

conditions (1.2). We begin our analysis considering the following functionals

G(u) = ‖∇u‖θp‖u‖
1−θ
s , F (u) =

∫
|∇u|p +

∫
|u|s (2.2)

defined for u ∈ Dp,s(Rn). Given m > 0 we define the functions

ψ(m) = inf{G(u) : ‖u‖qq = m}, ϕ(m) = inf{F (u) : ‖u‖qq = m}. (2.3)

Lemma 2.2. There exists η0 = η0(n, p, q, s) > 0 with the following property. For any u ∈

Dp,s(Rn) there exists λ > 0 such that, if τλ(u) = λn/qu(λx), then

F (τλu) = η0G(u)
k where k = q ·

np+ ps− ns

np+ pq − ns
< q. (2.4)

Proof. For u ∈ Dp,s(Rn) we have

‖τλu‖
q
q = ‖u‖qq, ‖τλu‖

s
s = λ−n+ns/q‖u‖ss and ‖∇τλu‖

p
p = λ

−n+p+np
q ‖∇u‖pp; (2.5)

hence

F (τλu) = λaA+ λbB = f(λ)

where A = ‖∇u‖pp, B = ‖u‖ss, a = −n + p + np/q and b = −n + ns/q. The function f attains

its minimum at

λm =
(
−
b

a

) 1
a−b
(B
A

) 1
a−b

with the value

f(λm) = η0

(
Aθ/p

)qν(
B(1−θ)/s

)qν

where η0 = η0(n, p, s, q) and ν = np+ps−ns
np+pq−ns , that is the claim of the lemma. �

Lemma 2.3. There exists α = α(n, p, q, s) ∈ (0, 1) such that

ϕ(m) = mαϕ(1) for all m > 0.

In particular ϕ is strictly super-additive in (0, 1).

Proof. Let u ∈ Dp,s(Rn) be such that ‖u‖qq = m. Let v = u/m1/q and set τλv(x) = λn/qv(λx).

Setting λ = m
p−s

np+pq−ns we get, after some calculation analogous to those in Lemma 2.2,

F (τλv) = m−αF (u)

where α = np+ps−ns
np+pq−ns . If we now consider a minimizing sequence (uh)h for ϕ(m) such that

‖uh‖
q
q = m and as above vh = uh/m

1/q, we obtain

ϕ(m) = lim
h→∞

F (uh) = mα lim
h→∞

F (τλvh) ≥ mαϕ(1).

The opposite inequality can be proved with an analogous argument considering a minimizing

sequence (vh)h for ϕ(1), and setting uh = m1/qvh. �

We pass now to the proof of Theorem 2.1.

Proof of Theorem 2.1. Let ϕ be the function defined in (2.3). We recall the Lions’s Concentration-

Compactness Theorem (see [11] or [13, Theorem 4.3 and Theorem 4.8]): given a non-negative

sequence (ρh)h in L1(Rn) with fixed L1 norm, say 1, there is a subsequence (ρhk
)k which satisfies

one of the following properties:
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(1) (concentration) there exists a sequence (yk) ⊂ R
n such that for every ε > 0 there exists

R ∈ (0,∞) such that
∫
BR(yk)

ρhk
≥ 1− ε for every k ∈ N;

(2) (vanishing) limk→∞ supy∈Rn

∫
BR(y) ρhk

= 0 for 0 < R <∞;

(3) (dichotomy) there exist α ∈ (0, 1) and two sequences Rh → +∞ and (yh)h ⊂ R
n such

that
∫
BRhk

(yhk )
ρhk

→ α and
∫
Rn\B2Rhk

(yhk )
ρhk

→ 1− α.

Let uh ∈ Dp,s(Rn) be such that δ(uh) → 0. We can suppose that ‖uh‖q = 1. Consider

wh(x − xh) = τλh
uh(x − xh) where λh > 0 is defined, for every h, as in Lemma 2.2. Thanks

to formulas (2.5), each function wh satisfies statements (i) and (ii) of the theorem. Moreover,

Lemma 2.2 provides us two positive constants η0 and k such that F (wh) = η0G(uh)
k. Since

δ(wh)+1 = G(wh)/G, and δ(wh) tends to 0, it follows that the sequence F (wh) → Gk = ϕ(1) as h

tends to ∞, where ϕ is defined in (2.3). In particular the sequence (wh)h must satisfy statement

(iii) of the theorem. In order to prove point (iv), we apply the Concentration-Compactness

Theorem to the sequence (|wh|
q)h aiming to exclude cases (2) and (3).

If the sequence vanishes, by Hölder inequality we would get vanishing also for the sequence

(|wh|
s)h, since s < q. It is not difficult to see that these conditions, together to the equibound-

edness of (wh)h in Dp,s(Rn), guarantee that wh → 0 strongly in Lq as h → ∞ (see for istance

[12] Lemma I.1). Since ‖wh‖q = ‖uh‖q = 1, we would get a contradiction. So we can exclude

case (2).

The dichotomy case is more complicate and requires a longer analysis. Suppose to have

dichotomy for the sequence (|wh|
q)h. Then there exist α ∈ (0, 1) and a sequence of positive

numbers Rh → ∞ as h→ ∞ such that

∫

BRh

|wh|
q → α;

∫

Bc
2Rh

|wh|
q → 1− α;

∫

B2Rh
\BRh

|wh|
q → 0.

Let f ∈ C1
c (B(0, 2); [0, 1]) such that f = 1 on B(0, 1) and consider fh(x) = f(x/Rh) ∈

C1
c (B(0, 2Rh); [0, 1]). Choose also f such that |∇fh| ≤ C/Rh for some C > 0. Then we have

F (wh) =

∫
|∇wh|

p +

∫
|wh|

s

=

∫

BRh

|∇(fhwh)|
p +

∫

Bc
2Rh

|∇((1− fh)wh)|
p +

∫

B2Rh
\BRh

|∇wh|
p

+

∫

BRh

|fhwh|
s +

∫

Bc
2Rh

|(1− fh)wh|
s +

∫

B2Rh
\BRh

|wh|
s

=

∫
|∇(fhwh)|

p +

∫
|∇[(1 − fh)wh]|

p

+

∫

B2Rh
\BRh

[
|∇wh|

p − |∇(fhwh)|
p − |∇[(1− fh)wh]|

p
]

+

∫ [
|fhwh|

s + |(1− fh)wh|
s
]

+

∫

B2Rh
\BRh

[
|wh|

s − f sh|wh|
s − (1− fh)

s|wh|
s
]
.
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Since fh takes values in [0, 1], the last integral is non-negative. Neglecting this quantity and

rearranging the terms, we get

F (wh) ≥ F (fhwh) + F ((1 − fh)wh)− ǫ(h)

≥ ϕ(‖fhwh‖
q
q) + ϕ(‖(1 − fh)wh‖

q
q)− ǫ(h),

(2.6)

where

ǫ(h) =

∫

B2Rh
\BRh

[
|∇(fhwh)|

p + |∇[(1− fh)wh]|
p − |∇wh|

p
]
.

We claim that the error ǫ(h) is estimated from above by a quantity which converges to 0 as

h→ ∞. Indeed

ǫ(h) =

∫

B2Rh
\BRh

[
|∇(fhwh)|

p + |∇[(1− fh)wh)]|
p − |∇wh|

p
]

=

∫

B2Rh
\BRh

[
|fh∇wh + wh∇fh|

p + |(1− fh)∇wh − wh∇fh|
p − |∇wh|

p
]

≤

∫

B2Rh
\BRh

[(
|fh∇wh +wh∇fh|+ |(1− fh)∇wh − wh∇fh|

)p
− |∇wh|

p
]

≤

∫

B2Rh
\BRh

[(
|∇wh|+ 2|wh||∇fh|

)p
− |∇wh|

p
]

≤

∫

B2Rh
\BRh

[
εCp|∇wh|

p + Cε|∇fh|
p|wh|

p
]

≤ εCp sup
h∈N

∫
|∇wh|

p + Cε

∫

B2Rh
\BRh

|∇fh|
p|wh|

p.

(2.7)

where the first inequality is due to the super additivity of the map t 7→ tp on R+, the second to

the triangle inequality and the third one is the Young inequality of (suitable) parameters ε > 0

and Cε. We need to estimate the quantity

g(h) =

∫

B2Rh
\BRh

|∇fh|
p|wh|

p.

If p > s then interpolating the Lp norm of the wh’s between the Ls norm and the Lp⋆ norm and

recalling that |∇fh| ≤ C/Rh, we get
∫

B2Rh
\BRh

|∇fh|
p|wh|

p ≤
Cp

Rp
h

‖wh‖
pθ
p⋆‖wh‖

p(1−θ)
s .

Since we already know that wh satisfies statement (iii) of the theorem, we get that g(h) → 0 as

h→ ∞. If s ≥ p we divide g(h) into two terms:

g(h) =

∫

(B2Rh
\BRh

)∩{wh≥1}
|∇fh|

p|wh|
p +

∫

(B2Rh
\BRh

)∩{wh<1}
|∇fh|

p|wh|
p = g1(h) + g2(h).

Since q > p we have

g1(h) ≤
Cp

Rp
h

∫

B2Rh
\BRh

|wh|
q ≤

Cp

Rp
h

and so g1(h) → 0 as h→ ∞. Moreover, by Hölder inequality of parameter p⋆/p, we get

g2(h) ≤
Cp

Rp
h

(∫

(B2Rh
\BRh

)∩{wh<1}
|wh|

p⋆

)p/p⋆

|(B2Rh
\BRh

)|
1

(p/p⋆)′
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where

(p/p⋆)′ =
p/p⋆

−1 + p/p⋆
= n/p.

Since p⋆ > q, we obtain

g2(h) ≤ (ωn(2
n − 1))p/nCp

(∫

(B2Rh
\BRh

)∩{wh<1}
|wh|

q

)p/p⋆

where ωn is the measure of the unit ball of Rn. So also g2 converges to 0 as h → ∞. Thus,

passing to the limit in (2.7), first in h → ∞ and then in ε → 0 we obtain that ǫ(h) can be

estimated from above by an infinitesimal quantity. Since ‖whfh‖
q
q and ‖(1 − fh)wh‖

q
q converge

respectively to λ and 1− λ, we can conclude thanks to Lemma 2.3 that

ϕ(1) ≥ ϕ(λ) + ϕ(1 − λ) > ϕ(1)

obtaining a contradiction.

So we can exclude also the dichotomy phenomenon. Since wh is equibounded in Lq(Rn), we can

consider its weak-Lq limit w. This is also a strong limit in Lq. Indeed by concentration, up to

translations and since q > 1, we have

1− ε ≤ lim
h→∞

∫

BR

|wh|
q =

∫

BR

|w|q ≤

∫
|w|q ≤ lim inf

h→∞

∫
|wh|

q = 1.

This concludes the proof of the theorem. �

Corollary 2.4. Consider a sequence (uh)h ⊂ Dp,s(Rn) such that δ(uh) → ∞ as h → 0. Then

also λ(uh) → 0 for h→ ∞.

Proof. As a consequence of Theorem 2.1, up to pass to a subsequence and to consider a rescaling

of the form τλuh(x) = λn/qu(λx), we can suppose that uh → u strongly in Lq(Rn). Since the

map u 7→ λ(u) is strongly continuous in Lq(Rn), λ(uh) converges to λ(u). Furthermore, by the

semicontinuity of the deficit (with respect to the Lq-convergence), δ(u) = 0. Hence u is optimal

for (1.1) and λ(u) = 0. �

3. Reduction to n-symmetric functions

In this section we prove that inequality (1.12) holds true for n-symmetric functions (recall

that a function is k-symmetric in R
n, n ≥ k, if it is symmetric with respect to k mutually

orthogonal hyperplanes). We begin with a brief overview of the strategy we want to adopt.

Given a function u ∈ Dp,s(Rn), the natural radial symmetric function to look at is its spherical

rearrangement u⋆ (see [10, Chapter 3]). Suppose that inequality (1.10) holds true for radial

symmetric decreasing functions (and so for u⋆). Then by the triangle inequality we get

λ(u)1/q ≤ ‖u− u⋆‖q + λ(u⋆)1/q ≤ ‖u− u⋆‖q + κ
1/q
0 δ(u⋆)α0/q.

In the direction of the proof of (1.12), we notice that by the Pólya-Szegö inequality (see for

instance [2]) we have that δ(u⋆) ≤ δ(u). But it is not clear if we can estimate the Lq distance

between u and u⋆ in terms of δ(u). Indeed this turns out to be true only if a function is already

n-symmetric. We shall show, in Lemma 3.1, that δ(u) estimates from above the Pólya-Szegö

deficit, defined as

δPS(u) =
‖∇u‖p − ‖∇u⋆‖p

‖∇u⋆‖p
, (3.1)
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and then, in Lemma 3.2, we prove an estimate of the Lp⋆ distance between u and u⋆ in terms

of the Lp distance between |∇u| and |∇u⋆|.

Lemma 3.1. There exist two positive constants δ0 and C0 such that for every u ∈ Dp,s(Rn)

such that ‖u‖q = 1, with δ(u) ≤ δ0, up to the rescaling (2.1), we have

δPS(u) ≤ Cδ(u)1/θ (3.2)

where θ ∈ (0, 1) is the parameter introduced in (1.2).

Proof. By Theorem 2.1, up to rescaling it, we can suppose that u satisfies properties (i)− (iii)

in (2.1). If we choose δ(u) ≤ 1/G, we obtain:

G ≤ ‖∇u⋆‖θp‖u
⋆‖1−θ

s ≤ ‖∇u‖θp‖u‖
1−θ
s ≤ 1 +G. (3.3)

Then,

Gδ(u) =
(
‖∇u‖θp − ‖∇u⋆‖θp

)
‖u‖1−θ

s +Gδ(u⋆)

≥ Cθ−1
1

(
‖∇u‖θp − ‖∇u⋆‖θp

)
+Gδ(u⋆)

(3.4)

where we used the fact that ‖u‖q = 1 (statement (ii)) and ‖u‖s ≥ C−1
1 (statement (iii)). By

(3.3) there exists a positive constant c such that,

‖∇u‖θp − ‖∇u⋆‖θp ≥ c
(
‖∇u‖p − ‖∇u⋆‖p

)θ
.

Now the conclusion follows from (3.4) and (3.1), with C = c1/θ. �

To obtain the desired estimate of the Lp distance between u and u⋆ we shall use the following

result, whose proof can be found in [7, Theorem 3].

Lemma 3.2. Let n ≥ 2, 1 < p < n and z = max{p, 2}. Then there exists a positive constant C

such that

∫
|u− u⋆|p

⋆
≤ C

(∫
|u|p

⋆

) p
n
(∫

|∇u⋆|p

) z−1
z
(∫

|∇u|p −

∫
|∇u⋆|p

) 1
z

(3.5)

holds for every non-negative u ∈ W 1,p(Rn) which is symmetric with respect to the coordinate

hyperplanes.

We are now able to proceed with the proof of (1.12) when u belongs to the class of n-

symmetric functions.

Theorem 3.3. Suppose that there exist positive constants κ0 and α0 such that for any radial de-

creasing function u ∈ Dp,s(Rn) inequality (1.10) holds true. Then, there exist positive constants

κ1 and α1 depending on n, p, q and s such that for any n-symmetric function u ∈ Dp,s(Rn) we

have

δ(u) ≥ κ1λ(u)
α1 . (3.6)

Proof. Since λ(u) ≤ 2q−1, if δ > 0 and δ(u) ≥ min{δ, 1/G}, then we have λ(u) ≤ (2q−1/δ)δ(u)

and so (1.12) holds true with κ1 = 2q−1/δ and α1 = 1. Hence we may assume that δ(u) ≤

min{δ, 1/G} for a suitably small δ. Moreover, by Theorem 2.1 we can suppose ‖u‖q = 1 and

‖u‖s ∈ [1/C0, C0] where C0 ≥ 1 is a constant not depending on u. Keeping in mind these

remarks, we divide the proof into two steps:
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Step 1: We assume that u ≥ 0. In this case we have, by an interpolation inequality, Lemma 3.2,

and Theorem 2.1,

∫
|u− u⋆|q ≤

(∫
|u− u⋆|s

)(1−θ)q/s (∫
|u− u⋆|p

⋆

)θq/p⋆

≤ C
θq
p⋆ 2

(1−θ)q(s−1)
s

(∫
us
)(∫

|u|p
⋆

) pθq
np⋆
(∫

|∇u⋆|p

) θq(z−1)
p⋆z

(∫
|∇u|p −

∫
|∇u⋆|p

) θq
p⋆z

≤ C(n, p, q, s)

(∫
|∇u|p −

∫
|∇u⋆|p

)γ

.

(3.7)

where C(n, p, q, s) and γ are suitable positive constants depending on n, p, s and q. Notice that

we used the boundedness of the Lp norm of ∇u and of the Ls norm of u guaranteed by Theorem

2.1 (up to choose δ small enough). Moreover we exploited Lemma 3.2 and thus the assumption

that u ≥ 0. If we suppose δ(u) ≤ δ ≤ G, again by Theorem 2.1 we get

G ≤ C2‖∇u
⋆‖θp ≤ C2‖∇u‖

θ
p = C3G(δ(u) + 1) ≤ C3G(1 +G),

for suitable positive constants C2 and C3. Hence there exists C4 > 0 such that

‖∇u‖pp − ‖∇u⋆‖pp ≤ C4(‖∇u‖p − ‖∇u⋆‖p).

By the triangle inequality, estimates (3.2) and (3.7), the Pólya-Szegö inequality and the assump-

tion on radial functions that we have as hypothesis, we can find constants C5, C6 and C7 not

depending on u such that

λ(u)q ≤ 2q−1
(
λ(u⋆) + ‖u− u⋆‖qq

)

≤ C5

[
δ(u)α0 +

(∫
|∇u|p −

∫
|∇u⋆|p

)γ]

≤ C6

[
δ(u)α0 + δ(u)γ/θ ]

]
≤ C7δ(u)

ξ ,

where ξ = min{α0, γ/θ}.

Step 2: u changes sign. In this case consider the positive and the negative part of u:

u+ = uχ{u>0} and u− = −uχ{u<0} (where χA denotes the characteristic function of the set A).

By Lemma 2.2 we are provided of a positive constant λ such that

η0G(u)
κ = F (τλu).

Moreover we have that

F (τλu
±) ≥ inf

µ
F (τµu

±) = η0G(u
±)κ.
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where F and G are defined in (2.2). So we get

Gκ(δ(u) + 1)κ =
(
‖∇u‖θp‖u‖

1−θ
s

)κ
=

1

η0

(∫
|∇τλu|

p +

∫
|τλu|

s

)

=
1

η0

(∫
|∇τλu

+ +∇τλu
−|p + |τλu

+ + τλu
−|s

)

=
1

η0

(∫
|∇τλu

+|p +

∫
|∇τλu

−|p +

∫
|τλu

+|s +

∫
|τλu

−|s

)

≥
(
‖∇u+‖θp‖u

+‖1−θ
s

)κ
+
(
‖∇u−‖θp‖u

−‖1−θ
s

)κ

≥ Gκ
[
‖u+‖κq + ‖u−‖

κ

q

]
= Gκ

[
‖u+‖κq + ‖u−‖κq

]
.

The last equality is due to the fact that τλu
+ and τλu

− have disjoint supports while in the last

inequality we exploited the GNS inequality. Let us set
∫
(u+)q = t and

∫
(u−)q = 1− t. We can

suppose t ∈ (0, 1), since u changes sign. Then the previous formula is equivalent to

f(t) =
(
tκ/q + (1− t)κ/q

)1/κ
− 1 ≤ δ(u).

The function f is symmetric in [0, 1], vanishes at 0 and 1 and since κ < q (by Lemma 2.2) is

concave. Thus there exists a > 0 such that

f(t) ≥
1

a
min{t, 1 − t},

so that

min

{∫
(u+)q,

∫
(u−)q

}
≤ aδ(u). (3.8)

Suppose that the minimum in (3.8) is achieved by
∫
(u−)q (being analogous the other case).

Since δ(|u|) = δ(u), we can conclude, thanks to the triangle inequality and to (3.8), that

λ(u)1/q ≤ λ(|u|)1/q +

(∫
|u− |u||q

)1/q

≤ C8(δ(u)
ξ/q + δ(u)1/q) ≤ κ1δ(u)

α/q

where α = min{ξ, 1} and C8 a positive constant not depending on u. The last inequality holds

for δ(u) < 1. So (3.6) holds with α1 = α/q. �

4. Reduction inequalities

The goal of this section is to prove the reduction inequalities (1.13). Namely we shall prove

the following result.

Theorem 4.1. Assume the hypotheses of Theorem 3.3. Then there exist two positive constants

κ2 and α2 such that for every non-negative function u ∈ Dp,s(Rn) there exists an n-symmetric

function ū such that the following reduction inequalities hold true

λ(u) ≤ κ2λ(ū)
α2 , δ(ū) ≤ κ2δ(u)

α2 . (4.1)

The proof is accomplished arguing similarly to the Sobolev case considered in [7], although

some technical modifications are needed. We begin recalling that if v is an optimal function for

(1.1), then any other optimal function is of the form

va,b,x0(x) = av(b(x− x0)),
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where a and b are non-null constants and x0 ∈ R
n. We define the relative asymmetry of a

function on an affine subspace S of Rn as

λ(u|S) = inf
(a,b,x0)∈R2×S

{‖u− va,b,x0‖
q
q

‖u‖qq
: v optimal for (1.1), ‖va,b,x0‖q = ‖u‖q

}
.

The next Lemma shows that the infimum in the definition of the relative asymmetry is achieved.

Lemma 4.2. Let u ∈ Dp,s(Rn) and S an affine space contained in R
n. Then the infimum in

the definition of λ(u) and λ(u|S) are achieved.

Proof. Since the two cases are analogous, we show a proof just for the asymmetry. We can

suppose without loss of generality that ‖u‖q = 1. Let us start observing that λ(u) < 2. Indeed,

if v is a competitor in the definition of λ(u), then, up to translate the center of symmetry of v,

we can suppose that u and v do not have disjoint supports. Then

λ(u) ≤

∫
|v − u|q =

∫

{u>v}
(u− v)q +

∫

{v>u}
(v − u)q <

∫
uq +

∫
vq = 2. (4.2)

Let now vh(x) = ahv(bh(x−xh)) be a sequence of functions such that ‖vh‖q = 1 and ‖u−vh‖
q
q →

λ(u) as h→ ∞. We want to show that, up to subsequences, (ah, bh, xh) → (a, b, x0) ⊂ R
2 × R

n

as h→ ∞. We have that

1 =

∫
|vh|

q = aqh

∫
|v(bh(x− xh))|

q =
aqh
bnh

∫
|v|q =

aqh
bnh

(4.3)

that is aqh = bnh. Since v ∈ Lq(Rn) there exists a function ρ(ε) converging to 0 as ε → 0 such

that for each z ∈ R
n we have∫

B(z,ε)
|v|q ≤ ρ(ε),

∫

B(0,1/ε)
|v|q ≥ 1− ρ(ε). (4.4)

Set now b− = lim infh→∞ bh and b+ = lim suph→∞ bh. We claim that b− > 0 and that b+ < ∞.

Suppose b− = 0; then, recalling that vh is a radial function, we have
∫

B(0,1/ε)
|vh|

q ≤

∫

B(xh,1/ε)
|vh|

q =
aqh
bnh

∫

B(0,bh/ε)
|v(y)|qdy

=

∫

B(0,bh/ε)
|v(y)|qdy,

(4.5)

and the last quantity, up to pass to a subsequence, converges to 0 as h → ∞. Thus we can

suppose that, for a fixed ε and for h big enough, we have
∫

B(0,1/ε)
|vh|

q ≤ ε. (4.6)

So, thanks to (4.6) and (4.4) we have

‖u− vh‖
q
q =

∫

B(0,1/ε)
|u− vh|

q +

∫

B(0,1/ε)c
|u− vh|

q

≥

∣∣∣∣∣∣

(∫

B(0,1/ε)
|u|q

)1/q

−

(∫

B(0,1/ε)
|vh|

q

)1/q
∣∣∣∣∣∣

q

+

∣∣∣∣∣

(∫

B(0,1/ε)c
|vh|

q

)1/q

−

(∫

B(0,1/ε)c
|u|q

)1/q∣∣∣∣∣

q

≥ [(1− ρ(ε))1/q − ε1/q]q + [(1 − ε)1/q − ρ(ε)1/q ]q.



12 B. RUFFINI

Passing to the limit in h→ ∞ and then in ε→ 0 we obtain that λ(u) ≥ 2, that is a contradiction.

Suppose now that b+ = ∞. Then
∫

B(xh,ε)c
|vh|

q =

∫

B(xh,ε)c
aqh|v(bh(x− xh))|

qdx = aqh

∫

B(0,ε)c
|v(bhx)|

qdx

=
aqh
bnh

∫

B(0,ε)c
|v(z)|qdz =

∫

B(0,bhε)c
|v|q

(4.7)

and arguing as before we can suppose that
∫
B(xh,ε)c

|vh|
q ≤ ε for h big enough. By (4.4) we get

‖u− vh‖
q
q =

∫

B(xh,ε)
|u− vh|

q +

∫

B(xh,ε)c
|u− vh|

q

≥

∣∣∣∣∣∣

(∫

B(xh,ε)
|vh|

q

)1/q

−

(∫

B(xh,ε)
|u|q

)1/q
∣∣∣∣∣∣

q

+

∣∣∣∣∣∣

(∫

B(xh,ε)c
|u|q

)1/q

−

(∫

B(xh,ε)c
|vh|

q

)1/q
∣∣∣∣∣∣

q

≥ (1− ε)− ρ(ε) + (1− ρ(ε))− ε

and we get, as above, a contradiction. Suppose now that (xh)h is not bounded and extract a

subsequence (not relabelled) such that |xh| → ∞. Then given N > 0, if h is big enough we

would get
∫
B(xh,N) |u|

q ≤ 1/N . If we choose N such that
∫
B(xh,N) |vh| ≥ ε for all h ∈ N, we

obtain

‖u− vh‖
q
q ≥

∫

B(xh,N)
|u− vh|

q +

∫

B(xh,N)c
|u− vh|

q

≥

∣∣∣∣∣

(∫

B(xh,N)
|vh|

q

)1/q

−

(∫

B(xh,N)
|u|q

)1/q∣∣∣∣∣

q

+

∣∣∣∣∣

(∫

B(xh,N)c
|u|q

)1/q

−

(∫

B(xh,N)
|vh|

q

)1/q∣∣∣∣∣

q

≥

[
(1− ε)1/q −

1

N1/q

]q
+

[(
1−

1

N

)1/q

− ε1/q

]q
.

and again we get a contradiction. �

Clearly the asymmetry of a function estimates from below its relative asymmetry. But if we

consider a n-symmetric function, also the opposite estimate is true, as shown in next lemma.

Lemma 4.3. Let u ∈ Dp,s(Rn) k-symmetric with respect to k orthogonal hyperplanes and let S

be the intersection of such hyperplanes. Then

λ(u|S) ≤ 3qλ(u).

Proof. Suppose as usual that ‖u‖q = 1. Let va,b,x a minimum for λ(u). We consider now the

orthogonal projection xS of x on S and y the symmetric point of xS with respect to S. Notice

that since u is symmetric with respect to S, also va,b,y is a minimum for λ(u). Moreover, since

the minima of the asymmetry are radial symmetric functions with decreasing profile, we have

‖va,b,x − va,b,xS
‖q ≤ ‖va,b,x − va,b,y‖q.
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This observation and the triangle inequality imply that

λ(u)1/q ≤ ‖u− va,b,xS
‖q ≤ ‖u− va,b,x‖q + ‖va,b,x − va,b,xS

‖q

= λ(u)1/q + ‖va,b,x − va,b,xS
‖q ≤ λ(u)(1/q) + ‖va,b,x − va,b,y‖q

≤ λ(u)1/q + ‖va,b,x − u‖qq + ‖u− va,b,y‖q = 3λ(u)1/q

and the conclusion follows. �

The next result shows that the n-symmetry condition in the previous lemma can in some sense

be relaxed.

Lemma 4.4. Consider a function u ∈ Lq(Rn), u ≥ 0, H an hyperplane of Rn and H+ and H−

the half spaces having H as boundary. Suppose that
∫

H+

|u|q =

∫

H−

|u|q =
1

2

∫

H
|u|q,

then

λ(u|H) ≤ C0λ(u)
1/q, (4.8)

with a constant C0 depending only on q and n. Moreover, if TH denotes the reflection with

respect to H of Rn, it holds
∫

|u ◦ TH − u|q ≤ C0‖u‖
q
qλ(u)

1/q . (4.9)

Proof. Suppose without loss of generality that ‖u‖q = 1 and let v0 = va,b,x0 a minimum for λ(u)

centred at x0. Suppose moreover that x0 ∈ H+, being the other case analogous, and let x̄ the

projection of x0 on H and v̄ = va,b,x̄. Then

λ(u|H) ≤

∫
|u− ū|q ≤ 2q−1

(
λ(u) +

∫
|v0 − v̄|q

)
. (4.10)

Consider the translated half spaces K± = H±+(x0−x̄). Since x0 ∈ H+ it follows thatK+ ⊆ H+

and H− ⊆ K−. We have that

1

2
=

∫

K±

vq0 =

∫

H±

uq =

∫

H±

v̄q

and ∫

H−

|v0 − v̄|q =

∫

K+

|v0 − v̄|q ≤

∫

H+

|v0 − v̄|q;

hence ∫
|v0 − v̄|q ≤ 2

∫

H+

|v0 − v̄|q. (4.11)

Since v0 ≥ v̄ on K+ we get that |v0 − v̄|q ≤ vq0 − v̄q on K+. Then
∫

K+

|v0 − v̄|q ≤

∫

K+

vq0 −

∫

K+

v̄q =
1

2
−

∫

H−

vq0

≤ C
(
‖u‖Lq(H−) − ‖v0‖Lq(H−)

)
≤ C‖u− v0‖q = Cλ(u)1/q,

(4.12)

for a suitable positive constant C. Moreover
∫

H+\K+

|v0 − v̄|q ≤ 2q−1

∫

H+\K+

(vq0 + v̄q) = 2q
∫

H+\K+

vq0

= 2q

[∫

H+

vq0 −
1

2

]
= 2q

[∫

H+

vq0 −

∫

H+

uq

]
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and reasoning as in (4.12) we obtain
∫

H+\K+

|v − v̄|q ≤ Cλ(u)1/q. (4.13)

Inequality (4.8) is then a consequence of (4.10), (4.11), (4.12), and (4.13). We are left to show

inequality (4.9). Let û be the optimal function in the definition of λ(u|H). Then
∫

H±

|u ◦ TH − u|q ≤ 2q−1

(∫

H±

|u ◦ TH − û|q +

∫

H±

|u− û|q

)

= 2q−1

∫
|u− û|q = 2q−1λ(u|H) ≤ C0λ(u)

1/q .

�

Before passing to the proof of Theorem 4.1 we need another technical lemma which, roughly

speaking, states that if two optimal functions for the GNS inequality are near in Lq norm, then

their Lq distance on the whole R
n can be estimated from above by their Lq distance on just a

quarter of Rn. Its proof is quite technical but it is essentially based on a Taylor expansion.

Lemma 4.5. Let u be an optimal function for the GNS inequality of parameters s, q, p centred

in 0 with ‖u‖q = 1, and set uα,z(x) = αn/qu(α(x − z)) (for simplicity, u1,z = uz). Consider

two orthogonal half spaces H and K containing the origin on their boundaries. There exist two

constants K = K(n, s, q, p) > 0 and ρ̃ << 1 such that if
∫

|uλ,x0 − uµ,y0 |
q ≤ ρ̃,

then ∫

H∩K
|uλ,x0 − uµ,y0 |

q ≥ K

∫
|uλ,x0 − uµ,y0 |

q. (4.14)

Proof. Up to a rotation we can consider H = {e1 = 0} and K = {e2 = 0}. So that Q :=

H ∩K = {e1 ≥ 0, e2 ≥ 0}. Let us define

Tk = {x : 1/k < |∇u(x)| < M} M = max
Rn

|∇u(x)|.

Since u is a radial function we have that each Tk is a radial set composed of a countable union

of centred annuli, i.e. there exists a non-decreasing sequence of positive numbers (rk,j)j such

that

Tk =
⋃

j∈N

(
Brk,j+1

\Brk,j

)

where Br is the ball centred at the origin of radius r. Let now Ik = {j ∈ N : rk,j+1− rk,j ≥ 1/k}

and set

Sk =
⋃

j∈Ik

(
Brk,j+1

\Brk,j

)
.

We consider, for z ∈ R
n, the biggest centred annulus contained in Sk ∩ (Sk + z):

Σ(k, z) =
{
x ∈ Sk ∩ (Sk + z) : ∂B|x| ⊆ Sk ∩ (Sk + z)

}
.

Notice, that Σ(k, z1) = Σ(k, z2) whenever |z1| = |z2| so we may define Σ(k, r) = Σ(k, z) if |z| = r.

Clearly
⋃

k∈N Sk = R
n. Moreover, since |∇u| is continuous, we have that

⋃

|z|>0

Σ(k, z) = Sk. (4.15)
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Indeed, if x ∈ Sk, there exists r = r(x) > 0 such that |∇u|(y) > 1/k for every y ∈ B(x, r(x)),

that is B(x, r(x)) ⊆ Sk. Thus it is sufficient to choose |z| < dist(x, ∂Sk) and we get that

∂B|x| ⊆ Sk ∩ (Sk + z), i.e x ∈ Σ(k, z). Bearing these definitions in mind, we pass to prove

inequality (4.14). Up to a change of variables we can consider just the case λ = 1+ l > 1, µ = 1.

For any Borel set A we have:

∫

A
|λn/qu(λ(x− x0))− u(x− y0)|

q =

∫

A+y0

|(1 + l)n/qu((1 + l)(x+ y0 − x0))− u(x)|q

=

∫

A+y0

∣∣∣(1 + l)n/q
[
u(x) +

〈
∇u(x), lx+ (1 + l)(y0 − x0)

〉]
− u(x) +R(x)

∣∣∣
q

=

∫

A+y0

∣∣∣〈∇u(x), lx+ (1 + l)(y0 − x0)〉+
n

q
l〈∇u(x), lx + (1 + l)(y0 − x0)〉+

n

q
lu(x) +R(x)

∣∣∣
q

=

∫

A+y0

∣∣∣∣|∇u(x)|
〈
x

|x|
, y0 − x0

〉
+ l

[
|x||∇u(x)|+

n

q
u(x)

]
+R(x)

∣∣∣∣
q

:=

∫

A+y0

|Ex0,y0,l(x) +R(x)|q

(4.16)

where the last inequality is due to the radial symmetry of ∇u and the error term R(x) is given

by

R(x) = (1+ l)n/q
[
|∇2u(x)|

|x|2
(x⊗ x)(lx+ (1 + l)(y0 − x0))

2

]
= O(l2)+O(|lx+(1+ l)(y0−x0)|

2).

Notice that there exists ρ̃1 such that for every x ∈ Sk

|R(x)| ≤
1

2
|Ex0,y0,l(x)| (4.17)

if |x0| + |y0| + l ≤ ρ̃1, since R is an infinitesimal of higher order than Ex0,y0,l. We aim now to

find ρ̃ such that, for |x0|+ |y0|+ l ≤ ρ̃, the following chain of inequalities holds true:
∫

|Ex0,y0,l +R|q ≤ c1

∫

Σk,y0

|Ex0,y0,l +R|q ≤ c2

∫

Σk,y0
∩Q

|Ex0,y0,l +R|q ≤ c2

∫

Q
|Ex0,y0,l +R|q

(4.18)

for suitable constants c1, c2 and k. This would immediately imply inequality (4.14). We begin

remarking that

lim
k→∞

∫

Sk

|Ex0,y0,l +R|q =

∫
|Ex0,y0,l +R|q

so there exists k such that for k ≥ k we have
∫

Sk

|Ex0,y0,l +R|q ≥
1

2

∫
|Ex0,y0,l +R|q.

Moreover, in view of (4.15) we get, for any |y0| ≤ ρ̃ small enough,
∫

Σ(k,y0)
|Ex0,y0,l +R|q ≥

1

2

∫

Sk

|Ex0,y0,l +R|q.

So the first inequality in (4.18) holds with c1 = 1/4. Since the last inequality in (4.18) is

trivial, we are left to prove the central one. Suppose by contradiction that there is a sequence

(xh, yh, lh) → 0 ∈ R
n × R

n × R as h → ∞ such that (4.18) does not hold. Reasoning as before
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we get ∫

Σ(k,yh)
|Exh,yh,lh +R|q ≤ (3/2)q

∫

Σ(k,yh)
|Exh,yh,lh |

q

≤ (3/2)q
∫

Σ(k,yh)
|M

〈
x

|x|
, yh − xh

〉
+ lh(|x||∇u(x)| + (n/q)u(x))|q

≤ (3/2)q
∫

Σ(k,yh)
|M |yh − xh|+ lh(|x||∇u(x)| + (n/q)u(x))|q

≤ (3/2)q
∫

Σ(k,yh)
|M |vh|+ c0lh|

q

(4.19)

where we set vh = yh − xh and

c0 = lim sup
h→∞

max
Σ(k,yh)

|x||∇u(x)| +
n

q
u(x) > 0.

So there exist two constants k0, k1 such that
∫

Σ(k,yh)
|Exh,yh,lh +R|q ≤ k0

∫

Σ(k,yh)
|k1l + |vh||

q. (4.20)

On the other hand we have∫

Σ(k,yh)∩Q
|Exh,yh,lh +R|q ≥

1

2q

∫

Σ(k,yh)∩Q
|Exh,yh,lh |

q

=
1

2q

∫

Σ(k,yh)

∣∣∣∣|∇u(x)|
〈
x

|x|
,
vh
|vh|

〉
|vh|+ l(|x||∇u(x)| + (n/q)u(x))

∣∣∣∣
q

.

We have now three possible situations: |vh| << lh, lh << |vh| or lh ≃ |vh| as h → ∞. In the

first case we have, thanks to (4.20), that
∫

Σ(k,yh)
|Exh,yh,lh +R|q ≤ k2

∫

Σ(k,yh)
lqh

for a suitable k2. Moreover it is easy to find positive constants k3 and k4 not depending on lh
and vh such that

∫

Σ(k,yh)∩Q
|Exh,yh,lh +R|q ≥ k3

∫

Σ(k,yh)∩Q
lqh ≥ k4

∫

Σ(k,yh)
lqh.

So in this case (4.18) holds with c2 = k3
k4
c1 (or, in other terms, we get a contradiction). The

second case, lh << |vh| can be solved with the same argument, with the only observation

that, for the estimate from above, we must further restrict the set of integration to the set (for

instance) U = {x ∈ Q : |〈x/|x|, v0/|v0|〉| ≥ 1/10}. We are left to study the case where |vh| ≃ lh.

If lim infh |vh|/lh ≥ c̃ > 0, we have that
∫

Σ(k,yh)
|Exh,yh,lh +R|q = lqh

∫

Σ(k,yh)

∣∣∣∣c0
lh
|vh|

+M

∣∣∣∣
q

.

Let us define V = {x ∈ Q : |〈x/|x|, vh/|vh|〉| ≤ α} where α is a constant (depending on c̃) that

will be fixed later. We have∫

Σ(k,yh)∩Q
|Exh,yh,lh +R|q ≥

∫

Σ(k,yh)∩V
|Exh,yh,lh +R|q

≥ κ0l
q

∫

Σ(k,yh)∩V

∣∣∣∣c1
l

|vh|
−Mα

∣∣∣∣
q

.
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Choosing α small enough, since lh/|vh| >> 0, we can find constants k1 and k2 not depending on

lh and vh such that
∫

Σ(k,yh)∩Q
|Exh,yh,lh +R|q ≥ κ1l

q

∫

Σ(k,yh)∩V

∣∣∣∣c0
lh
|vh|

+M

∣∣∣∣
q

≥ κ2l
q

∫

Σ(k,yh)

∣∣∣∣c0
lh
|vh|

+M

∣∣∣∣
q

,

so again (4.18) holds with c2 = k2/c1 (thus again a contradiction). If lim infh lh/|vh| ≥ c̃ > 0,

we can conclude applying an analogous argument. �

We pass now to prove Theorem 4.1. For the sake of clearness we divide its proof into two

parts. We first prove a proposition which provides us a method to pass from a generic function

in Dp,s(Rn) to an (n − 1)-symmetric function which satisfies the reduction inequalities (4.1).

Then we shall see how to obtain the last required symmetry.

Proposition 4.6. There exists a positive constant C such that for every function u ∈ Dp,s(Rn)

there is an (n− 1)-symmetric function ũ such that

λ(u) ≤ Cλ(ũ), δ(ũ) ≤ 2n−1δ(u). (4.21)

Proof. As usual, by the homogeneity of the deficit and the asymmetry, we can consider ‖u‖q = 1.

Moreover we can suppose that δ(u) < δ̄ for an arbitrary small δ̄. Indeed, if δ(u) ≥ δ̄, let v be a

radial (and so n-symmetric!) function such that 0 < δ(v) < 2n−1δ̄. Then

λ(u) ≤ 2q =
2q

λ(v)
λ(v) ≤ C̄λ(v), δ(v) ≤ 2n−1δ̄ ≤ 2n−1δ(u).

Consider, for k = 1 . . . n, the n hyperplanes orthogonal to the coordinate axis such that
∫

H+
k

uq =

∫

H−

k

uq =
1

2

where H±
k are the two half spaces in which R

n is divided by Hk. Denoting by Tk the reflection

with respect to Hk, we define

u+k (x) =

{
u(x) if x ∈ H+

k

u(Tk(x)) if x ∈ H−
k

u−k (x) =

{
u(x) if x ∈ H−

k

u(Tk(x)) if x ∈ H+
k

(4.22)

By construction u±k are symmetric with respect to Hk. We observe now that
∫
us =

∫
(u+k )

s +
∫
(u−k )

s

2
,

∫
|∇u|p =

∫
|∇u+k |

p +
∫
|∇u−k |

p

2
,

and since t→ t1/p and t→ t1/s are concave functions, we have that

‖u‖s ≥
‖u+k ‖s + ‖u−k ‖s

2
, ‖∇u‖p ≥

‖∇u+k ‖p + ‖∇u−k ‖p
2

. (4.23)

By the definition of δ(u) and since (x, y) 7→ xθy1−θ is concave on R
2
+ and strictly increasing in

x and y, we get that

Gδ(u) ≥

(
‖∇u+k ‖p + ‖∇u−k ‖p

2

)θ(
‖u+k ‖s + ‖u−k ‖s

2

)1−θ

−G

≥
G

2
δ(u+k ) +

G

2
δ(u−k ),
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and so

δ(u) ≥
δ(u+k ) + δ(u−k )

2
.

In particular for every k = 1, . . . , n

max{δ(u+k ), δ(u
−
k )} ≤ 2δ(u).

Let v+k and v−k be the functions which minimize λ(u±k |Hk). Then, by triangle inequality and

Lemma 4.3 we have

λ(u) ≤

∫
|u− v+k |

q =

∫

H+
k

|u+k − v+k |
q +

∫

H−

k

|u−k − v+k |
q

≤ 2q−1

(
λ(u+k |Hk) + λ(u−k |Hk)

2
+

∫

H−

k

|v+k − v−k |
q

)

≤ 2q−23q

(
λ(u+k ) + λ(u−k ) +

∫

H−

k

|v+k − v−k |
q

)
.

We claim that if δ(u) is small enough, then for any couple of indexes 1 ≤ i < j ≤ n, for k1 = i

or k1 = j the following inequality holds:

∫

H−

k1

|v+k1 − v−k1 |
q ≤ C

(∫

H+
k1

|u+k1 − v+k1 |
q +

∫

H−

k1

|u−k1 − v−k1 |
q

)
. (4.24)

Let us show how this brings to the conclusion: by (4.23) and (4.24) we would have

λ(u) ≤ Cmax{λ(u+k1), λ(u
−
k1
)}, max{δ(u+k1), δ(u

−
k1
)} ≤ 2δ(u).

Thus we would obtain that u+k1 or u−k1 , say u
+
k1
, is a 1-symmetric function with Lq norm equal

to 1. We can now iterate this procedure exploiting two hyperplanes between the (n− 1) we left,

obtaining a 2-symmetric function which satisfies the reductions inequalities (4.21) (with u+k1 in

place of u). We can continue such a construction until we have just one hyperplane left. But

then we would have an (n− 1)-symmetric function which satisfies inequalities (4.21) that is the

claim of the proposition. Thus we are only left to prove (4.24). We divide the proof of it into

two further steps:

Step 1 There exists a positive constant C0 such that for all 1 ≤ i < j ≤ n, σ, τ ∈ {+,−} it

holds ∫
|vσi − vτj |

q ≤ C0

∫

Hσ
i ∩H

τ
j

|vσi − vτj |
q. (4.25)

Step 2 (4.25) implies (4.24).

To verify (4.25) we notice that thanks to Lemma 4.5 the inequality is verified if we are able to

find two positive constants ρ and C1 such that:

(i)
∫
(vσi )

q =
∫
(vτj )

q = 1;

(ii) Hσ
i ed Hτ

j are two orthogonal half spaces which contains on their boundary the center

of symmetry of vσi e vτj ;

(iii)
∫
|vσi − vτj |

q ≤ ρ.

We need to check (i) − (iii). Clearly (i) and (ii) are true by construction. So we are left to

verify (iii). We have

‖vσi − vτj ‖q ≤ ‖vσi − uσi ‖q + ‖uσi − u‖q + ‖u− uτj ‖q + ‖uτj − vτj ‖q. (4.26)
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Thanks to Lemma 4.4 ∫
|uσi − u|q =

1

2

∫
|u ◦ Ti − u|q ≤ Cλ(u)1/q. (4.27)

Moreover ∫
|vσi − uσi |

q ≤ 2q−1
(
λ(u|Hi) + ‖u− uσi ‖

p
p

)
≤ Cλ(u)1/q. (4.28)

The same estimate holds as well for the third and the fourth addend on the right hand side of

(4.26). Putting together (4.27) and (4.28) we obtain the claim of (iii) and this conclude the

proof of Step 1. Let us prove now Step 2. Suppose, to fix the ideas, that i = 1 and j = 2. For

k = 1, 2 we set

hk = v+k χH+
k
+ v−k χH−

k

where χA denotes the characteristic function of the set A. Thanks to (4.25),
∫

|h1 − h2|
q ≥

∫

H+
1 ∩H+

2

|h1 − h2|
q =

∫

H+
1 ∩H+

2

|v+1 − v+2 |
q ≥

1

C

∫
|v+1 − v+2 |

q.

With a similar argument, using H−
1 ∩H+

2 instead of H+
1 ∩H+

2 we get
∫

|h1 − h2|
q ≥

1

C

∫
|v−1 − v+2 |

q.

Hence ∫
|v+1 − v−1 |

q ≤ 2qC

∫
|h1 − h2|

q. (4.29)

Similarly we can see that ∫
|v+2 − v−2 |

q ≤ 2qC

∫
|h1 − h2|

q. (4.30)

Furthermore we have
∫

|h1 − h2|
q ≤ 2q−1

(∫
|h1 − u|q +

∫
|h2 − u|q

)

= 2q−1

(∫

H+
1

|v+1 − u+1 |
q +

∫

H−

1

|v−1 − u−1 |
q

+

∫

H+
2

|v+2 − u+2 |
q +

∫

H−

2

|v−2 − u−2 |
q

)

≤ 2q max

{∫

H+
1

|v+1 − u+1 |
q +

∫

H−

1

|v−1 − u−1 |
q,

∫

H+
2

|v+2 − u+2 |
q +

∫

H−

2

|v−2 − u−2 |
q

}

= 2q

(∫

H+
k

|v+k − u+k |
q +

∫

H−

k

|v−k − u−k |
q

)
.

(4.31)

putting together (4.29), (4.30) and (4.31) we obtain the claim of Step 2. �

We stress that we can not symmetrize directly our function once again. A formal argument

which shows a problem that may occur is the following: consider a function v such that δ(v) =

λ(v) = 0 and construct a function u as follows:

u(x) = v(x)χ{x1≥0}(x) + 2n/qv(2x)χ{x1<0}(x).
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It follows that u is (n− 1)-symmetric in Hk = {xk = 0} for k 6= 1. if we try to symmetrize such

function with respect to H1 we would obtain u+(x) = 2n/q(v(2x)) and u−(x) = v(x). Clearly

none of them satisfy the first inequality in (4.1). However we are going to see that a more refined

kind of symmetrization can bypass this problem.

Proof of Theorem 4.1. Assume as usual that ‖u‖q = 1. We can assume, thanks to Proposition

4.6, that u is an (n − 1)-symmetric function and that δ(u) < δ̄ with δ̄ arbitrarily small. Up to

a rotation and a translation, we can consider u to be symmetric with respect to the coordinate

axes {xk = 0} for k = 2, . . . , n and such that
∫

{xk>0}
uq =

1

2
=

∫

{xk<0}
uq.

Let u± be the two symmetrizations of u with respect to the hyperplane {x1 = 0}, constructed

as in Proposition 4.6 . We have that max{δ(u+), δ(u−)} ≤ 2δ(u). So, if min{λ(u+), λ(u−)} ≥

C0λ(u), we would be done. Thus we can suppose that

max{λ(u+), λ(u−)} < ελ(u) (4.32)

for some constant ε to be chosen. Consider Q = {|x1| ≤ x2}, Q
+ = Q ∩ {x1 > 0} and

Q− = Q ∩ {x1 < 0} and define a function û as follows:

û(x) =





u(x) if x ∈ Q

u(R1x) if x ∈ R1(Q)

û(R2x) if x ∈ R2(Q ∪R1(Q))

where R1 and R2 are the reflections with respect to {x1 = x2} and {x1 = −x2} respectively.

The function û satisfies all the symmetries of u with the exception of the one related to the

hyperplane {x2 = 0}, but by construction it is symmetric also with respect to {x1 = ±x2}. So

it is n-symmetric. It remains to show that û satisfies the reduction inequalities (4.1). Let us

start with the one which concerns the asymmetry. To this aim we denote by v̂, v+ and v− the

functions which achieve the minimum of λ(û|{0}), λ(u+|{0}) and λ(u−|{0}) respectively. Since∫
ûq ≤ 4, we get that

3qλ(û) ≥ λ(û|{0}) =

∫
|û− v̂|q∫
ûq

=
4∫
ûq

∫

Q
|u− v̂|q

≥

∫

Q+

|u+ − v̂|q +

∫

Q−

|u− − v̂|q

=

∫

Q+

|u+ − v̂|q +

∫

Q+

|u− − v̂|q ≥
1

2q−1

∫

Q+

|u+ − u−|q.

The first inequality in (4.1) is then true if we can estimate λ(u) in terms of
∫
Q+ |u+ − u−|q. To

this aim we observe that

‖u+ − u−‖Lq(Q+) =
1

2
‖u+ − u−‖Lq(Q)

=
1

2
‖(v+ − v−)− (v+ − u+)− (u− − v−)‖Lq(Q)

≥
1

2

[
‖v+ − v−‖Lq(Q) − ‖u+ − v+‖Lq(Q) − ‖u− − v−‖Lq(Q)

]
.

(4.33)
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Moreover ∫

Q
|u± − v±|q ≤

∫
|u± − v±|q = λ(u±|{0}) ≤ 3qλ(u±) ≤ ε3qλ(u) (4.34)

where we exploited Lemma 4.3 and Lemma 4.4 and the fact that u± are n-symmetric functions.

Thanks to (4.33) and (4.34) we obtain

‖u+ − u−‖Lq(Q+) ≥
1

2

[
‖v+ − v−‖Lq(Q) − 2

( 3q

C(ε)
λ(u)

)1/q]
,

where C(ε) is a suitable positive constant. Furthermore, always thanks to (4.34) we have

λ(u) ≤

∫
|u− v+|q =

1

2

∫
|v+ − u+|q +

1

2

∫
|v+ − u−|q

≤ ε
3q

2
λ(u) + 2q−2

(
ε3qλ(u) +

∫
|v+ − v−|q

)
,

and so ∫
|v+ − v−|q ≥

1

2q−2

[
λ(u)− ε

3q

2
λ(u)− ε3qλ(u)

]
≥

1

2q
λ(u) (4.35)

where last inequality is justified if we choose ε small enough. Summarizing we obtained

‖u+ − u−‖Lq(Q+) ≥ C0λ(u)
1/q,

where C0 is a suitable positive constant not depending on u. Let us consider now the second

inequality in (4.1), that is the one concerning the deficit. Notice that we do not know if ‖û‖q = 1.

Nevertheless we have
∣∣∣‖û‖Lq(Q+) − (1/8)1/q

∣∣∣ =
∣∣∣‖u+‖Lq(Q+) − ‖v+‖Lq(Q+)

∣∣∣ ≤ ‖u+ − v+‖Lq(Q+).

and, since |sq − tq| ≤ C1|s− t| for a suitable constant C1 if s and t are in [0, 1], we get
∣∣∣∣∣

∫

Q+

ûq −
1

8

∣∣∣∣∣ ≤ C2‖u
+ − v+‖q = C2λ(u

+|{0})1/q

≤ 31/qC3λ(u
+)1/q ≤ 31/qC4δ(u

+)α/q ≤ 2C4δ(u)
α/q ,

(4.36)

where we used Lemma 4.3, the fact that u is n-symmetric and that δ(u+) ≤ 2δ(u) and where C2,

C3 and C4 are positive constants. Analogous estimates hold on Q−, on U+ = {x1 > 0, x2 > 0}\Q

and on U− = {x1 < 0, x2 > 0} \Q. Then, by the triangle inequality we get
∣∣∣
∫
ûq − 1

∣∣∣ ≤ Cδ(u)α/q (4.37)

for a suitable α > 0. Let us recall the definition of the functionals F and G given in (2.2):

G(u) = ‖∇u‖θp‖u‖
1−θ
s , F (u) =

∫
|∇u|p +

∫
|u|s. (4.38)

By Lemma 2.2 we know that there exist two positive constants κ and η0 such that for every u

there exists λ > 0 such that F (τλu) = η0G(u)
κ where τλu(x) = λn/qu(λx). Furthermore such λ

minimizes the function µ 7→ F (τµu) in R
+. So we get

Gκ‖û‖κq (1 + δ(û))κ = G(û)κ ≤

(
1

η0

∫ ∣∣∇τλû
∣∣p + 1

η0

∫ ∣∣τλû
∣∣s
)

(4.39)
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for all λ > 0. Then

1

η0

(∫ ∣∣∇τλû
∣∣p +

∫ ∣∣τλû
∣∣s
)

=
4

η0

(∫

Q+∪Q−

∣∣∇τλû
∣∣p +

∫

Q+∪Q−

∣∣τλû
∣∣s
)

=
4

η0

(∫

{x2>0}

(∣∣∇τλu
∣∣p +

∣∣τλu
∣∣s)−

∫

U+∪U−

(∣∣∇τλu
∣∣p +

∣∣τλu
∣∣s)
)
.

(4.40)

Choosing λ > 0 such that F (τλu) = η0G(u)
κ, since u is symmetric with respect to {x2 = 0}, we

get ∫

{x2>0}

(∣∣∇τλu
∣∣p +

∣∣τλu
∣∣s) = 1

2
F (τλu)

=
η0
2
G(u)κ =

η0G
κ

2
(δ(u) + 1)κ

≤
η0G

κ

2
(1 + C5δ(u)),

(4.41)

where the last inequality is true for δ(u) small enough. Let us consider now the function

v(x) =





τλu(x) x ∈ U+

τλu(R1x) x ∈ R1U
+

v(S1x) x ∈ {x1 < 0, x2 > 0}

v(S2x) x ∈ {x2 < 0}

where Si : R
n → R

n denotes the symmetrization map with respect to {xi = 0}. We have

∫

U+

(∣∣∇τλ(u)
∣∣p +

∣∣τλ(u)
∣∣s) = 1

8

(∫ (∣∣∇v
∣∣p +

∣∣v
∣∣s)
)

≥
1

8
min
µ∈R+

F (τµv)

=
η0
8
G(v)κ ≥

η0G
κ

8

(∫
vq

)κ/q

=
η0G

κ

8
· 8κ/q

(∫

U+

uq

)κ/q

≥ η0G
κ8−1+κ/q(

1

8
− C6δ(u)

α)κ/q ≥ η0G
κ(
1

8
− C7δ(u)

α),

(4.42)

for suitable constants C6 and C7 and for δ(u) small enough. Notice that in the last inequality

we made use of (4.36). An analogous estimate can be obtained on U−. By (4.39), (4.40), (4.41)

and (4.42) we get

Gκ‖û‖κq (1 + δ(û))κ ≤
4

η0

[η0Gκ

2
(1 + C5δ(u)) − 2η0G

κ

(
1

8
− C7δ(u)

)β ]

= Gκ
[
1 + C8δ(u)

α
] (4.43)

for a suitable C8 > 0 and where α is the minumum between 1 and β. By (4.43) and thanks to

(4.37) we conclude that

δ(û) ≤
1 + C9δ(u)

α

1− C9δ(u)α
− 1 ≤ Cδ(u)α

that is true again for δ(u) small enough. The conclusion follows setting κ2 = C.

�
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